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1

Introduction

This first chapter of this thesis is devoted to introducing the topic of anonymity and of how

it will be treated throughout the rest of the thesis. We start by discussing the motivation

leading to this work, by highlighting the benefits (and the drawbacks) of anonymity fea-

tures in real-life situations. Due to the vastness of the topic, we focus our attention on two

macro-areas of anonymity: anonymous communication and anonymous service delivery.

1.1 Motivation

Despite the relevant effort devoted in the literature [219, 275, 199, 168] in the last

30 years, a universally accepted definition of ”Anonymity" does not exist. It depends

on the context we refer to. For example, if we want to hide the sender of a given

message, we need an anonymous communication network [245]. On the other hand,

if we want to make records stored on a database unlinkable to the real identity of a

user, we have to apply data anonymization techniques [195, 105].

To answer the increasing demand for anonymity services, a lot of tools, frame-

works, and techniques have been designed. One of the most relevant and currently

adopted is the Tor protocol [258] allowing a user to connect anonymously to a web

server. Furthermore, through the hidden services [207] mechanism, the web servers

can hide their IP addresses from a curious provider or the client itself. We dedicated

two entire chapters (3 and 4) of this thesis to how to extend Tor to achieve stronger

anonymity features.

We have to point out that this opens several ethical issues [114]. On the one hand,

the Tor network and, in general, the provision of anonymous services offers an oppor-

tunity for the proliferation of the black market and cyberterrorism [5, 183]. On the

other hand, anonymity services may have a positive impact in terms of censorship

resistance. Furthermore, a lot of privacy-preserving applications require anonymity

features such as electronic auctions [119, 173], anonymous surveys [128], or e-voting
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[52, 118]. Another example is provided by anonymous proximity-based services

(PBS) [181] which we mention in Chapter 6.

We strongly believe in this second vision of anonymity and propose new solu-

tions enabling stronger anonymity features than traditional solutions. In addition,

we think that investigating new proposals represents an effective way to understand

how to fight the malicious use of anonymity services.

In this last direction, in this thesis, we investigate the trade-off between account-

ability and anonymity [92]. Indeed, accountability refers to the possibility of iden-

tifying and attributing responsibility to an entity for a given action. Specifically, we

propose a solution in which the linkage between the real identity of a user leveraging

an anonymous service and their pseudonymous remains hidden even though two of

the three parties involved in the protocol collaborate. However, in the case of need,

e.g., if required an agent authorized by the law, the above linkage can be disclosed

if all three parties collaborate. This can be useful, for example, in an anonymous

social network [276] to fight cyberbullying. The solution we propose relies on the

blockchain technology [78] that is a reference technology in the provision of anony-

mous services.

Particular attention is devoted in this thesis to the protection of the users against

a global adversary able to monitor the entire traffic exchanged in the network. This is

an ambitious goal since it represents a very strict threat model (see Section 1.4). We

want to highlight that this type of adversary is not an abstraction and it is present in

real-life systems. The most emblematic example is represented by a social network

providing anonymity services (see Chapter 6). In this case, if all the communications

are delivered within the social network, the social network provider itself, if mali-

cious, represents a concrete case of a global adversary. Another example of a global

adversary is represented by the collaboration of some internet service providers that

can track the messages from the originator to the destination. In this thesis, the so-

lutions presented in Chapters 2, 3, 4, 5, 6, and 8 deal with this adversary.

Due to the vastness of the topic, in this thesis, we focus on two particular as-

pects of anonymity i.e., anonymous communication and anonymous service delivery

which will be discussed in the next two sections.

1.2 Anonymous Communication

The aim of an anonymous communication network is to protect the identity of the

users sending and/or receiving data over the Internet [245, 109, 88]. Since these

data often contain personal information linkable to the user’s identity, they have to

be encrypted before sending, thus guaranteeing data confidentiality. However, data
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confidentiality is a necessary but not sufficient condition to achieve anonymity. In-

deed, even though an attacker cannot access the content of data, the knowledge of

the IP address of the sender and/or the recipient reveals information about the ge-

ographic location or even the real identity of a user [210]. Then, offering anonymity

to a user means hiding their IP address.

To do this, several anonymous communication protocols have been proposed in

the literature. They differ in terms of security goals and the efficiency they achieve.

Regarding security, we mean both security properties (i.e., sender anonymity, re-

cipient anonymity, or relationship anonymity) and adversary capabilities that form

a threat model (see Section 1.4 for a more complete description). On the other

hand, for efficiency, three main metrics can be considered: latency, cover traffic, and

anonymity (which is also a security feature). Latency represents the delay needed to

transfer a message from the sender to the recipient. Cover Traffic is dummy traffic

introduced to hide real traffic and protect the sender and/or the recipient from traf-

fic analysis attack [17, 193, 190]. Since cover traffic requires a waste of bandwidth

(and then energy consumption) to transfer dummy packets, it should be reduced as

possible. Observe that, to offer protection against a global observer able to monitor

the entire traffic exchanged in the network, the inclusion of cover traffic is neces-

sary [71]. Otherwise, the adversary can simply observe the traffic originating from

a node and identify it as the sender. Similarly, by following the flow of traffic until

the destination, a global adversary can identify the recipient. As highlighted in Sec-

tion 1.1, in this thesis, we reserve a lot of attention against this type of adversary,

therefore almost all the solutions we propose include cover traffic. An interesting

question is how the three above metrics (latency, cover traffic, and anonymity) are

related between them. We investigate in detail this aspect in Chapter 5. In particular,

our study is based on the well-known trilemma, called the anonymity trilemma [74],

which states the existence of a trade-off between the three metrics.

In the first two parts of this thesis, we propose new protocols for anonymous

communication that improve or outperform the state-of-the-art approaches by pro-

viding stronger anonymity features. In Part I, we propose new anonymous commu-

nication protocols built over the transport layer. In this class of approaches, in prin-

ciple, it is possible to select any application layer leveraging the anonymous commu-

nication features implemented by the protocols. However, as with traditional solu-

tions, our approaches perform well when some conditions are met at the application

level. For example, the solutions presented in Chapters 3 and 4 represent extensions

of the Tor protocol to achieve sender and recipient anonymity, respectively. In this

case, as the standard Tor protocol, the solutions are applied for web-browsing ap-
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plications. Instead, the solution discussed in Chapter 5 performs well with uplink-

intensive applications.

In Part II, we propose two new protocols built over an existing application layer.

Clearly, the disadvantage is that they work only for the specific application layer

in which they are implemented. On the other hand, they do not require the set-up

of an external ad-hoc anonymous communication network to work. This allows us

to leverage the communication primitives offered by the specific application layer

without requiring heavy infrastructural network changes. In this thesis, we present

two protocols belonging to this class. The first is discussed in Chapter 6, in which the

application layer is represented by a social network. Therein, we implement a proto-

col for anonymous short communication and show its application to the proximity

services domain [181]. As observed in Section 1.1, the social network provider rep-

resents a real case of a global adversary. The second protocol we propose in Part II is

based on MQTT as an application layer. We leverage the bridging mechanism offered

by MQTT to deliver anonymous publish/subscribe messages. All the messages are

exchanged through the MQTT protocol and no infrastructural change is required.

In this solution, we do not offer protection against a global adversary. However, we

allow anonymous publishing/subscribing of topics against colluding MQTT bridge

brokers and against the public broker hosting the topics.

The rest of this section is devoted to providing a brief overview of the main

anonymous communication approaches and protocols present in the literature. We

refer the reader, for a more complete discussion, to the excellent survey presented in

[245].

The first class of approaches to achieve anonymous communication is repre-

sented by mixnet. This concept was first introduced by Chaum [59]. The idea is to

use mix nodes that collect messages coming from different sources, shuffle them, and

send them to another mix node or to the destination. The messages are encrypted

in several layers by using the public keys of the mix nodes. The innermost message

is encrypted with the public key of the recipient. Each mix node removes a layer

of encryption and discovers the next node to forward the message. The correlation

between a message entering a mix node and a message exiting from the same node

is made harder for an adversary since the mix node does not forward immediately

the message to the next node. Instead, it waits for a batch of messages and after

shuffling them sends the entire batch of messages each to the proper mix node (or

destination). This delay introduces a price in terms of latency.

Starting from this original proposal, a lot of approaches [158, 273, 223, 269], also

recent, were developed to improve the efficiency (especially in terms of latency) of

the mixnets.
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Compared to other approaches discussed in the following, mixnets offer a good

(low) latency with a relevant price in terms of cover traffic. From the security point

of view, they offer the best characteristics by resisting a global active adversary and

traffic analysis attacks even though they are vulnerable to the collusion of mix-nodes

[243].

The second class of approaches we consider is based on Onion-Routing. The most

representative protocol of this class is certainly Tor [258]. The Tor network is open

source and includes a large set of collaborating routers (about 7000 in September

2022) [226]. This makes Tor the most used solution in real life for anonymous com-

munication (about 3000000 users in September 2022) [226].

In Tor, each client runs locally an Onion proxy (OP) which establishes a virtual

circuit of three Onion routers (OR) to communicate anonymously with the destina-

tion. Each Onion router only knows the previous and the successive node of the

path. During a set-up phase, some symmetric keys are exchanged between the OP

and each OR. These keys are used to encrypt the messages in a layered fashion as

explained for the mixnets. However, since once the path is established, it remains

the same for the entire duration of the connection, then the next node of the path

does not need to be included in the encryption. This makes this layered encryption

more efficient. All the messages are exchanged in fixed cells of 512 bytes, to make

harder traffic analysis attacks. A more detailed description of how the Tor protocol

works is provided in Section 4.2 of Chapter 4.

Compared with other solutions, Tor offers the best features in terms of la-

tency. Also cover traffic is limited. However, from the point of view of security, it

does not offer good guarantees [261, 150, 239]. Indeed, it suffers from timing at-

tacks [167, 107], traffic confirmation attacks [231],watermarking attacks [136], and

self-promotion attacks [247]. Moreover, no protection against a global adversary is

provided in Tor. This latter point motivates the two solutions provided in Chapters

3 and 4.

Other solutions belonging to the Onion Routing-based protocols are, basically,

extensions or improvements of Tor [4, 248, 212].

Another class of anonymous communication protocols we investigate in this the-

sis is composed of P2P approaches. Several protocols we propose are P2P since they

require the collaboration of other users that act as relay nodes and deliver a message

to the destination. Besides new proposals designed from scratch (see Chapters 2, 3,

6), we provide, in Chapter 5, an improvement of the Tarzan protocol [98] and in

Chapter 7, we apply the Crowds [230] to the MQTT domain.

Often, P2P approaches are DHT-based since they require a Distributed Hash Ta-

ble (DHT) to discover other peers in the network.
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The main advantage of P2P solutions is scalability since each user adhering to

the network provides additional capability to the network itself. The question of

why the nodes should collaborate remains an open problem. However, as matter of

fact, concrete implementations of anonymous P2P solutions exist [127]. A discussion

about this point is provided in Chapter 6.

Regarding latency, cover traffic, and security, we can say nothing a priori but they

depend on the specific considered P2P protocol.

The fourth class is represented by DC-Nets [58]. They offer anonymous commu-

nication through multi-party computation. From the point of view of security, they

offer information-theoretically secure anonymity. However, they suffer from scala-

bility problems. Moreover, they may require both a huge overhead in terms of cover

traffic and high latency. DCnet protocols are used for group communication/mes-

saging.

Finally, the last approach we present is based on buses [124, 21, 296]. In this

solution, a predetermined route is used by the sender to anonymously communicate

with the destination. This approach introduces lower cover traffic. However, it does

not scale since the messages flow through all the nodes of the network. This leads to

a prohibitive cost in terms of latency.

1.3 Anonymous Service Delivery

In Part III of this thesis, the concept of anonymity is investigated from a different

point of view with respect to the first two parts. We consider a scenario in which a

service provider offers a given service to a user. In order to provide this service, data,

potentially linkable to the real identity of the user, have to be sent to the service

provider. In this case, the objective of our study is not to protect the communica-

tion between the user and the service provider. Instead, we aim to provide solutions

in which the user discloses the minimum possible information about themselves so

that a given degree of anonymity is achieved against the service provider itself. In

other words, in our adversary model, the service provider represents the attacker.

Clearly, if the service provider, or in general an attacker, has particular capabili-

ties (e.g., background information about the users) also the communication has to

be protected. This is the case of the solution proposed in Chapter 8, in which we

include a mechanism to offer anonymity also against a global adversary. However,

this mechanism is partially orthogonal to the way in which the anonymous service

is delivered.
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An interesting point is that, in the protocols we propose, multiple parties are

involved to deliver a service. Then, it is relevant to investigate the level of trust we

have to give to each party and the degree of anonymity the user can obtain.

A very important class of services in which privacy (and in particular anonymity)

features are required is represented by location-based services (LBS) [255, 174]. They

are characterized by the fact that the user has to provide their position to obtain

the service. Clearly, the position is a very sensitive piece of information acting as a

quasi-identifier [240] allowing an easy de-anonymization of the user. In this case, a

common approach followed in the literature (and also in Chapter 8 of this thesis)

is the construction of a cloaking area including k users that potentially may require

the same service. This way, the provider is unable to distinguish the identity of the

user requiring a service from the identities of other k − 1 users. Unfortunately, the

construction of the cloaking area relies on the presence of a trusted party, called

LTS, that knows the position of the users. A benefit of the solution introduced in

Chapter 8 is that it is hierarchical and the view of each LTS is reduced with respect

to a centralized solution.

Until now, in this thesis, we presented anonymity as the main and only objective

to reach. However, it is interesting to observe that if we relax the anonymity require-

ments, we can enable other useful features. This is exactly the goal we pursue in

Chapters 10 and 9. Specifically, in Chapter 10, we considered a smart-city scenario

in which a user interacts with multiple subsystems (service providers) and produces

data. In this case, each subsystem knows the identity of the user and the data they

produce. Then, the objective is not to provide anonymity for the user against the sub-

system. However, each subsystem should know only the data it generates and should

not be able to link its data with those generated by other subsystems. In addition,

it may be useful that this linkage can be performed by other authorized parties to

extract useful statistical information. Still, the linkage of these data should be per-

formed in an anonymous form, i.e., the authorized parties link the data of the users

but do not know their identity. The solution we propose enables all the above fea-

tures.

Another benefit we obtain by relaxing the degree of anonymity is presented in

Chapter 9. Therein, we have a service provider that knows the user only through

a pseudonymous username. This is the typical case of an anonymous social net-

work. A common problem with these types of services is that the users, protected

by anonymity, may behave illegally, fueling phenomena such as cyberbullying. In

this case, accountability properties, allowing the disclosure of the real identity of the

user in case of need, are desirable. Some solutions [47, 44, 236] reach this goal by in-

cluding a third party that by collaborating with the service provider can re-identify
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the anonymous user. Our solution improves the trade-off between anonymity and

accountability by requiring that the linkage of the pseudonymous username with

the real identity can be performed if three (instead of two) parties collaborate.

1.4 Threat Models

Since this thesis deals with anonymity issues, all the proposed solutions include a

security analysis aiming to show how the claimed security goals are achieved. An

exception is represented by the solution described in Chapter 5, in which we do

not include a security analysis since it inherits all the security benefits from [98].

However, the experimental validation investigates the size of the anonymity set as a

metric to measure the degree of anonymity.

The security analyses are performed in terms of the capabilities of the adversary

and security properties we want to achieve, that define the threat model for a specific

solution.

Among the different solutions, we pursue different goals (security properties). In

addition, some types of adversaries, which differ in terms of ability, are only appli-

cable to some solutions but not to others. Then, this results in threat models that

vary according to the considered solution. In particular, we observe that the secu-

rity properties considered in the threat models presented in Parts I and II are the

same. Indeed, the solutions therein proposed are about anonymous communication

in which a standard terminology for the concept of anonymity is present in the lit-

erature [219].

On the other hand, the above notion of anonymity cannot be applied (directly)

to the solutions presented in Part III. Then, therein, we consider different security

properties.

In this section, we present an overview of the security properties considered in

this thesis and of the possible adversaries against which these properties should be

guaranteed. Clearly, not all the solutions guarantee all the security properties (but

possibly a subset of them). Moreover, as already mentioned, not all types of adver-

saries can be considered for all the solutions. The specific threat model for each

solution is then discussed within each chapter of this thesis.

We start by considering three security properties that apply to the domain of

anonymous communication (Parts I and II).

An Anonymous Communication Network may offer [219]:

1. sender anonymity if the adversary cannot sufficiently identify the sender in a set

of potential senders, called sender anonymity set.
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2. recipient anonymity if the adversary cannot sufficiently identify the recipient in a

set of potential recipients, called recipient anonymity set.

3. relationship anonymity if the adversary cannot sufficiently identify that a sender

(in a set of potential senders) and a recipient (in a set of potential recipients) are

communicating.

Observe that the definitions given in [219], with the use of the term sufficiently,

means “both that there is a possibility to quantify anonymity and that for some ap-

plications, there might be a need to define a threshold where anonymity begins”.

In the solutions presented in Parts I and II, we quantify anonymity in terms of

the size of the anonymity set. Then, given an anonymity set of k possible senders/re-

cipients, the adversary cannot identify the actual sender/recipient among these k.

This corresponds to the notion of communication k-anonymity [274].

It is easy to realize that: sender anonymity implies relationship anonymity and

recipient anonymity implies relationship anonymity.

For the solutions presented in Part III, we consider different security properties.

In Chapter 8, we refer to a slightly different notion of anonymity, i.e., location

k-anonymity [102, 145, 113]. According to this notion, a request coming from a user

in a given position (known to the provider) cannot be distinguished from the re-

quests coming from other k − 1 users whose positions are known to the provider. As

explained in Chapter 8, to obtain location k-anonymity, the reciprocity [149, 106, 63]

property has to be guaranteed.

In Chapter 9, we express the security properties in the ”opposite" form by means

of compromises, in the sense that we show as a given compromise does not occur in

our solution. Therein, we consider two properties. The first regards the impossibility

for some parties to link a username with the real identity of a user (pseudonymity).

The second property is the accountability. Specifically, the possibility for other par-

ties (different from the previous ones) to discover the above linkage username-real

identity in case of need.

Finally, in Chapter 10, we refer to the property of unlinkability of data in the sense

that it is not possible to link data coming from the same user except some authorized

parties called analysts. However, the analysts link the data without knowing the real

identity of the user.

This concludes the discussion about the security properties considered in this

thesis.

Now, we introduce the possible adversaries with their capabilities.

Similar to the security properties, the adversaries considered in the field of

anonymous communication have different capabilities with respect to the adver-

saries considered for anonymous service delivery.
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Indeed, the solutions presented in Parts I and II include the deployment of an

overlay network for anonymous communication. Therefore, the different considered

adversaries reflect their capabilities to compromise the network. On the other hand,

for the protocols in Part III, we do not focus on the anonymous communication of the

actors but on the possibility to provide a service without disclosing users’ identities.

Regarding anonymous communication, the first distinction we consider is be-

tween:

1. A local adversary: that is able to monitor the traffic originating from /incoming

to some nodes of the network.

2. A global adversary: that is able to monitor all the messages exchanged in the net-

work.

Another possible distinction is between:

1. A passive adversary: that monitors the exchanged messages but is not able to block

them or forge new messages (even dummy).

2. An active adversary: that monitors the exchanged messages and is able to block

them and/or forge new messages.

Clearly, the adversaries we consider in our threat models are a combination of

these two classes. Mainly, the solutions we propose aim to offer protection against a

global passive adversary (this is an ambitious goal). However, in some solutions such

as that of Chapter 4, we also analyze a global passive adversary with the power of

compromising some nodes by accessing the content of the received messages. Fur-

thermore, in the solution proposed in Chapter 7, we are vulnerable to the global

adversary but active attacks performed by malicious nodes are ineffective (under

some conditions).

Another interesting point is to understand what happens when the adversary is

the recipient of the communication. In this case, providing sender anonymity against

the recipient of the communication is not a trivial task, especially when the recipient

has to reply to the sender. However, almost all the solutions provided in this thesis

achieve this feature.

The last consideration about the adversaries in anonymous communication pro-

tocols regards the case in which the protocol needs a third party, such as a directory

server providing ”yellow pages” service. In this case, this party can be considered:

• Fully trusted: it performs the steps of the protocol legally and does not attempt

to break the security properties.

• Honest but curious: it performs the steps of the protocol legally but attempts to

break the security properties.
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• Malicious: it attempts to break the security properties possibly by deviating from

the steps of the protocols.

Concerning anonymous service delivery, we have different parties (including a

service provider) that communicate among themselves to provide an (anonymous)

service. To define our threat model, we consider each involved party as an adversary

belonging to one of the three above-mentioned categories: Fully trusted, Honest but

curious, or Malicious. Furthermore, we also consider the possible collusion among

different parties and investigate if this collusion compromises the security proper-

ties.

We recall that, in anonymous service delivery, the main aim is not to protect the

communication among the parties, that is the objective of anonymous communica-

tion. However, in the solution presented in Chapter 8, we address also the problem

of anonymous communication against a passive global adversary coinciding with the

service provider in collusion with a telephone service provider.

1.5 Outline of the thesis

This thesis is organized into four parts.

Part I describes four solutions implemented over the transport layer supporting

anonymous communication. In particular, in Chapter 2 we describe a preliminary

approach to offer anonymity guarantees against a global passive adversary able to

observe the entire traffic exchanged in the network. The results of this approach are

published in a research paper [36]. Even though the approach is not complete and

presents some limitations, it is at the basis of the solutions discussed in Chapters 3

and 6.

Chapter 3 presents a proposal to extend the Tor protocol to achieve sender

anonymity against a global adversary. Basically, the solution exploits the approach

presented in Chapter 2 to build a P2P anonymous network of senders before the en-

try point of the Tor circuit. The results of this approach are published in a research

paper [43].

The dual problem is faced in Chapter 4. Therein, we present a solution to achieve

recipient anonymity in Tor against the global adversary. In this case, we do not set

a P2P network but leverage the hidden services mechanism present in Tor. Some

preliminary results of this approach are published in a research paper [40].

Finally, Chapter 5 concludes the first part of this thesis by proposing an exten-

sion of the well-known Tarzan protocol [98] to obtain better performance in uplink-

intensive applications. The idea of the approach is to remove the bidirectional links

(needed also to obtain a response) present in Tarzan by rearranging the topology of
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the mimics in order to form cycles that enable the response. This allows an important

reduction of the cover traffic.

In Part II, two anonymous communication protocols are presented. They are im-

plemented over an existing application layer. In Chapter 6, the application layer is

represented by a social network. The solution we propose resists a global passive

adversary (i.e., the social network provider) and offers both sender and recipient

anonymity. It is suitable for short communication and can be adopted to implement

privacy-preserving proximity-based services. The results of this approach are in-

cluded in two research papers [37, 42].

Instead, the application layer considered in the solution of Chapter 7 is MQTT.

We leverage the bridging mechanism natively offered by MQTT to deploy a network

enabling anonymous publishing/subscribing to topics. The approach we follow is

based on the Crowds protocol [230]. An important point to observe is that all the

messages are exchanged through the standard MQTT primitives This allows us not

to require changes in the standard MQTT infrastructure.

Part III includes three solutions for anonymous service delivery. The first solution

is presented in Chapter 8, in which we propose a hierarchical LTS system offering

protection against a global adversary. The services we consider in this solution are

location-based services and the aim is to provide the users with guarantees about

the fact that the provider is not able to identify their positions. Some preliminary

results of this approach are published in a research paper [39].

In Chapter 9, we present a solution to the trade-off between accountability and

anonymity. In particular, we consider a scenario in which a user is known to the ser-

vice provider just by means of a pseudonymous username. To enable the possibility

to re-identify the user in case of malicious or illegal behavior, we require the collab-

oration of three parties. This is the main advantage with respect to other solutions

in which just the collaboration of two parties is enough. The results of this solution

are published in a research paper [45].

The solution presented in Chapter 10 enables the anonymous linkage of open

data only by some authorized parties. Specifically, we are in a smart city scenario in

which a user interacts with several subsystems by producing data published in the

form of open data. Even though these data are anonymized for privacy reasons, our

solution enables their linkage only to authorized parties which, however, are unable

to discover the real identity of the user to whose data refers. This concludes the third

part of this thesis.

Finally, in Part IV, we draw the conclusions of the thesis.



Part I

Anonymous communication over the transport layer
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The design of anonymous communication protocols resisting a global adversary

able to observe the entire traffic exchanged in the network is not a trivial task. On

one hand, as stated in [71], any solution pursuing this goal has to include cover

traffic, i.e., dummy traffic among which the real traffic is hidden. On the other hand,

cover traffic represents energy consumption and bandwidth waste, so it should be

reduced as much as possible. For example, a trivial solution to achieving protection

against the global adversary consists in sending periodically dummy messages to all

the users of the network and replacing one of them with the actual message when

needed. Obviously, this solution is not applicable.

Reducing the cover traffic can also have an impact on the latency, since, in gen-

eral, reduces the opportunity for a user to send a message. This leads to the so-

called anonymity trilemma [74], which states the existence of a trade-off between

anonymity, cover traffic, and latency.

In this part of the Thesis, we propose solutions to this trade-off that are imple-

mented over the transport layer. This makes them, in principle, independent of the

application layer to which the messages are generated. However, even if they work

with any application layer, they perform better when some applications are consid-

ered.

This part includes four proposals.

In Chapter 2, we describe a preliminary approach to offer anonymity guarantees

against a global passive adversary. Even though the approach is not complete and

presents some limitations, it introduces the concept of ring that is at the basis of the

solutions discussed in Chapters 3 and 6.

Chapter 3 presents a proposal to extend the Tor protocol to achieve sender

anonymity against the global adversary. Basically, the solution exploits the approach

presented in Chapter 2 to build a P2P anonymous network of senders before the

entry point of the Tor circuit.

The dual problem is faced in Chapter 4. Therein, we present a solution to achieve

recipient anonymity in Tor against the global adversary. In this case, we do not set
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a P2P network but leverage the hidden services mechanism present in Tor. A rele-

vant contribution of this solution is represented by the formal security analysis we

conducted.

Finally, Chapter 5 concludes the first part of this thesis by proposing an extension

of the famous Tarzan protocol [98] to obtain better performance in uplink-intensive

applications. The idea of the approach is to remove the bidirectional links (needed

also to obtain a response) present in Tarzan by rearranging the topology of the mim-

ics in order to form cycles that enable the response. This allows an important reduc-

tion of the cover traffic. In this Chapter, the anonymity trilemma is also investigated

through experimental validation.
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A preliminary approach leveraging onion routing to

achieve anonymity against a global adversary

Through this chapter, we provide the first protocol of this thesis achieving anonymity

against a global adversary. The proposed approach is preliminary and some aspects are

missing or deserve a better investigation, in particular regarding implementation and ex-

perimentation. However, we present this solution, since it introduces, in a simple form,

the idea of ring. This concept is deepened and exploited in the next chapters to build more

robust and performing protocols also on top of existing application layers. Furthermore, in

this chapter, also the concept of Onion routing, well-known in the literature, is presented.

It is the basis of Tor, which is the most popular anonymous communication protocol used

for low-latency network applications. However, Tor does not protect in the strict threat

model of a global adversary. Therefore, in the next two chapters, we will see how to extend

the standard Tor Protocol to achieve sender and recipient anonymity, respectively. In this

chapter, the concept of Onion routing is used in its original definition that introduces a

communication overhead as observed in Section 2.5. The results of the proposed approach

are published in a research paper [36].

2.1 Introduction

Onion routing, originally proposed in [108], aims to reach anonymity by forward-

ing the message over multiple proxies (relay nodes) which, thanks to a public-key

encryption wrapping, are only aware of the next hop of the route.

A lot of practical implementations (Tor [193] is the most famous) and extensions

of the original idea have followed mainly through overlay protocols, but also imple-

mented at the network layer [60, 61]. Despite its age, Onion is still a state-of-the-art

approach, currently subject of attention in the research community [162]. However,

Onion suffers from a serious drawback regarding anonymity. Indeed, in the global

passive adversary model, in which all the traffic can be observed by the adversary,

both sender and recipient anonymity are not achieved. Indeed, it suffices for the

adversary to place itself at the first relay node of the Onion circuit to identify the
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sender, and to place itself at the last relay node, to identify the recipient. This fact

may have a relevant impact because a combined timing attack can allow the attacker

to pair the sender and recipient, thus breaking also relationship anonymity [93].

To solve the above drawback, we propose a routing protocol that extends Onion

by introducing the concept of ring to strengthen sender anonymity and an inertia

route to strengthen recipient anonymity. Specifically, in the global passive adversary

model, sender and recipient anonymity are achieved in an anonymity set of con-

figurable size K . As a consequence, the weaknesses of Onion mentioned above are

solved in our protocol and the global passive adversary cannot break relationship

anonymity.

2.2 Overview of the Protocol

In this section, we present an overview of the proposed routing protocol.

Our protocol is cooperative, as all nodes play also routing functions, but we as-

sume the presence of a (hierarchical and distributed) directory system DS provid-

ing the resolution of symbolic identities of nodes into network addresses. With SID

we refer to a symbolic identity and with NID to a network address. Obviously, we

assume that the nodes of this directory system are reliable in the sense that they

collaborate with the protocol, but they can under the observation of the adversary.

Our protocol combines the classical protocol Onion with the concepts of ring and

inertia route to fulfill the anonymity requirements.

A ring is a circular route of nodes of a given configurable size K . It represents the

anonymity set for the sender. Therefore, any potential sender Alice is included in a

number of rings. It is always possible for Alice to know, for each ring, the nodes (and

the public keys) belonging to it. Each ring has an owner responsible for generating

containers that injects in the ring. Such containers turn continuously in the ring and

represent cover traffic, since they form dummy traffic that can or not contain data.

Indeed, every message transmission is done by filling one of the empty containers,

in such a way that, thanks to probabilistic encryption, empty and filled containers

are indistinguishable from an external observer.

The inertia route is the mechanism at the basis of recipient anonymity in a proper

anonymity set of nodes (of configurable size K too). In words, the inertia route is a

random walk (selected by the sender) external to the ring and includes the recipient

in a sufficiently undetectable position. As for the ring, the inertia route includes

cover traffic. Indeed, once a message included in a container reaches the intended

recipient, it continues empty (i.e., as a dummy message) in the inertia route until the
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terminal node is reached. Moreover, a backward burst of cover traffic is activated in

the inertia route to hide the sender of the response.

Suppose that Alice wants to send a message to Bob (which represents a SID

known to Alice). Her first task is to send a request to DS in an anonymous way

by using one of the rings she belongs to. The DS response provides Alice with the

NID of Bob plus the information needed for Alice to build the route external to the

ring playing the role of recipient anonymity set. Obviously, Bob is in this set. Ob-

serve that the ring-based mechanism allows us to have recipient anonymity for the

DS response. At this point, Alice selects an exit node of the ring and establish a

transmission path composed of the portion of the ring from Alice to the exit node

concatenated with the external route including Bob. The message is sent by Alice

through this path by using Onion-based public-key encryption wrapping [72, 59]

2.3 The onion-based routing protocol

Through this section, we describe, in detail, the protocol introduced in the previous

section.

We assume the presence of a Directory System DS, for which the following holds.

DS has a public key utilized by network users to obtain the information needed to

arrange anonymous communication with other users. DS manages the Public Key In-

frastructure (PKI) of the whole network so that it generates and distributes the pub-

lic keys to all the nodes of the network. Public keys are utilized by the nodes to set

Onion-wrapping encryption. DS, as already mentioned, provides the resolution of

symbolic identifiers of nodes (SIDs) into network address identifiers (NIDs) needed

to build the route to any destination. Specifically, DS stores a table called Resolu-

tion Table (RT). Every entry of the RT consists of a tuple of the form: ⟨SID,NID,P ⟩,

where P is the public key of the node NID.

DS is also responsible for the set-up of rings and for the storage of information

about them. As clearly stated in Section 2.4, DS is assumed trusted in the sense that

it executes correctly the protocol, but the adversary may know the content of all the

DS incoming and outcoming messages.

A ring is a circular sequence of NIDs of size K . Each ring has an owner whose

NID identifies it. Each node belongs to at least l rings. Observe that the smaller l, the

higher network latency and the less cover traffic is. DS stores also a Membership Ring

Table (MRT), which, for each NID, associates the rings it belongs to. A tuple of MRT is

of the form: ⟨NID,NID1, . . . ,NIDl̄⟩, where NID1, . . . ,NIDl̄ (l̄ ≥ l) are the rings which

NID belongs to. DS stores another table called composition ring table (CRT), which,

for each ring, includes the K nodes that compose it and their associated public keys.
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Fig. 2.1: Graphical representation of the onion-based protocol.

.

A tuple of CRT is of the form: ⟨NID, (NID1, P1), . . ., (NIDK , PK )⟩, where NID=NID1,

and the sequence (NID2, P2), . . . , (NIDK , PK ) represents the successive nodes in the

ring (in order). All the information regarding rings is periodically cached by nodes,

in such a way that any node stores locally the rings to which it belongs. The owner

of a ring is responsible for generating the containers it injects into the ring. They are

random messages of fixed length.

Now, we describe how anonymous communication works. Suppose that Alice

wants to send a message to Bob. Recall that, the anonymization of the communi-

cation leverages the ring structure. In it, a number of containers turn continuously,

each reporting the NID identifying the ring. In general, each message is sent by any

user by filling an empty container without changing its size. Empty and filled con-

tainers are indistinguishable. This is obtained by probabilistically encrypting the

container hop-by-hop with the public key of the next node in the ring. Thus, each

node that receives a container (empty or filled), decrypts it, possibly fills it (provided

that it is empty), encrypts with the public key of the next node in the ring, and then

sends it to this node, and so on. We denote the encryption of a message M with a

key X by EX(M). We use a probabilistic encryption function so that when the same

message is encrypted several times, we obtain different ciphertexts.

First Alice performs a DS request to obtain the information needed to build the

communication route. The DS request proceeds as follows. Alice, in order to send

the request to DS, takes the DS public key, denoted by KDS , needed to protect the

sensitive request information, in this way: EKDS
(KA,SIDs) where KA is a key gener-

ated on the fly by Alice to allow the encryption of the DS Response, and SIDs is a list

of length K of SIDs in which K − 1 are dummy SIDs and one is the SID of Bob.

Moreover, Alice, for each ring she belongs to, thanks to tables MRT and CRT,

periodically chooses (randomly) an exit node, which we denote as at distance j from
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her in the ring. Observe that, within the request, a random R is included, which is

an identifier of the request, useful for the exit node in the DS response, as we will

see later. Thus, it is important that R is not encrypted with the public key of DS

(obviously, it is hop-by-hop probabilistically encrypted as all messages to prevent

distinguishability). Alice, to send the request, has to wait for an empty container.

She takes the first container that arrives by a whatever ring which she belongs to,

and fills it with the message (NIDj ,R,EKDS
(KA,SIDs)), where NIDj is the NID of the

node j.

At this point, the DS request turns in the ring until it arrives at the exit node j,

which recognizes to be the exit node by checking the NID specified in the request.

Before j sends the request directly to DS, it stores the request identifier R and the

NID of the ring from which the request came (the latter information is available in

the container). This is done to allow that when DS will reply to the exit-node j at

this request, thanks to R, the exit node will identify the request and will inject the

response into the suitable ring. Subsequently, it generates a new empty container,

re-injects it in the ring in order to keep constant the arriving frequency of containers

in the ring.

After DS has received Alice’s request, DS generates the DS response as follows.

The DS processes the request by decrypting it and recovering the list of K SIDs

requested by Alice, the on-the-fly key of the Alice KA, and the random R. So, DS

searches in the Resolution Table the list of the K SIDs and recovers the matching

NIDs. Hence, DS builds the DS response as follows: (R,EKA
(NIDs−P Ks)) by includ-

ing R and the encrypted list of the K NIDs (with the associated public keys), with KA.

DS sends the DS response to the exit node j. The latter thanks to R and the recorded

information, identifies the ring in which to inject the response. To do this, j waits for

the arrival of the first empty container of the appropriate ring and fills it with the

DS response. When the filled container arrives at Alice, she takes R and decrypts it,

to recover the K NIDs with which she builds the communication route.

Alice, similarly to the DS request phase, chooses j ≤ K , by identifying the num-

ber of hops until the exit node. This way, Alice builds the first portion of the path

including ring nodes (denoted as rxs) and the remaining K nodes (denoted as wys)

outside the ring. Bob is placed somewhere in the outside portion of the path. In sum,

the overall path is: π = ⟨r1, r2, . . . rj ,wj+1,w2, . . .wj+K⟩. Observe that r1 is the NID of Al-

ice, rj is the exit node and there exists 1 ≤ i ≤ K such that wi+j is the NID of Bob. The

portion of the route going from Bob until the endpoint is called inertia route.

The communication towards Bob is Onion-based, so the public keys of the

nodes of the path chosen by Alice are utilized to set Onion-wrapping encryp-

tion. Alice, according to the Onion protocol, builds the message to Bob, waits
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for the first container empty, and fills it with the message. This way, the mes-

sage encrypted by Alice is the following: M̄ = Ej (· · ·Ei+j (· · ·Ej+K−1(Ej+K (D,0),wj+K )

· · · ,M,rj ,dest,wi+j+1) · · · , exit,wj+1). Observe that M̄ is sent in the ring through hop-

by-hop probabilistic encryption. To simplify the notation, the symbol Ei denotes the

encryption with the public key of the i-th node of the path from r1 to wj+K . The

message that Alice intends to send to Bob will be included within the Onion wrap-

ping encryption, in the specific position in which only Bob can decrypt. A parameter

dest is attached to the message to identify the destination step of decryption as well

as the NID of the exit node rj . Similarly, the message received by the exit node con-

tains a parameter exit in such a way that that node re-injects in the ring a new empty

container. Finally, the last node (that we call terminal) of the path decrypts the mes-

sage (D,0), that is a dummy message D plus the information 0 that terminates the

proxying process. For the response, the terminal node generates constant-rate con-

tainers (similarly to rings) that cross the entire route external to the ring (allowing

Bob to encapsulate the response messages) until the exit node. Then, such contain-

ers are injected into the ring reaching the source (Alice). The cover-traffic burst ends

when a stop message is sent by Bob in a container, it reaches the exit node, and this

node directly contacts the terminal node to turn off the cover-traffic generation. This

strategy prevents classic intersection attacks identifying the recipient as the traffic

pattern for requests and corresponding responses are the same.

A graphical representation of the protocol running is reported in Figure 2.1.

Therein, the sender (Alice) belongs to a ring of 8 nodes (thus, K = 8). The arrow

marked with (1) represents the DS request sent by Alice to DS through a container

reaching the exit node and then going directly to DS. DS responds with the message

(2), which reaches the exit node and, then, is injected into the circle through a con-

tainer that reaches Alice. Thanks to the DS response, Alice can construct the Onion

path including Bob (i.e., the inertia route). Then, she sends the message (arrow (3))

through a container until the exit node and, then through the inertia route. Observe

that, after reaching Bob, the communication continues in a dummy fashion. This is

represented by the dashed trait of the arrow. Finally, thanks to the cover-traffic burst

generated by the terminal node, the response reaches the exit node and, then, Alice

(arrow (4)). Note that, the communication is dummy until Bob (the dashed trait of

the arrow (4)), inserts in the cover traffic the actual response.

2.4 Security Analysis

In this section, we sketch a security analysis of our solution. We start by defining the

threat model.
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Assumptions A1.

Rings are built in a way that the background knowledge does not allow the ad-

versary to have more information than the sender’s uniform distribution. A1 refers

to the realistic case of nodes associated with end users. A similar assumption cannot

be done for recipients in the case of web traffic [246], whereas it is valid for P2P

applications.

Adversary Model.

We consider a global passive adversary able to monitor all the traffic of the net-

work and to passively control the DS system. This means that each of the nodes

can be compromised to the extent that the adversary can observe all the incoming

and outcoming traffic from the node as well as the content of DS requests and DS

responses.

Security Properties.

We study the security properties sender anonymity and recipient anonymity. Ob-

serve that if one of them is satisfied, then also relationship anonymity holds. Accord-

ing to [219], the anonymity of a given item of interest (sender, recipient, relation-

ship, etc.) is guaranteed if the adversary cannot sufficiently identify the item in the

anonymity set. We observe that we reach this objective when the success probability

for the adversary is 1
K , where K is the size of the rings because K can be realistically

set to a sufficiently large value such that the above probability refers to an unlikely

event.

Regarding Onion, it is well-known [93] that neither sender anonymity nor re-

cipient anonymity is guaranteed in the global passive adversary model. Indeed, the

attacker can observe the traffic from the sender (identifying it) by compromising

the first relay node of the Onion circuit. Similarly, the recipient can be identified by

compromising the last node of the circuit. Moreover, due to the timing attacks, also

the relationship anonymity is not satisfied in Onion.

Now, we analyze sender anonymity for our protocol. We recall that each node can

send a message only after receiving a container from the previous node in the ring.

When a container is forwarded between two nodes, it is encrypted with probabilistic

encryption both if it is filled (i) and if it is empty (ii). The only way for the attacker

to distinguish (i) from (ii) is to observe the size of the container. However, this is

prevented by padding properly the empty container in such a way that it has the

same size as the filled container. Observe that, the probabilistic encryption scheme

ensures that, when a sender encrypts more times the same empty container, each

encryption results in a different ciphertext. This way, even if the adversary stores

any of these ciphertexts, it is unable to understand if a new ciphertext, sent from

such a sender, is a filled container or just another empty container. Therefore, the
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sender cannot be detected when it fills the container. Consider now the DS request,

which is preliminary to the communication. The way in which such a request is

performed ensures that it is not possible to link the initiator of the request even

if the adversary controls the DS system. Indeed, the request does not contain any

information about the initiator and it is sent through the ring until the exit node

and from the exit node to DS. This latter replies to the exit node, and the initiator

receives the reply through the ring. By Assumption A1, since the senders follow

a uniform distribution, we obtain that the adversary can break sender anonymity

with probability 1
K , where K is the number of nodes in a ring. Thus, the adversary

can break relationship anonymity with probability bounded by 1
K .

Finally, consider recipient anonymity. The adversary knows that the recipient

is one of the nodes in the path from the exit node to the last node, but it does

not know where the node is. If we assume uniform destination distribution (oc-

curring when P2P applications are considered), the adversary can break recipient

anonymity with probability 1
K . In the case of skewed destination distribution (occur-

ring for example in Web-browsing), the probability that the adversary identifies the

recipient is higher than 1
K , since some recipients are more likely to be chosen than

other recipients. Therefore, the more skewed the destination distribution, the less re-

cipient anonymity is. However, independently of recipient anonymity, relationship

anonymity is guaranteed with uncertainty at least 1
K thanks to sender anonymity.

2.5 Discussion and Limitations

The protocol presented in this chapter has the objective to introduce the reader to

the concepts of ring and Onion routing, which will be exploited in the next chap-

ters. Indeed, even though the idea presented at a high level solves the problem of

anonymity against a global adversary, several aspects should be better investigated.

First, the security analysis is just sketched and a more formal analysis should be

conducted. No implementation is provided and no experimental validation is per-

formed. For example, it is not clear how to set the size of the containers. Indeed,

the basic Onion routing approach used requires a size that increases linearly with

the length of the path. This may result in an intolerable size. Furthermore, when DS

replies to the sender with the public keys of other K users, the size of this message

may be very high. Another aspect not addressed in this protocol is fault tolerance

taking into account what happens when some nodes fall. The next proposals over-

come all the above drawbacks.
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Providing Tor with sender anonymity against a global

adversary

Tor is the de facto standard used for anonymous communication over the Internet. De-

spite its wide usage, Tor does not guarantee sender anonymity, even in a threat model in

which the attacker passively observes the traffic at the first Tor router. In a more severe

threat model, in which the adversary can perform traffic analysis on the first and last Tor

routers, relationship anonymity is also broken. In this chapter, we propose a new protocol

extending Tor to achieve sender anonymity (and then relationship anonymity) in the most

severe threat model, allowing a global passive adversary to monitor all of the traffic in the

network. We compare our proposal with Tor through the lens of security in an incremental

threat model. The results of this approach are published in a research paper [43].

3.1 Introduction

The Tor overlay network [258] is the most popular anonymous communication pro-

tocol used for low-latency network applications. It is the state-of-the-art implemen-

tation of the Onion protocol [108]. Tor is based on two concepts: relay nodes (also

called Tor routers) and layered encryption. Relay nodes act as proxies in an Onion

route. Each relay node receives its message from the preceding one and forwards it

to the next, until the destination is reached. Differently from random walk [230], the

route is deterministic and chosen by the sender. Moreover, the message is wrapped

through layered encryption, which the sender can apply by knowing the crypto-

graphic keys of all the relay nodes of the route. This way, each node is able to drop

an encryption layer, and can see the address of the next relay node to which the

still encrypted message should be forwarded. Eventually, the message with only one

layer of encryption reaches the destination. According to this scheme, each node in

the route only knows the address of the preceding node and the address of the next

node. Therefore, by design, the first relay node knows the address of the sender.

Sender anonymity is then not supported if we allow the adversary to control the first

relay node. The practical impact of this weakness is that sole collaboration with an
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Internet service provider allows the adversary to detect that a user is utilizing the

Tor system. Sender anonymity is obviously broken in a severe threat model with

a global passive adversary, able to monitor all the traffic in the network. Anyway,

breaking sender anonymity is not enough to nullify the final goal of the protocol,

which is relationship anonymity. Indeed, the aim of Tor, as in general happens for

an anonymous communication network, is to prevent the adversary from detecting

that a given sender is communicating with a given recipient. Consider that, despite

the fact that anonymity services are often used for criminal purposes, there are a

lot of ethical applications of anonymous routing, including censorship resistance.

However, relationship anonymity can be broken in Tor in a global passive adversary

model. As a matter of fact, Tor is vulnerable to many passive attacks [209, 150], al-

lowing traffic de-anonymization. It can be easily recognized that if the adversary can

monitor the traffic at the bounds of the Tor circuit (i.e., the first and the last router),

traffic analysis attacks break relationship anonymity [219, 211], thereby fully de-

anonymizing the communication.

The solution proposed in this chapter aims to overcome the above drawbacks of

Tor, by achieving sender anonymity (in the sense of communication k-anonymity [274])

in the most severe threat model, in which a global passive adversary is allowed,

which monitors all the traffic in the network. Recall that sender anonymity is enough

to guarantee relationship anonymity, as stated in [219]. Therefore, we obtain effec-

tive protection for users’ privacy.

The approach we use to obtain sender anonymity in Tor exploits the concept of

ring, introduced in Chapter 2, to hide the sender within an anonymity set of poten-

tial senders arranged circularly. To prevent the adversary from detecting the initiator

of the communication, we equip the ring with cover traffic that the senders can op-

portunistically use to send their messages, by filling one or more circulating tokens.

Thanks to probabilistic encryption, empty and filled tokens are indistinguishable

from the adversary. The route Tor is then built from a proxy node of the ring to

the destination. The adversary can see that a node of the ring is working as a proxy

node, but it is not able to understand which node the sender is among the nodes of

the ring. Traffic analysis attacks are not possible due to the cover-traffic mechanism.

3.2 Overview of the Tor Network and Notation

In this section, we introduce the notation used to describe our proposal. Moreover,

we provide an overview of the Tor protocol by introducing only the aspects relevant

to the solution proposed in this chapter. Further details can be found in Section 4.2

of Chapter 4.
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We start with the notation. For both symmetric and public-key encryption, we

denote by Ek(M) the encryption of a message M with key k. Similarly, we denote

by Dk(C) the decryption of the ciphertext C with (symmetric or public) key k. Even

though we do not explicitly highlight this aspect, the encryption we consider is only

probabilistic, in such a way that, for an eavesdropper, two different encryptions of

the same message are unlinkable.

The Tor network is an overlay network, based on TCP/TLS connections, consist-

ing of multiple relay routers called Onion routers (OR). Each client runs locally an

Onion proxy (OP) which establishes a virtual circuit of ORs to communicate anony-

mously with the destination. To build a circuit, the OP periodically contacts a trusted

server called Directory Server (DS) that keeps the information about the state of the

network and provides the OP with router descriptors of the ORs. These router de-

scriptors contain the IP addresses and the public keys of the ORs, along with their

network information, such as the bandwidth. Then, the OP selects, according to

some strategies, a number n of OR relays that form the virtual circuit. By default,

n = 3. The first OR is called the entry router, the second the middle router, and the

last the exit router. Once the three ORs have been selected, the OP starts a set-up

phase to build the virtual circuit. This phase is performed in such a way that each

OR only knows the previous and the next node of the path. Moreover, in this phase,

the OP exchanges some messages with the ORs, which include some Diffie–Hellman

(DH) parameters, to share a secret key. These messages are encapsulated into control

cells of a fixed size of 512 bytes. Since the OP has to be sure about the authenticity of

the ORs, the DH parameters are encrypted by using the public keys of the ORs. At

the end of this set-up phase, the OP shares a secret key with each OR. These keys are

used by the OP to encrypt (symmetrically) in Onion fashion the messages intended

for the destination. Once the circuit is established, the OP sends the messages to the

destination encapsulated into relay cells of size 512 bytes. These relay cells include a

header of 3 bytes in plaintext plus 11 bytes encrypted for the exit router. Therefore,

the effective payload is 498 bytes.

3.3 The Proposed Protocol

In this section, we describe our protocol, which achieves sender anonymity even in

the most severe threat model including a global passive adversary. We denote by

(client) nodes the nodes that collaborate in the protocol without playing the role of

Tor routers. Senders are among the client nodes. Moreover, we have in the network

nd destination hosts, which are distinct from client nodes and Tor routers.
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The description of the protocol is given in three main steps. The first step is de-

scribing the ring manager and the token-based mechanism. Some management func-

tions are illustrated, along with the basic mechanism for implementing anonymity

for the sender. The second step is describing the set-up phase. This is the phase in

which keys are exchanged, the setting of further parameters is executed and cover

traffic is established. This is a preliminary step to make possible anonymous com-

munication, which is explained in the last step of the description, denoted as com-

munication phase.

3.3.1 Ring Manager and Token-Based Mechanism

In this section, we describe the basic mechanism of our approach that allows us to

provide the sender with anonymity against a global passive adversary.

We assume the presence of a ring manager (RM) that partitions the nodes of the

network in several rings.

The ring manager selects the nodes forming a ring in such a way that the back-

ground knowledge does not allow a possible adversary to have more information

than the uniform distribution of senders. In other words, given a ring, any node of

the ring is potentially a sender (with no probability bias). This is achieved by select-

ing, for a given ring, hosts belonging to the same, even large, geographical region.

A ring is a sequence of k nodes such that each node has exactly a preceding (prec,

for short) and a next node. In our setting, each node only knows its prec and its

next node. Several messages, called tokens, move through the ring. There are two

kinds of tokens. The first type is used in the set-up phase. The second type is used in

the succeeding communication phase. The detail will be discussed next. Tokens are

filled by senders to deliver their messages to a proxy node, which, once a Tor circuit

is established, sends them to the destination host. To obtain that any eavesdropper

is unable to distinguish an empty token from a filled token, each node encrypts the

token with a symmetric key shared with its next node.

RM maintains, along with the next node, the public keys and the network ad-

dresses of each node of the network. For each ring, each belonging node receives

from RM the set of the public keys of the other nodes of the ring, and among these

keys, the information about which is the public key associated with the next node in

the ring. We assume that RM is a centralized entity.

3.3.2 Set-Up Phase

The first purpose of this phase is to exchange a set of symmetric keys between the

nodes of a ring. These keys will be used to encrypt the messages without requiring

the complexity of public-key encryption.
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We first introduce some notation. Given a ring, we denote by r1, . . . rk the k nodes

forming the ring, in order. Given a node ri , we denote by next(ri) the next element in

the ring, that is, r(i%k+1), where % is the operator mod. We denote by P Kri the public

key associated with the node ri and by addr(ri) its network address.

Now, we can describe how key exchange is executed. This is done in detail next.

We have two kinds of key exchange. The first is aimed at providing each node with a

symmetric key shared with the next node. These keys are used to implement hop-by-

hop encryption when messages turn in the ring. This key exchange is called forward

key exchange, and it is described in detail next, in Section 3.3.2.

The second kind of key exchange is aimed at obtaining key sharing between the

sender and the proxy node. However, since both roles of sender and proxy can be

played by all the nodes in the ring, the key exchange mechanism involves every pair

of nodes. Synthetically, each node of the ring exchanges a symmetric key with the

other k − 1 nodes. Observe that, even though a key is exchanged between two nodes

A and B, a different key will be exchanged between B and A. Indeed, the two keys

will be used for different purposes depending on whether the node plays the role

of sender or proxy. Therefore, the two keys are called the sender key and proxy key,

respectively. A requirement of this phase is that, if A exchanges a key with B, B learns

nothing about the network address of A. The detail of this mechanism, called sender

and proxy key generation, is provided next, in Section 3.3.2. Since the above keys will

be included in special tokens, before describing the key generation mechanism, we

describe, in Section 3.3.2, how such tokens are arranged.

Forward Key Exchange

Each node ri receives from RM the set Q of the public keys of the nodes of the ring it

belongs to, addr(next(ri)), and among Q, the information about which public key is

associated with next(ri) (the associations of the other keys with the proper network

address remain unknown to ri). The address of the next node will be used to forward

tokens.

Initially, each node ri exchanges a symmetric key called forward key with its next

node. This key is used only to encrypt the token hop-by-hop. In detail, each node

ri generates a public DH parameter yi and encrypts it with the public key P Knext(ri ),

obtaining C = EP Knext(ri )
(yi). C is sent to next(ri) (we recall that ri knows add(next(ri)).

The latter decrypts yi , generates the forward key kri and replies to ri with its public

DH parameter ȳnext(ri ) along with the hashed value H(kri ) (in plaintext). In summary,

each node ri shares a forward key kri with its next node, and the tokens can be prop-

erly encrypted hop-by-hop.
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Token Generation

After exchanging the forward keys, at a given time t0, each node ri generates k − 1

empty tokens and sends them to its next. In turn, next(ri) forwards the tokens to its

next, and so on. Each token is encrypted by ri with kri ; then it is sent to next(ri), which

decrypts it with kri , processes the token, re-encrypts it with knext(ri ) and forwards it

to next(next(ri)).

The structure of these tokens is the following: ⟨F,PDH,R,H⟩ where F is a flag

denoting whether the token is empty (F = 0) or filled (F = 1), PDH is a field contain-

ing a public Diffie–Hellman parameter (possibly encrypted), R is a random playing

the role of identifier and H is a hashed value (the exact meaning of these fields will

be clear in the following). Observe that PDH , R and H are meaningful only if F = 1.

The tokens are born with F = 0. Therefore, at the beginning, there are k(k −1) empty

tokens turning in the ring.

Starting from a time t1 > t0, each node ri waits a random time δi , and then fills

the first available empty token, as explained in the following.

Sender and Proxy Key Generation

First, F is set to 1. Then, ri selects a random public key P Krj from Q\{P Kri }. ri selects

its public DH parameter yij and encrypts it with P Krj , thus obtaining Cij = EP Krj
(yij ).

Then, PDH is set to Cij . R is set to a random value used by rj to reply with its public

DH parameter, which is needed by ri . This DH parameter is used in the construction

of the key that ri will use to send a message by using rj as a proxy. This key kij is

called the sender key for ri (with respect to rj ), and the proxy key for rj (with respect

to ri). Finally, H is filled with random bits.

The token T is encrypted by ri with ki , by obtaining CT = Eki (T ). Then, CT is sent

to next(ri).

When CT reaches next(ri), it decrypts CT , by obtaining T , and since F = 1, it

tries to read the field PDH = Cij of T . If next(ri) , rj , next(ri) is not able to decrypt

such a field, and then it re-encrypts the token with the forward key knext(ri ) shared

with next(next(ri)) and forwards the token. The token moves through the ring until

it reaches rj . At this point, rj decrypts Cij and obtains yij , with which it generates

the key kij which is shared with ri . The token is filled as follows. F remains set to 1.

PDH is set to ȳji . ȳji represents the public DH parameter of rj that will be used by ri

to generates the key kij . R remains unaltered, and finally, H is set to the hashed value

H(kij ). This new token moves through the ring until ri . Observe that all the nodes

between rj and ri , after decrypting the token with their forward keys, understand
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that the token is used to reply to a node, but are unaware of the sender and the

recipient of this token.

When ri receives the token, it identifies the token as a reply of rj thanks to the

random R. Then, ri can generate the key kij as rj . This token is then dropped by ri .

Finally, ri drops from the set Q the node rj . Note that any external observer only

knows that a key was exchanged by a given node ri , but does not know with which

node.

The entire process (which started at time t1) is repeated k − 2 times, until all kiy

are exchanged.

When all the k(k−1) tokens are disposed of, each node ri owns (in addition to the

forward key) two symmetric keys kij and kji shared with each other node rj of the

ring. The key kij represents a sender key for ri , since it is used by ri when has to send

a message by selecting rj as a proxy node (see next section). On the other hand, kij

represents a proxy key for rj , since it is used by rj when playing the role of a proxy

node.

In Figure 3.1, the sequence diagram of the set-up phase is depicted.
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Fig. 3.1: Sequence diagram of the Set-up phase.

3.3.3 Communication Phase

In this section, we describe the core of our protocol, which is the communication be-

tween a sender and recipient. We remark that the communication is bi-directional, in

the sense that we address both the request and the response. We split the description

of the communication phase into three parts. The first part is the structure of tokens

in which messages are encapsulated. Observe that these tokens are different from

those used in the set-up phase, which we described in Section 3.3.3. After describing

the structure of the tokens, we show how tokens are generated (see Section 3.3.3.

Finally, in Sections 3.3.3 and 3.3.3, we describe how anonymous communication is

established between a sender and a recipient.
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Structure of the Token

As in the set-up phase, in the communication phase, a token-based mechanism is

enabled. We assume that a given number of tokens move through the ring encrypted,

hop-by-hop, from one node to the next, with the forward key exchanged in the set-up

phase.

The structure of a communication-phase token is the following: ⟨F,HID,CI,DA,P ⟩.

In Figure 3.2, an expanded description of this structure is reported.

+-----------------------------------+

| FLAG F (1) | ////////////// |

+-----------------------------------+

| HASHED IDENTIFIER (HID) (32) |

+-----------------------------------+

| COMMUNICATION IDENTIFIER (CI) (4) |

+-----------------------------------+

| DESTINATION ADDRESS (DA) (4) |

+-----------------------------------+

| PAYLOAD (P) (498) |

+-----------------------------------+

Fig. 3.2: Structure of the token.

As the communication phase is the core of our protocol, we describe in detail

how the token is organized. Its size is 539 bytes, of which 41 are reserved for the

header, and 498 for the payload. The size of the payload is set to the same value as

the size of the payload of the relay Tor cells.

First, we describe the meaning of the field F. It is composed of two bits (even

though we reserve 1 byte for this field), with the following possible meanings: 00

means empty token; 01 means token reserved for a given communication identifier;

and 10 means that it is used for a message. A token in the state 01 (reserved) or 10

(used) is said to be filled.

During the description of the protocol, which we provide next, the meanings of

the remaining fields are clarified.

Token Generation

Consider now the process of token generation. When a token is generated by a node

rg , the fields are set as follows. F is set to used (i.e., 10). rg picks randomly from

the set Q (where Q is the set of all the public keys of the ring) a public key, say

P Krp , associated with the node rp. The field HID is set to H(P Krp ). It is used as
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an identifier to allow rp to recognize that this token is intended for it. Finally, the

field DA includes the encryption S̄ with the sender key (of rg ) kgp of a fixed string

S different from any other network address. This string allows rp to identify the

fact that this token, even if used, does not contain any message to forward outside

the ring (see below), but it has to be emptied by rp. The reason why the token is

not directly generated empty derives from security aspects. The security analysis is

provided in Section 3.6. The other fields (CI ,P ) are filled with random bits.

The entire token is then encrypted with the forward key krg and sent to next(rg ).

This node decrypts the token, and with the state of the token being filled, through

the field HID, it checks whether this token is intended for it. In this case (i.e.,

rp = next(rg )), it processes the token. Otherwise, the token is encrypted, as usual,

by next(rg ) with the forward key knext(rg ) and sent to next(next(rg )). The token moves

through the ring until it reaches rp.

At this point, rp verifies that it has been selected as the recipient of the token,

even though it does not know that the token was generated by rg . Therefore, rp tries

to decrypt the fields CI,DA,P with all its k − 1 proxy keys until it finds the correct

key kgp. Since Dkgp (DA) = S, rp knows that it has to empty the token. Thus, rp sets

F to 00 and HID = H(P Knext(rp)). In this case, we say that next(rp) will play the role

of proxy node (with respect to a potential sender for a communication identifier not

established yet). The other fields are set to random bits.

rp encrypts the token with the forward key krp (shared with its next) and forwards

it to next(rp). The empty token crosses the ring encrypted hop-by-hop, as usual.

The process of generation of the tokens is represented in the sequence diagram

in Figure 3.3.

Fig. 3.3: Process of generation of the tokens.
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Transmission of a Message

Consider a node ri that wants to send a message M to a destination D (outside the

ring). Suppose M is already encrypted for D. First, ri splits M into blocks M1, . . . ,Mq

(q ≥ 1) with size 498 bytes (i.e., the size of the payload P of a token). ri waits for

the first empty token (with F = 00). Let be HID = H(P Krj ) (this means that rj will

play the role of proxy node for a communication session started by ri , as we will see

next). Through HID, ri identifies the public key P Krj and the corresponding sender

key kij .

The token is filled as follows. F is set to 10 (used). HID = H(P Krj ) is unaltered.

CI is set to Ekij (R) where R is a random value identifying the current communica-

tion session associated with the sender key kij (note that for a given communication

session, a Tor circuit will be established outside the ring). The field DA includes the

encryption with key kij of the network address of the destination D. Observe that

the size of this field is 4 bytes, and thus is compliant only with IPv4. Obviously, for

IPv6, the size should be increased. Moreover, the TCP port is not included in this

field for privacy reasons. It will be included in the payload encrypted at the appli-

cation layer. Finally, P is set to Ekij (M1) (possibly padded, if q = 1). The token moves

through the ring (encrypted hop-by-hop) until it reaches rj .

Regarding the other messages Mt (with 2 ≤ t ≤ q), ri waits for either (1) an empty

token with HID = H(P Krj ) or (2) a reserved token (F = 01) with HID = H(R), mean-

ing that the token is reserved for the communication session started by ri identified

by R.

In both cases, the token is filled as follows. F is set to 10, HID is set to H(R) in case

(2) (indeed, in case (1) it is already set with this value), CI = Ekij (R), DA includes the

encryption with key kij of the network address of the destination D and P = Ekij (Mt).

Additionally, these tokens move through the ring until they reach rj . Eventually, all

the blocks of the message M reach the same proxy node rj , which will use the same

Tor circuit.

We now see how such a Tor circuit is established by rj . When rj receives the (used)

token containing M1, rj identifies this token through HID = H(P Krj ). Anyway, it

does not know the sender ri . Therefore, rj tries to decrypt the fields CI,DA,P with

all its k − 1 proxy keys until it finds the correct key kij . Since Dkij (DA) , S (we recall

that S is a fixed string denoting that the token does not contain a message), rj has to

send the message outside the ring to the destination D through the Tor system.

Before doing this, rj sets the flag F = 01 (reserved) and the field HID = H(R)

where R = Dkij (CI). This means that this token is associated with the communication

session identified by R. R is also stored by rj and associated with kij in such a way

that further tokens can be associated with this communication session. The random
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R is also used by ri to detect further reserved tokens for this communication session.

The other fields are filled with random bits and the token is then forwarded into the

ring.

At this point, rj can send the message M1 = Dkij (P ) to the destination D. To do

this, it builds a Tor circuit with destination Dkij (DA) and sends the message M1 to D

through this circuit. The construction of the Tor circuit is performed in the standard

way, by contacting the Directory Server (DS) and by selecting the entry, middle, and

exit nodes as illustrated in Section 3.2.

When rj receives a (used) token containing a message Mt with 2 ≤ t ≤ q, rj iden-

tifies such token through HID and forwards Mt to D through the Tor circuit. The

token is set to reserved (F = 01) and HID remains unaltered to the value H(R). The

other fields are set to random bits, and the token is then forwarded into the ring.

The transmission of the message M is represented in the sequence diagram in

Figure 3.4.
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Fig. 3.4: Transmission of the message M.

Transmission of the Response

When rj receives the response M ′ (already encrypted by D) through the Tor circuit,

rj injects the response into the ring. Specifically, let P ′1, . . . P
′
l be the Tor cells including

the response M ′ , and let denote by Pk the payload of the cell P ′k (1 ≤ k ≤ l). For each

Pk , rj waits for either (1) an empty token or (2) a reserved token with HID = H(R).

The token is filled as follows. F is set to 10. In the case of an empty token the field

HID is set to H(R). The communication identifier CI is derivable by the random R

associated with the current communication session; and then, with this Tor circuit

stored by rj when the Tor circuit has been established. Specifically, CI = Ekij (R). The

field DA is filled with random bits. Finally, P is set to Ekij (Pk).

At this point, the token moves through the ring and is identified by ri through

HID. When ri receives all the tokens containing the block Pk , it retrieves the entire
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response M ′ . For each of these tokens, ri changes the state from used to reserved

and forwards the token. Specifically, F is set to 01, HID = H(R) is unaltered and the

other fields are filled with random bits. These reserved tokens (along with other pos-

sible empty tokens) are used by ri and rj to exchange the other requests/responses

associated with the communication session identified by R.

The transmission of the response M ′ is represented in the sequence diagram in

Figure 3.5.

Fig. 3.5: Transmission of the response M ′ .

When the communication session ends, ri and rj perform some actions aimed at

emptying the tokens reserved for this session and destroying the Tor circuit. Specif-

ically, for each reserved token with HID = H(R), ri fills the token in such a way that

rj recognizes that they have to be emptied. To do this, F is set to 10, HID = H(R)

remains unaltered, CI is set to Ekij (R), DA is set to the encryption with key kij of S

and P is filled with random bits.

When rj receives such a token, it retrieves the string S and recognizes that the

session deactivation actions have to be performed. If this token is the first including

S, rj destroys the Tor circuit. For this token and the successive ones, including S,

rj empties them and forwards them into the ring. Specifically, F is set to 00 and

HID = H(P Knext(rj )). The other fields are filled with random bits.

This process of emptying the tokens and destroying the Tor circuit is represented

in the sequence diagram in Figure 3.6.
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Fig. 3.6: Process of emptying the tokens and destroying the Tor circuit.

To conclude this section, we provide a brief summary, by omitting the technical

details of the communication phase. In Figure 3.7, we sketched a high-level graphi-

cal representation of this phase.

Fig. 3.7: Communication phase (overview).

The sender waits for an empty token, selects a proxy node, and fills the token

with a message. This token will be injected into the ring, in which it will move until

the proxy node is reached. The path of the ring from the sender to the proxy node

is represented with a red arrow. Once the proxy node receives the message (possi-

bly, encrypted), it contacts the Directory Server (dashed arrow) to select the entry,

middle, and exit routers and builds a Tor circuit through them. At this point, the

proxy node forwards the message through this Tor circuit until the destination. The

latter will provide the response (possibly encrypted) through the same Tor circuit

until the proxy node. Both the ongoing path and the return path are represented by
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the green arrow in the figure. Finally, when the proxy node receives the response,

it waits for a number of empty or reserved tokens and fills them with the response.

These tokens are injected into the ring until they reach the originator of the request.

The path of the ring from the proxy node to the originator, traversed by the response,

is represented with a blue arrow.

3.4 Fault Tolerance

Even though fault tolerance is one of the aspects that is typically missed in anony-

mous communication networks, we sketch in this section how a certain degree of

fault tolerance can be easily introduced in a system based on our protocol. To con-

firm the above claim, consider the current Tor itself has no fault tolerance at all.

Indeed, if a Tor router stops working during a communication, the communication

is lost, and there is no protocol to recover the communication on the fly (indeed,

setting a backup Tor circuit is not enough to obtain this goal). As we focus on the

part of the proposal that plays the role of add-on, with respect to the existing Tor

system, we do not consider in this section the Tor communication occurring outside

the system, between the proxy node and the destination. Apart from the fact that the

fault tolerance of Tor can be considered an orthogonal problem, it is also true that

Tor routers can be considered more stable than standard client nodes involved in the

rings.

The basic change we have to introduce to obtain fault tolerance is the notion of a

ring layer. The ring manager, instead of building simply rings of k nodes, builds rings

of k layers, each composed of j nodes. We can figure out that the value of j, for good

fault tolerance, should be very low (for example, 2 or 3) if we are in a network with

a high level of activity. Anyway, higher values of j do not result in infeasible com-

putation, as we will see next. The nodes of each layer know each other in the sense

that they are aware of the reciprocal addresses. With the notation r1, . . . rk , used ear-

lier for the rings, now we indicate a sequence of layers, such that ri = {xi1, . . .x
i
j } is a

set of j nodes. Besides the individual public keys of the nodes, there is also a public

key per layer, called the public layer key. This impacts both the set-up phase and the

communication phase. Concerning the set-up phase, some changes occur for the key

exchange task. Forward keys are exchanged for each pair xip,x
i%k+1
q , (1 ≤ p,q ≤ j).

Thus, we have j2 forward key exchanges per pair of consecutive layers. Instead, by

leveraging public layer keys, the pair of keys used as sender key and proxy key kst

and kts will be established between layers instead of individual nodes. To do this,

the ring manager selects one representative node alive per layer and informs each se-

lected node about the other selected nodes (and then about their public keys). Then,



3.4 Fault Tolerance 41

the Diffie–Hellman process described in Section 3.3 happens among these represen-

tative nodes. At the end of this process, any representative node has a pair composed

of a sender key and a proxy key between its layer and any other layer. These keys are

exchanged with all the other nodes in the layer. Indeed, in the pre-set-up phase, the

nodes of the same layer exchange a symmetric key per pair, by enacting the j(j − 1)

Diffie–Hellman processes.

Concerning both the circulation of tokens and the communication task, the only

change is that the function next, associating to each node of the ring the next node

to forward a message, becomes non-deterministic. Specifically, a node in layer s that

has to forward a message just has to choose one alive node in the layer next(s) and

forward the message to it. For the proxy node, essentially no change is required

because the encryption is done for the layer so that any node in the layer is able to

decrypt the message and then initiate the Tor circuit. Similar considerations can be

made for the response.

To conclude this section, we evaluate our fault-tolerance mechanism from a prob-

abilistic perspective, to allow the correct setting of the parameter j, once a given re-

liability probability is fixed. We denote by p the probability that, at a given instant, a

node is alive. We assume p is the same for each node. Therefore, the probability that,

given a layer of j nodes, at least one node of the layer is alive is p′ = 1 − (1 − p)j . To

guarantee reliability (i.e., the communication is not lost), at least one node per level

(for the k levels) has to be alive. Therefore, the probability that the communication

succeeds is p′′ = (1 − (1 − p)j )k . Clearly, it decreases as k increases and increases as

j increases. Suppose now we set the reliability threshold to a given value τ . Then, j

must set in such a way that j > log(1−e
log(τ)

k )
log(1−p) .

In Figure 3.8, we set τ = 0.999 and show how the ratio j
k varies for different values

of p and k.

Observe that the exemplified value chosen for τ refers to a very reliable system.

Indeed, according to the standard IEC 61508, this value falls into the range of prob-

ability of failure on demand (PFD), classifying the system as reliability class SIL 3,

which is the second most-reliable class.

As expected, for high values of p, the number of nodes j (and then the ratio j
k )

required to obtain τ = 0.999 decreases. Regarding k, as k increases the absolute value

of j increases but slower than k. Therefore, the ratio j
k increases with k.

To give a practical example, with k = 100 and p = 0.9, we obtain a ratio j
k = 0.05,

which means that each layer of the ring has to contain only five nodes.
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Fig. 3.8: Ratio j
k as k and p vary.

3.5 Computational Complexity

In this section, we discuss the computational complexity of our protocol. We focus

on the part of the protocol regarding the ring. Indeed, for the rest of the protocol,

involving just a Tor circuit, the reader may refer to the results available in the liter-

ature [258].

The communication phase requires, besides the hop-by-hop encryption of the

messages (which is standard in any protocol supporting secure communication), the

attempted decryptions that the intended proxy node has to perform before sending

the message outside the ring. On average, there are k−1
2 decryptions applied only

to the first token of a given communication (recall that the size of a token is about

500 bytes). In the worst case, there are k − 1 decryptions. This overhead does not

appear relevant, as it regards only the proxy node, and for good privacy levels (e.g.,

k = 100), the extra time required is small. Observe that the magnitude of an AES

encryption/decryption is 102 Mbytes per second on standard personal computers.

Now, we consider the set-up phase.

First, consider the protocol without fault tolerance (see Section 3.3). Similarly to

the Tor set-up phase, we require k key exchanges for the forward keys and k(k − 1)

key exchanges for sender/proxy keys. For values of k guaranteeing a good anonymity

level, the cost of this phase is not prohibitive. When fault tolerance is included,

we pay a price in terms of the complexity of the set-up phase. Indeed, we require

j(j −1) key exchanges per layer in the pre-set-up phase, and then j2 forward key ex-

changes per pair of adjacent layers (executed in parallel) plus k(k − 1) exchanges

for sender/proxy key exchanges. In summary, we increase the previous cost by

j(j − 1) + j2. Due to the fact that we expect that j is very small, this computational

overhead does not appear as an actual issue for the protocol. Recall that the set-up
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phase, differently from Tor, is not done for each communication, but it is done to set

up the network, so it can be considered an operation with a long-term lifetime.

3.6 Security Analysis

In this section, we analyze the security of our solution. We start by defining the

threat model we consider. We introduce the following assumption:

Assumption 1 (A1). Rings are formed in such a way that the background knowledge does

not allow the adversary to have more information than the sender’s uniform distribution.

Observe that Assumption A1 is easily satisfied if rings are built among hosts

belonging to the same, even large, geographical region.

Adversary Model (AM). We consider four types of adversaries.

• External (E). In this case, the adversary monitors the incoming and outgoing

traffic of the DS. In addition, in our proposal, the adversary monitors traffic com-

ing in and going out from the RM.

• Weak (W). In this case, the adversary monitors the traffic between a client node

and the entry Tor router. In Tor, the client node corresponds to the OP. To be fair,

in our proposal, we allow the weak adversary to monitor all the traffic between

the client nodes and the traffic between the client node playing as a proxy and

the entry Tor router.

• Strong (S). In this case, the adversary monitors the traffic between a client node

and the entry Tor router and the traffic between the exit Tor router and the desti-

nation host. In our proposal, in addition, the adversary can monitor all the traffic

between the client nodes.

• Global (G). In this case, the adversary monitors all the traffic of the network.

Furthermore, for all four adversaries, regarding our proposal, we enable another

capability: the adversary knows the entire composition of the rings.

Observe that the capabilities of Global, Strong, and Weak adversaries are in order

(i.e., Global is stronger than Strong and Strong is stronger than Weak). Furthermore,

Global is stronger than External.

Both the External adversary and the Weak adversary model refer to a very fea-

sible case in which an entity is able to control just an autonomous system. The fea-

sibility of the External adversary can be contrasted by distributing the DS and the

RM. The Strong adversary is a weak form of the Global adversary, because the au-

tonomous systems of the entry router and exit router can be very far from each other

and even be in different continents [17]. The Global adversary is the standard global

passive adversary.
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Security properties. We analyze two security properties (see Section 3.2): (1) Sender

anonymity (SA); (2) Relationship anonymity (RA).

In the following analysis, we discuss how Tor and our proposal behave with re-

spect to the security properties in the four adversary models. The results of the anal-

ysis are summarized in Table 3.1. First, we give a preliminary basic result in the

following lemma.

Lemma 3.1. In our proposal, a ring of size k is a sender anonymity set of size k against

the Global adversary.

Proof. Due to the hop-by-hop probabilistic encryption mechanism that is used to

move tokens inside the ring, the only point of the ring from which the adversary

can draw some information more than a random guess to identify a sender is the

proxy node. Indeed, this is the only point of the ring in which the possible state

transitions of a token could be in principle related to the observable incoming or

outgoing traffic in/out of the proxy. Transitions occurring in other points are not

identifiable with probability higher than 1
k . Since reserved and used tokens cannot

be filled by other client nodes different from the sender (associated with the reserved

tokens), the only possibility for the adversary to identify a sender anonymity set of

size less than k is to detect an empty token outgoing from a node and track it until it

reaches a proxy node, which sends a message outside the ring before doing less than

k steps. The only event in which the adversary can guess that a token is emptied is

when a proxy node, say rx, dismisses a Tor circuit. Indeed, according to the protocol,

there is no other case in which tokens are emptied. However, rx sets the field HID

to H(P Knext(rx)), and this means that such a token moves around the entire ring (in

which it is, possibly, filled) before reaching next(rx), which possibly builds a Tor

circuit outside the ring. Therefore, we can argue that the sender anonymity set has

at least size k, even for the Global passive adversary. The proof is then concluded.

The above lemma is the basis for the fulfillment of the security properties offered by

our proposal.

This is proven through the following theorems. The first theorem states that Tor

does not guarantee SA against any adversary. This corresponds to the first four fields

of the first row of Table 3.1.

Theorem 3.2. In Tor, any adversary breaks SA with probability 1.

Proof. Consider the External adversary. Since it observes the traffic intended for the

DS, it receives the request of the sender and then the sender is identified. Since

the Global adversary has the same capabilities as the External adversary, SA does

not hold against it. Now, we consider the Weak adversary able to observe the traffic
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Table 3.1: Comparison between Tor (T) Our proposal). Shown are the probabilities

of the adversaries breaking the properties SA and RA.

SA RA

AM E W S G E W S G

T 1 1 1 1 1
nd

1
nd

1 1

Our proposal 1
k

1
k

1
k

1
k

1
nd ·k

1
nd ·k

1
k

1
k

between the sender and the entry Tor router. Clearly, W identifies the sender. The

Strong adversary has the same capabilities as the Weak adversary. The proof is then

concluded.

Now, we prove that our proposal guarantees that a sender can be identified (by

any adversary) with probability 1
k . This corresponds to the first four fields of the

second row of Table 3.1.

Theorem 3.3. In our proposal, any adversary breaks SA with probability 1
k .

Proof. Consider the Global adversary G. By Lemma 3.1, it can identify the sender

with a probability not higher than 1
k . Since G is stronger than all the other adver-

saries (i.e., S, W, and E), we conclude that for those three adversaries also, SA is

broken with a probability not higher than 1
k .

Now, we have to consider the remaining fields of Table 3.1 regarding relationship

anonymity. These are covered by the following two theorems.

Theorem 3.4. Let nd be the size of the recipient anonymity set. In Tor, the External and

Weak adversary break RA with probability 1
nd

. Furthermore, the Strong and Global adver-

sary break RA with probability 1.

Proof. Consider the External adversary. By Theorem 3.2, it identifies the sender SN

of a communication with probability 1. Anyway, E has no information about the re-

cipient R of such a communication. Therefore, E (without further knowledge) iden-

tifies that SN communicates with R only with the smallest probability, i.e., 1
nd

.

Similarly, the Weak adversary identifies the sender with probability 1, but has no

information about the recipient. Therefore, RA is broken with probability 1
nd

.

Consider the Strong adversary S. Since it monitors the outgoing traffic from the

exit Tor router, it can identify the recipient R of a communication with probability 1.

Since S also monitors the traffic between the sender SN and the entry Tor router, it

can perform traffic analysis attacks [17] and identifies that SN communicates with R

with probability 1. The Global adversary has the same power as the Strong adversary.

The proof is then concluded.
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Theorem 3.5. Let nd be the size of the recipient anonymity set. In our proposal, the Ex-

ternal and Weak adversary break RA with probability 1
nd ·k

. Furthermore, the Strong and

Global adversary break RA with probability 1
k .

Proof. Since SA implies RA [219], by Theorem 3.3, it follows that RA can be broken

with a probability not higher than 1
k by any adversary. Consider now the adversaries

E and W . Even though they can identify the sender with a probability not higher

than 1
k , they do not have any information about the recipient. Therefore, they can

only guess the recipient among all the possible recipients of the network nd . There-

fore, for E and W , RA is broken with a probability not higher than 1
nd ·k

. For the other

adversaries (i.e., S and G), the above upper bound of the success probability can-

not be decreased, because both S and G are able to identify the recipient so that the

probability of breaking RA is the same as the probability of breaking SA. The proof

is then concluded.

This ends the security analysis. As is evident by Table 3.1, the benefit in terms of

security of our proposal can be measured as a multiplicative factor k, increasing the

degree of anonymity provided by Tor both for SA and RA.

3.7 Related Work

The issues most relevant to our proposal are the vulnerabilities Tor suffers from.

As stated by the creators themselves [258], the Tor overlay network, based on

Onion routing [108], does not provide anonymous guarantees in the severe threat

model of a global passive adversary [209], which is able to observe the entire traffic

of the network.

Anyway, even if we relax the powers of the adversary, many attacks are still effec-

tive [150, 239, 91]. The most famous class of attacks is represented by the traffic anal-

ysis attacks [17, 88, 193] in which the adversary analyzes the traffic to find correla-

tions. Among the traffic analysis attacks there are the timing attacks [167, 259, 107],

in which the adversary observes the timing of the messages arriving at and leaving

from the nodes to find correlations. Other interesting subclasses of traffic analysis

attacks are traffic confirmation attacks [231], in which the adversary controls and

observes two possible end-relays of a Tor circuit to conclude that they really be-

long to the same circuit, and watermarking attacks [136], in which the adversary

manipulates the traffic stream by introducing an identifiable pattern. Another cat-

egory of attacks targets the router selection used to build the Tor circuit. Indeed,

the standard selection is based on network and CPU performance reported by the

nodes themselves. This enables self-promotion attacks [247]. A countermeasure can

be found in [146].
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The performance of Tor was investigated in [19, 213, 157]. Performance analysis

in relation to de-anonymization attacks was performed in [51].

In our approach, we extend Tor achieving sender anonymity (and then relation-

ship anonymity) [219] in the sense of communication k-anonymity [274], against a

global passive adversary. This goal can be reached only with the introduction of

cover traffic [71] (as required by our approach).

A solution including cover traffic achieving the dual goal (i.e., recipient anonymity)

of our proposal can be found in [40].

Among the approaches supporting cover traffic, the most significant are mixnets,

originally proposed in [59], and buses [124, 21, 296].

In the literature, several proposals include cover traffic in mixnets [279, 98, 165,

158]. The introduction of cover traffic makes traffic analysis more difficult. For exam-

ple, a possible approach is to introduce cover traffic to maintain a constant transmis-

sion rate. A very recent mixnet-based approach designed for the network layer was

presented in [61]. However, it does not provide sender anonymity against a global

adversary. Another relevant approach in this category, even if dated (but still very

solid), is Tarzan [98]. As discussed in [37] and [42], mixnets, in general, require a

suitable amount of cover traffic.

More related to our work are buses, as we also consider a pre-determined route

that is used by the sender. However, buses are unrealistic in a large network (such as

the Internet), since the fixed route is an Eulerian path passing through all the nodes,

including thus all the possible pairs of senders–receivers.

Similar considerations can be made for DC-Nets [245], based on a secure multi-

party cryptographic protocol, in which it is required that all participants are in-

volved in every run of the protocol and initially share a pairwise key.
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Providing Tor with recipient anonymity against a

global adversary

Tor is a well-known routing protocol implementing the Onion multi-layered encryption

to achieve communication anonymity. Among other possible attacks, Tor is vulnerable

to passive attacks based on the compromise of multiple nodes, allowing the adversary to

observe the traffic flow and then identify the relationship between sender and recipient

(even if the latter is a hidden server). Relationship anonymity, in every threat model,

can be reached by achieving at least one between sender and recipient anonymity. In this

chapter, we pursue the dual goal faced in Chapter 3. Specifically, the idea here proposed is

to work on the recipient-side, by considering that, due to the hidden-service mechanism,

the recipient of the communication is actually a router playing as a rendezvous point

with the hidden server. This allows us to obtain recipient anonymity also against traffic

eavesdropping by enabling cover traffic and router collaboration. Some preliminary results

of this approach are published in a research paper [40].

4.1 Introduction

As observed in Chapter 3, Tor offers neither sender anonymity nor recipient anonymity

in a threat model in which the adversary can at least observe the traffic flow in the

network. Indeed, the adversary can always detect the sender, by monitoring the traf-

fic at the first relay node, and always observe the recipient, by monitoring the traffic

outgoing from the last relay node. Relationship anonymity can be broken if traffic-

analysis attacks are performed, allowing the adversary to relate sender and recipi-

ent communication activities. The introduction in Tor of the rendezvous points [114],

where the communication between sender and hidden server (i.e., recipient) meets,

just avoids the publicity of the identity of the services (that are then called hidden)

but does not solve the above problem.

It is worth noting that real-life adversaries like those described above exist, be-

cause it just suffices to control a few Autonomous Systems.
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The purpose of this chapter is to study how to extend Tor to achieve relation-

ship anonymity also against global eavesdroppers. Dual to Chapter 3, in which we

operated server-side, the idea we follow here is to operate recipient-side. This ap-

proach is based on the consideration that, due to the hidden-service mechanism, the

recipient of the communication is actually a router playing as a rendezvous point

with the hidden server. Therefore, we could enable both the inclusion of cover traffic

and the collaboration among k Tor relays (natively prone to collaboration) with the

purpose of hiding (also against global eavesdroppers) the actual recipient within an

anonymity set of relays (thus obtaining k-anonymity [274]).

The chapter explores the above approach by proposing two protocols, called L-

Tor and B-Tor. The former extends Tor by preserving the linear topology of the

communication circuit. The latter enables a tree-like circuit.

The two protocols reflect the inherent trade-off underlying the approach between

achieved anonymity degree and communication latency. We carefully study this

trade-off both analytically and experimentally, reaching the conclusion that B-Tor

actually solves the drawbacks of Tor while preserving low-latency applications.

4.2 Background and Notations

In this section, we recall some background notions and define some notations used

throughout the chapter.

We report in the table of Figure 4.1 the list of symbols (and their description)

used throughout the rest of the chapter.

4.2.1 Notations

We denote by ⟨SK,M⟩ the symmetric encryption with the key SK of the message M.

We assume to use any secure probabilistic encryption scheme in such a way that,

for an eavesdropper, two different encryptions of the same message are unlinkable

to each other. We denote by E(P K,M), the public-key encryption with key P K of a

message M. H(M) represents the application of a cryptographic hash function (e.g.,

SHA256) to a message M.

4.2.2 The Tor Network

A high-level discussion of the Tor protocol is provided in Section 3.2 of Chapter

3. However, to implement L-Tor and B-Tor, we require some changes in the steps

applied in the standard Tor protocol. Moreover, we exploit the different types of

cells present in Tor to implement some functionalities in our proposals. Finally, also
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Symbol Description

⟨SK,M⟩ Symmetric encryption of M with the key SK

E(P K,M) Public-key encryption of M with the key P K

H(M) Application of a cryptographic hash function to a message M.

OR Onion Router

OP Onion Proxy

DS Directory Server

DH Diffie-Hellman

HS Hidden Server/Hidden Service

RP Rendezvous point

n Total number of ORs for building circuits

LT Average lifetime of a circuit

pb Probability to break an OR

Adv Generic adversary. It can be W, S, or A

W Weak global Adversary

S Static global Adversary

A Adaptive global Adversary

δAdv Time Adv spends to launch an attack to a node

∆Adv Overall time available to Adv to compromise the network

nAdv number of attempts performed by Adv to compromise nodes

SnAdv random variable counting the number of successes on nAdv attempts.

AHS Actual HS

ARP Actual RP (It is the RP associated with HS)

k Number of potential recipients selected in L-Tor and B-Tor to hide the AHS

x1, . . . ,xk k RPs selected in L-Tor

xi ARP in L-Tor

BRP Branch rendezvous points

CRP Chain rendezvous points

r Number of BRPs selected to build a circuit in B-Tor

l Number of CRPs for each BRP selected to build a circuit in B-Tor

TCRP Terminal CRP

b1, . . . ,br r BRPs selected in B-Tor

xt,1, . . . ,xt,l l CRPs associted with the BRP bt in B-Tor

Table 4.1: Notation.

the concept of hidden services is required. Therefore, in this section, we need a more

detailed discussion of Tor with respect to that provided in Section 3.2 of Chapter 3.

The Tor network is an overlay network, based on TCP/TLS connections, consist-

ing of multiple relay routers called Onion routers (OR). Each client runs locally an
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Onion proxy (OP) which establishes a virtual circuit (or path) of ORs to communicate

anonymously with the destination. To build a circuit, the OP periodically contacts a

trusted server called Directory Server (DS) that keeps the information about the state

of the network and provides the OP with router descriptors of the ORs. These router

descriptors contain the IP addresses and the public keys of the ORs along with their

network information, such as the bandwidth. Then, the OP selects, according to a

path selection algorithm[248], a number t of OR relays forming the virtual circuit. By

default, t = 3 and the first OR is called entry router, the second middle router, and the

last exit router.

From now on, we interchangeably use the terms ORs, relays, and nodes. Further-

more, we use the terms sender, OP, and client to denote the same entity.

In Tor, the messages are exchanged in fixed-length cells of 512 bytes to make

harder traffic analysis attacks [258]. There are two types of cells: control cells and

relay cells that, in turn, are divided into further subtypes. We describe just those

useful for our purpose.

We distinguish three phases in which the communication in the Tor network

happens.

Set-up phase

Suppose the OP has selected three ORs. Then, it starts a set-up phase to build the

virtual circuit. This phase is performed in such a way that each OR of the path only

knows the previous and the next node of the path. Moreover, in this phase, the OP

exchanges some messages with the ORs which include some Diffie-Hellman (DH)

parameters to share a secret key. Since the OP has to be sure about the authenticity

of the ORs, the DH parameters are encrypted by using the public keys of the ORs.

The messages exchanged during this phase are encapsulated into the control cells

CREATE and CREATED, and in the relay cells RELAY EXTEND and RELAY EXTENDED.

Initially, the OP sends E(P Ke,A1) to the entry router, where P Ke is the public key

of the latter and A1 is the public DH parameter of the OP. This message is encap-

sulated into a cell CREATE. The entry router, through A1, computes the DH shared

key K1 and replies to the OP by sending (B1,H(K1)), where B1 is the public DH pa-

rameter of the entry router. This message is encapsulated into a cell CREATED. The

OP computes K1 and checks that the digest H(K1) corresponds to the value received

from the entry router.

At this point, a secret key K2 has to be exchanged between the OP and the mid-

dle router without the latter knowing the IP address of the former. To do this, the

OP generates a new DH parameter A2 and sends ⟨K1,E(P Km,A2)⟩ to the entry router

where P Km is the public key of the middle router. This message is encapsulated
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into a RELAY EXTEND cell so that the entry router understands to extend the cir-

cuit of one hop. Then, the entry router decrypts the message by using K1 and for-

wards E(P Km,A2) to the middle router encapsulated into a cell CREATE. The middle

router, through A2, computes the shared key K2 and replies to the entry router with

B2,H(K2), where B2 is the public DH parameter of the middle router. This message

is encapsulated into a cell CREATED. Finally, the entry router forwards to the OP the

message ⟨K1, (B2,H(K2))⟩ encapsulated into a RELAY EXTENDED cell. The OP is now

able to compute K2 and check its integrity.

A similar procedure is performed to extend the path of one another hop until the

exit router which, eventually, will share a key K3 with the OP.

The details of the entire set-up phase are reported in the sequence diagram of

Figure 4.1.

Forward phase

At the end of the set-up phase, the OP shares a secret key with each OR. These keys

are used by the OP to encrypt (symmetrically) in onion fashion the messages intended

for the destination. All these messages are encapsulated into the RELAY DATA cells.

Specifically, to send a message M to the destination, the OP builds ⟨K1,⟨K2,⟨K3,M⟩⟩⟩

and sends it to the entry router. The entry router removes a layer of encryption

through K1, obtaining ⟨K2,⟨K3,M⟩⟩ that forwards to the middle router. The mid-

dle router removes the upper-most layer of encryption with K2 obtaining ⟨K3,M⟩,

which forwards to the exit router. Finally, the exit router retrieves M through K3

and forwards it to the destination.

Response phase

The response phase is performed in the reverse way of the forward phase so that

each OR that receives a message adds a layer of encryption by using the symmet-

ric key exchanged with the OP. Again, all the messages are encapsulated into the

RELAY DATA cells. In detail, the destination sends the response R to the exit router.

The exit router encrypts it with K3 obtaining ⟨K3,R⟩, which forwards to the mid-

dle router. The middle router adds a new layer of encryption, through K2, obtaining

⟨K2,⟨K3,R⟩⟩, which forwards to the entry router. Finally, the entry router forwards

⟨K1,⟨K2,⟨K3,R⟩⟩⟩ to the OP, which removes all the layers of encryption and obtains

R.

The above three described phases are reported in the sequence diagram of Figure

4.1.
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Fig. 4.1: Sequence diagram of the three phases of Tor.

4.2.3 Hidden services

The protocol so far discussed offers a certain level of anonymity to the sender. How-

ever, the IP address of the recipient is known to both the OP and the exit router.

There are several scenarios in which the destination offers a particular service and

does not want to be disclosed. Moreover, if the mapping between these services and

the IP addresses of the servers hosting them is disclosed, they might be obscured by
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Fig. 4.2: Connection of the client towards a hidden server

an authority. Tor provides a mechanism to contrast the above problem based on the

so-called hidden servers (and the corresponding hidden services).

We denote by HS the hidden server, and, for simplicity, we use the same symbol

to denote the intended hidden service. We need a mechanism so that a client can

reach the HS without knowing its IP address. In the description of this mechanism,

we refer to the architecture and steps of Figure 4.2.

First, the HS builds three Tor circuits with three ORs called introduction points

(Step 1). Each Tor circuit includes two ORs and the introduction point (three nodes

in total). Once choosing the introduction points, the HS sends (through a standard

Tor circuit composed of three ORs) a service descriptor including the addresses of the

three introduction points and its public key to the directory server DS (Step 2). This

descriptor is signed with the private key corresponding to the included public key.

The onion address identifying HS is the encoding of a hash derived from its public

key so that whoever receives the latter can verify its correctness.

At this point, a client that wants to connect with the HS on the basis of the knowl-

edge of its onion address, contacts the DS (through a standard Tor circuit composed

of three ORs) to obtain the service descriptor (Step 3). Then, the client selects an

introduction point to connect with the HS. Before doing it, the client selects a Tor

node called rendezvous point (RP) and builds a Tor circuit of two nodes (the RP is in
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the third position). Then, the client provides the RP with a one-time secret string of

20 bytes, called rendezvous cookie (Step 4).

Moreover, the client builds a standard Tor circuit (including three ORs) with the

selected introduction point and provides the address of the RP and the rendezvous

cookie (Step 5). This information is forwarded from this introduction point to the

HS (Step 6).

Finally, the HS builds a standard Tor circuit with the RP and provides it with

the rendezvous cookie (Step 7). The RP matches the two rendezvous cookies pro-

vided by the client and the HS and establishes a circuit between them consisting of

6 ORs (including the RP). From now on, all the messages are exchanged through this

circuit.

4.3 Threat Model

The goal of our proposals is to enhance the Tor protocol by providing recipient

anonymity (and then relationship anonymity) against an external observer able to

monitor the entire traffic exchanged in the network. We refer to this adversary as the

global adversary.

Even though the hidden service mechanism included in Tor allows us to achieve

a certain degree of recipient anonymity against some malicious nodes, Tor does not

offer any protection for the recipient against the global adversary [209]. Indeed, it

can simply identify the recipient of the communication by following the flow of

messages originating from the sender and traveling through the six-hop circuit es-

tablished through the rendezvous point. The final point of this circuit is the destina-

tion.

However, besides a passive eavesdropper, we are also interested in the security

guarantees in terms of anonymity that our solution offers when some nodes (includ-

ing the RPs) are compromised. We say that a node is compromised when the adversary

obtains all the secret keys owned by the node and can access the content of the pack-

ets it receives.

We now introduce some notations. Our protocols extend Tor by proposing a dif-

ferent way to build circuits. We denote by n the total number of candidate ORs (cur-

rently, they are around 7,000). We denote by LT the average lifetime of a circuit.

Finally, we denote by pb the probability that a node is broken when an attack is

launched against it. For simplicity, we assume that pb is the same for all the n nodes

of the network.

Given an adversary Adv, we denote by δAdv the time the adversary Adv spends

to launch an attack on a node (both in case of success and failure). Moreover, we
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denote by ∆Adv the overall time the adversary Adv has available to compromise the

network.

Then, nAdv = ∆Adv
δAdv

represents the number of overall attempts done by the ad-

versary. Clearly, among the nAdv attempts, each attempt succeeds with probability

pb and fails with probability 1 − pb. Therefore, the probability to have exactly xAdv

successful attempts (i.e., the probability to compromise exactly xAdv nodes) can be

expressed according to the binomial distribution: P (SnAdv = xAdv) =
(nAdv
xAdv

)
p
xAdv
b (1 −

pb)nAdv−xAdv , with xAdv ≤ nAdv where SnAdv is the random variable counting the num-

ber of successes on nAdv attempts.

Our threat model is based on the threat model presented in [98]. It includes three

types of adversaries with different capabilities.

W (weak global adversary): It monitors passively the entire traffic exchanged in the

network and does not compromise any node. It is able to identify the nodes form-

ing the circuit.

S (static global adversary): It is a weak global adversary which, in addition, is able

to compromise nodes with the following features: ∆S ≫ LT and δS ≥ LT .

A (adaptive global adversary): It is a weak global adversary which, in addition, is

able to compromise nodes with the following features: ∆A ≃ LT and a δA ≤ LT

Observe that, according to the previous notations, nS and nA represent the overall

attacks performed by S and A, respectively. Similar observations can be applied to

SnS , xS , SnA , and xA.

W represents the standard global passive adversary. In real life, W may refer to the

collaboration of several honest-but-curious ISPs (Internet Service Providers) that do

not compromise the nodes but observe the traffic exchanged between them.

S refers to an adversary that compromises a priori a given number of nodes (that

may be successively randomly selected by the sender to build a circuit) since it can

freely operate (i.e., it is not constrained by anything but the overall time ∆S ). How-

ever, it is not very reactive with respect to the construction of the communication

circuit, in the sense that each attack requires a time greater than the lifetime of the

circuit itself (i.e., δS ≥ LT ). Therefore, the nodes to attack are randomly selected

before the construction of the circuit. Concerning ∆S , as stated in [98], it is rea-

sonable to assume that it is bounded by the time period between two subsequent

security assessments executed on each node. Indeed, the adversary can only control

a compromised node for some period of time, until the compromise is detected and

subsequently stopped.

A refers to an adversary with technical capabilities much higher than S, allow-

ing it to perform on-the-fly attacks (i.e., δA ≤ LT ). However, it can operate only on
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intended targets because of external constraints. This adversary represents the real-

life case of a government agency with strong computational power (not available to

any other attacker) authorized by the law or by the court to break the anonymity of a

given communication. Therefore, A only attacks the nodes of the circuit. This means

that ∆A is basically the lifetime of the circuit.

4.4 Motivations and Introduction to our Approach

As discussed in the previous section, the standard Tor protocol does not offer recip-

ient anonymity against the global adversary. Anyway, in several application scenar-

ios (e.g, censorship resistance), this property should be guaranteed. Therefore, we

search for an extension of Tor to achieve this goal.

Since, in the considered threat model, all the adversaries are at least global eaves-

droppers, in Tor, following the flow of traffic is enough to identify the sender and the

recipient of a communication.

It is well known in the literature [71] that any solution achieving such a goal re-

quires the introduction of cover traffic, i.e., dummy traffic exchanged in the network

with the aim to hide the real traffic.

However, for the Tor protocol, the introduction of cover traffic (like in the obfs4

protocol [291]) is not sufficient, since the topology itself (i.e., the way in which the

nodes are organized) reveals some information to the global adversary. Specifically,

the sender is always the first node and the recipient is always the last node, even

when the hidden services mechanism is enabled.

Therefore, a solution protecting the recipient should include cover traffic, but

should also introduce a degree of uncertainty provided by the topology itself, in

such a way that the recipient should be hidden among other possible recipients. A

similar concept is present in mixnets [98], from the side of sender anonymity, in

which the actual sender is hidden within a given anonymity set of senders.

The approach we plan to follow in this chapter is then to obtain recipient

anonymity by arranging a Tor circuit identifying not just a single recipient but a

set of potential HSs (we assume that a recipient is always an HS) among which only

one is the actual recipient.

There are several ways to do this. Suppose that a given client wants to anony-

mously communicate with a certain HS, which we call actual HS (AHS). A trivial

approach is that the sender chooses k HSs including the AHS and builds a standard

(i.e., six-hop) circuit with each HS. If dummy traffic is enabled in each circuit (rep-

resented by fake requests/responses forwarded to/from the HSs different from the

AHS), we obtain anonymity of the recipient with uncertainty 1
k . Anyway, this option
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Fig. 4.3: Circuit of L-Tor

is not realistic because it requires huge bandwidth waste client-side, by consider-

ing that the client has to generate, for each actual request, k requests and receives k

responses.

A more sophisticated idea is to keep just one Tor circuit but longer than the stan-

dard one, in such a way that the rendezvous point associated with the AHS (called

ARP) is hidden within the route, as sketched in Figure 4.3.

Therein, we have a long Tor circuit of RPs and each HS is connected to an RP. We

design this solution in this chapter (in Section 4.5), by calling it L-Tor. As intuitive,

L-Tor introduces a price. Indeed, as analyzed in Section 4.8, the set-up latency in-

creases quadratically with the number k of HSs, while communication latency grows

linearly with k (both in the forward and response phases). Then, to achieve a good

level of anonymity, we require excessive latency times. This aspect is also analyzed

experimentally in Section 4.9. Therefore, L-Tor can be acceptable only for applica-

tions that do not require low latency. On the other hand, as we will see in Section

4.7, L-Tor achieves a high level of security.

After this, the problem addressed in the chapter is how to arrange a Tor-like cir-

cuit to achieve recipient anonymity without paying the high price in terms of latency

required by L-Tor. To do this, we can also tolerate reducing the achieved security

goal, still maintaining a good advantage with respect to standard Tor. This leads to

the definition of B-Tor (see Section 4.6), in which the anonymity set of recipients

is obtained by adopting a tree-like topology of the circuit. Sections 4.7 and 4.9 will

show that B-Tor offers a good solution to the above trade-off.
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4.5 L-Tor: A first extension of the Tor Protocol

Through this section, we describe the L-Tor protocol introduced in the previous

section.

4.5.1 Overview of L-Tor

To illustrate L-Tor, we refer to the steps of Section 4.2.3 and highlight the changes

introduced by L-Tor.

Steps 1 and 2 are essentially the same, i.e., all the HSs of the network select three

introduction points and advertise their service descriptor to the DS.

In Step 3, the client (through a Tor circuit) asks for k HSs (in place of a single

HS). The actual HS is one of them.

Step 4 is the core of L-Tor, in which the client selects k RPs (one for each HS)

and builds a circuit with them to exchange the rendezvous cookies. As explained

above, to avoid bandwidth overhead, we want to avoid the client sets k independent

circuits with each RP. We will return later on this step, anyway, eventually, each RP

is connected with the client and obtains a rendezvous cookie to match with that

provided by the corresponding HS.

Steps 5–7 proceed as in Section 4.2.3, i.e., the client (through an introduction

point) provides each HS with the address of the corresponding RP. Each HS connects

with an RP and the circuit with the client is established.

Regarding Step 4, the idea is to build a Tor circuit of k RPs in which the client

sends a single request. Each RP forwards this request to the corresponding HS, which

replies with a response. Among these responses, only one is the actual response.

However, the circuit of RPs is crossed just by the actual response hidden within the

minimal required cover traffic, so that the client does not have to handle the traffic

multiplication of the trivial solution (simply requiring that the client establishes k

standard Tor circuits).

In the next sections, we describe the above protocol in detail.

4.5.2 Set-up phase

In the set-up phase, a circuit between the client and k collaborating HSs (including

the AHS) is built.

As in Steps 1 and 2 of Section 4.2.3, each HS (including the AHS) of the system

selects the introduction points and advertises its service descriptor to the DS. This is

done, as usual, through standard Tor circuits.

At this point, the client selects k HSs among which the AHS is included and

(through a Tor circuit) asks the DS for the service descriptors of the k HSs. This
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corresponds to Step 3 of Section 4.2.3. Clearly, these k HSs have to be selected in

such a way that they appear equally likely to be selected from the client. To avoid

intersection attacks [73], the construction of the anonymity set of recipients happens

as follows. When the client wants to contact a given HS (i.e., the AHS) for the first

time, it selects randomly other k−1 HSs and performs the protocol as described in the

following. From now on, a one-to-one mapping between this anonymity set and each

HS occurring in it is established. This means that, for successive communications, if

the client wants to contact any HS belonging to this set, it uses the same anonymity

set. Obviously, for each fresh HS, a new anonymity set is built.

In Step 4, the client selects k RPs (one for each HS) and will exchange the ren-

dezvous cookies with them. Furthermore, these k RPs will be arranged in a Tor cir-

cuit. Therefore, they can be selected according to the path selection algorithm of

Tor (possibly with some modifications taking into account the fact that k could be

greater than the standard 3 relays selected in Tor).

We denote by x1,x2, . . . ,xk the RPs in the order they appear in the Tor circuit.

The client randomly associates each HS with each RP. We denote by xi (1 ≤ i ≤ k)

the RP associated with the AHS and say that xi is the actual RP (ARP).

At this point, the client builds a standard Tor circuit including the RPs from x1

to xi . The only difference with a standard construction is that, after extending the

circuit of one hop by including a new RP, the client provides the latter with the

rendezvous cookie. Moreover, along with the cookie, the client communicates to xi

a flag denoting that it is associated with the AHS (i.e., that it is the ARP). Clearly, xi

does not know the address of the AHS as in the standard approach. Thus, unless xi

is compromised by a global adversary, the recipient anonymity is preserved. In the

end, the client shares a secret key with all the RPs from x1 to xi and provides them

with the proper rendezvous cookies.

Now, if i = k, then Step 4 ends, otherwise the circuit has to be further extended

until xk . This operation is performed by xi playing the role of client. However, it

should be done in such a way that neither xi+1 (and the successive RPs) nor the

global adversary can identify xi as the ARP. To achieve this, the pattern followed

(also in terms of inter-step times) is the same as before. Specifically, the client sends

a RELAY EXTEND cell to xi , including the address of xi+1. However, the encrypted DH

parameter of the sender for xi+1 is replaced with dummy bytes. Indeed, to extend

the circuit, xi sends the standard CREATE cell to xi+1, in which the encrypted public

DH parameter is set by xi itself in place of the client. When xi receives the CREATED

cell from xi+1, xi can generate a secret key shared with xi+1. Moreover, xi forwards

the RELAY EXTENDED cell to the client as the standard Tor set-up phase. This way, this

extension is, from the point of view of both xi+1 and the global adversary, the same
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as the previous extensions until xi . Now, the client sends the rendezvous cookie to xi

that forwards it to xi+1. This procedure is iterated until the RP xk .

In the end, we have that the client shares a symmetric key with each RP xj where

1 ≤ j ≤ i and xi shares a symmetric key with each RP xt where i+1 ≤ t ≤ k. Moreover,

each RP from x1 to xk knows the proper rendezvous cookie.

For completeness, to protect the client against a malicious RP, the connection

between the client and x1 can be done through a Tor circuit of two hops, as in the

standard Step 4 of Section 4.2.3.

To conclude the set-up phase, Steps 5–7 of Section 4.2.3 are replicated in L-Tor.

Then, for each HS, the client contacts (in parallel) an introduction point and provides

the proper address of the RP and the corresponding rendezvous cookie (Step 5). The

introduction point forwards this information to the HS (Step 6). Finally, each HS

connects with the proper RP by providing the rendezvous cookie so that the circuit

with the client can be established (Step 7).

A representation of the final circuit is depicted in Figure 4.3.

4.5.3 Forward phase

After setting the circuit, the client can send a request to the AHS through the RELAY

DATA cells. This request is encrypted in Onion fashion as described in Section 4.2.2

until xi .

Each RP xj with 1 ≤ j ≤ i − 1, when receiving a RELAY DATA cell, removes its

layer of encryption with the secret key shared with the client and forwards the ob-

tained message to xj+1. Moreover, xj also forwards the message to the associated HS

(through the Tor circuit). Observe that the HS is not able to decrypt the received

message and detects that this message represents a request not really intended for

it.

Similarly, xi removes its layer of encryption and obtains the actual request to

forward to the AHS (clearly, it is encrypted with the public key of the AHS so that

xi cannot access its content). After forwarding it to the AHS, xi builds a dummy

message of the same size as the request and forwards it, layered encrypted until xk .

Observe that, xi can encrypt this message since it has exchanged a secret key with

each RP xt , where i + 1 ≤ t ≤ k.

Each xt , when receiving a RELAY DATA cell, performs as the RPs between x1 and

xi , i.e., removes its layer of encryption, forwards the message to the associated HS,

and forwards the message to the next RP of the path (xk just forwards the message

to the associated HS since it is the last RP).
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As a final observation, during this phase, each HS receives the same quantity

of data and each RP behaves in the same way so that the global adversary cannot

identify the position of the ARP in the path, and then the recipient of the request.

4.5.4 Response phase

When an HS receives a request, even a dummy, it replies to the associated RP by

generating a burst of cells including cover traffic. Among these dummy cells, the

AHS will inject the actual response. This way, the global adversary, monitoring the

activity of all the HSs, cannot identify the AHS.

To avoid all the responses reaching the client, resulting in bandwidth waste, each

RP does not forward to the client all the cells received. Indeed, each RP knows if it is

in charge to forward the request/response to/from the AHS, i.e., each RP knows if it

is the ARP. Then, all the RPs, except for the ARP, can discard the traffic received from

the associated HS. However, a certain degree of cover traffic has to be exchanged

to hide the ARP from the global adversary. Then, we enable a cover-traffic burst

mechanism.

Specifically, xk (i.e., the last RP) generates a burst of RELAY DATA cells contain-

ing cover traffic. These dummy cells, encrypted in Onion fashion as in the response

phase of Section 4.2.2, travel the path of RPs until the client and are exploited by xi

to inject the actual response. In particular, each RP in the backward path from xk−1

to xi+1 receives a RELAY DATA cell and adds the proper layer of encryption (since it

does not know if ARP is back or ahead). When xi receives a dummy cell, since it

knows to be the ARP, it replaces such a cell with a cell containing (part of) the ac-

tual response. Once all the cells containing the response are sent, the other cells are

forwarded with dummy traffic.

Similarly, each RP from xi−1 to x1 receives a RELAY DATA cell and adds a layer

of encryption. Finally, the client can retrieve the response by removing the layers of

encryption with the secret keys shared with the RPs x1, . . . ,xi .

This concludes the description of L-Tor.

In Figure 4.4, we represent the paths followed by the messages in the L-Tor cir-

cuit. Specifically, the red arrows represent the path of the actual messages generated

by the client during the forward phase. The blue arrows represent the path of the

actual response generated by AHS during the response phase. The black and grey

arrows represent dummy traffic originated during the forward and response phases,

respectively.
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Fig. 4.4: Paths followed by the messages in the L-Tor circuit.

.

4.6 The Branched-Tor Protocol (B-Tor)

Even though L-Tor can achieve the security goal we pursue (as well shown in Section

4.7, it is not scalable and its performance could not be acceptable in several real-life

applications (like web browsing). Indeed, to obtain a good anonymity level (e.g., k =

50), the latency required to set a circuit of k relays and to exchange messages through

them could result prohibitive (see Sections 4.8 and 4.9). Therefore, we provide a

new solution, called B-Tor, which, at a minimum price in terms of anonymity with

respect to L-Tor, offers much better performance, making our approach applicable

to low-latency applications.

4.6.1 Overview of B-Tor

As in L-Tor, also in B-Tor we consider a network where the AHS is hidden among a

set of k possible HSs, each connected to an RP.

The main difference between L-Tor and B-Tor is the way in which the RPs are

arranged. Indeed, we move from the linear topology of Figure 4.3 to a tree-like topol-

ogy as depicted in Figure 4.5.

Specifically, in Step 4, the client builds a Tor path of RPs with just r branch ren-

dezvous points (BRPs) among the k RPs.

Each of these r BRPs establishes (in parallel) a Tor circuit with l chain rendezvous

points (CRPs) (chosen by the sender), where l = k−r
r , with the assumption that (k − r)

mod r = 0. The last CRP of each chain is called terminal CRP (TCRP).

Thus, we obtain a tree-like topology as represented in Figure 4.5, which involves

all the k RPs. The ARP (i.e., the RP connected with the AHS) is any of them (i.e., it is

either a BRP or a CRP).



4.6 The Branched-Tor Protocol (B-Tor) 65

Fig. 4.5: Circuit of B-Tor

Anonymity is obtained by applying a broadcast-based technique for the forward

phase, and cover traffic (generated by the TCRPs) for the response phase.

In the next section, we describe in detail B-Tor.

4.6.2 Set-up phase

As for L-Tor, we refer to the steps of Section 4.2.3.

Steps 1–3 are exactly the same as L-Tor, i.e., each HS selects the three introduc-

tion points and advertises its service descriptor to the DS. The client asks for k HSs

including the AHS.

In Step 4, the client selects k RPs to associate with the HSs and arrange them in a

circuit. However, this time, the circuit is different from that of L-Tor. Indeed, among

the k RPs, the client selects r BRPs and builds a Tor circuit with them. We denote by

b1, . . . , br the BRPs in the order they appear in the circuit. Moreover, for each BRP bt ,

the client selects a list xt,1, . . . ,xt,l of CRPs with which bt will establish a Tor circuit

(in the order they appear in the list). We recall that l = k−r
r . The CRPs xt,l , for each

1 ≤ t ≤ r, are called TCRPs.

B-Tor performs differently according to the position in the circuit of the ARP.

We have to consider two cases. The first case is that the ARP is a BRP (Case 1). The

second case is that the ARP is a CRP (Case 2).

Case 1. Suppose the ARP is the BRP bi with 1 ≤ i ≤ r. In this case, as in L-Tor, the

client builds a Tor circuit of BRPs from b1 to bi . Moreover, again as in L-Tor, each

time the circuit is extended by one hop, the client provides the new BRP with the

rendezvous cookie to match with that provided by the HS associated with the new

BRP. However, in B-Tor, along with the rendezvous cookie, the client sends each bj

(with 1 ≤ j ≤ i) the list of the addresses of the CRPs xj,1, . . . ,xj,l and the associated list

of rendezvous cookies for each of them. This information will be used by bj to build

a circuit including the CRPs xj,1, . . . ,xj,l . A flag for bi denoting that it is the ARP is

also provided. Observe that, since the rendezvous cookies have a size of 20 bytes and
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the addresses of 4/16 bytes (IPv4/IPv6) until l = 20, cookies and addresses can be

carried out in a single Tor cell.

At this point, the circuit of BRPs has to be extended as in L-Tor by bi (playing the

role of client) until br . Specifically, the client simulates the extension of the circuit

by sending the RELAY EXTEND cell to bi , which includes the address of bi+1. How-

ever, the CREATE cell generated by bi for bi+1 includes the DH parameter of bi itself.

After receiving the CREATED cell from bi+1, bi forwards the RELAY EXTENDED cell to

the client, so that neither bi+1 nor the global adversary can identify bi as the ARP. At

this point, the client provides bi with the rendezvous cookie for bi+1, the list of the

addresses of the CRPs associated with bi+1, and the list of the associated rendezvous

cookies. This process is repeated until br is included in the Tor circuit. Each bj (with

1 ≤ j ≤ r), after receiving the list xj,1, . . . ,xj,l , builds a Tor circuit until xj,l by pro-

viding each xj,t (with 1 ≤ t ≤ l) with the proper rendezvous cookie. This is the main

advantage of the set-up phase of B-Tor with respect to L-Tor. Indeed, the circuits

started by the BRPs can be done in parallel between them. This reduces the latency

required to set the circuit.

To summarize, in the end, the client shares a secret key with each BRPs b1, . . . , bi

and bi shares a secret key with each BRPs bi+1, . . . , br . Moreover, each BRP bj (with

1 ≤ j ≤ r) shares a secret key with each CRPs xj,1, . . . ,xj,l . Finally, each RP (both the

BRPs and the CRPs) owns the proper rendezvous cookie generated by the client.

Case 2. Suppose the ARP is the CRP xi,j with 1 ≤ i ≤ r and 1 ≤ j ≤ l. As in Case 1, the

client builds a circuit of BRPs until bi and provides each BRP bt (1 ≤ t ≤ i) with the

proper rendezvous cookie, the list of CRPs xt,1, . . . ,xt,l , and the list of the rendezvous

cookies (one for each CRP). However, differently from Case 1, additional information

is provided to bi that is the fact that xi,j is the ARP.

At this point, the circuit is extended by bi until br exactly as in Case 1. Moreover,

again as in Case 1, each bz (1 ≤ z ≤ r and z , i) builds a Tor circuit and exchanges the

symmetric keys and the rendezvous cookies provided by the client with the CRPs

xz,1, . . . ,xz,l .

Regarding bi , it builds a circuit only until xi,j (instead of xil ) and the circuit is

extended by xi,j (playing the role of bi) until xi,l .

To summarize, in the end, the client shares a secret key with each BRPs b1, . . . , bi ,

bi shares a secret key with each BRPs bi+1, . . . , br , each BRP bt (where 1 ≤ t ≤ r and

t , i) shares a secret key with each CRPs xt,1, . . . ,xt,l , bi shares a secret key with each

CRPs xi,1, . . . ,xi,j , and xi,j shares a secret key with each CRP xi,j+1, . . . ,xi,l . Finally,

each RP (both the BRPs and the CRPs) owns the rendezvous cookie.

To conclude the set-up phase, Steps 5–7 are performed in the same way as L-Tor

(see Section 4.5.2).
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As in L-Tor, the client connects to the first BRP b1 through a two-hops circuit.

4.6.3 Forward Phase

As in the setup phase, also in the forward phase, we have to distinguish two cases

according to the position of the AHS.

Case 1. Suppose the ARP is the BRP bi with 1 ≤ i ≤ r. The client sends the request in

the RELAY DATA cells through the Tor circuit of BRPs from b1 until bi . This request

is encrypted, as usual, in Onion fashion by the client through the keys shared with

b1, . . . , bi .

Each bj (with 1 ≤ j ≤ i − 1) that receives a RELAY DATA cell, removes its layer of

encryption and forwards the obtained message to bj+1 and to the associated HS (as

in the forward phase of L-Tor). Moreover, bj encrypts, in Onion fashion, a dummy

message and forwards it through the Tor circuit of CRPs associated with it. This is

done through the keys that bj shares with xj,1, . . . ,xj,l .

When bi receives the request, bi forwards it to the AHS and a dummy message

in the Tor circuit composed of xj,1, . . . ,xj,l . Moreover, through the keys shared with

bi+1, . . .br , forwards a dummy message of the same size as the request (as in L-Tor)

encrypted in Onion fashion until br .

Each bt (with i + 1 ≤ t ≤ r) performs as the other BRPs between b1 and bi , i.e.,

removes its layer of encryption, forwards the received messages: (1) to the associated

HS, (2) in the associated Tor circuit of CRPs xt,1 . . .xt,l , and (3) to the next BRP of the

path (br , being the last RP, just forwards the messages to the associated HS and in

the associated Tor circuit of CRPs).

Finally, each xp,q (where 1 ≤ p ≤ r and 1 ≤ q ≤ l) performs in a similar way. Specif-

ically, it removes its layer of encryption, forwards the messages to both the associated

HS and the next CRP xp,q+1 of the path (xp,l , being the last CRP, just forwards the

message to the associated HS).

Case 2. Suppose the ARP is the CRP xi,j (1 ≤ i ≤ r and 1 ≤ j ≤ l).

The client performs as in Case (1), i.e., it builds an Onion encrypted request that

crosses the path from b1 until bi . Each bt (with 1 ≤ t ≤ i − 1) performs exactly as in

Case (1).

Regarding bi , as in Case (1), it forwards the request to the associated HS and a

dummy message until br . Moreover, it forwards the request into the associated Tor

circuit of CRPs until xi,j (that is the ARP). Specifically, bi encrypts in Onion fashion

the request by using the keys shared with xi,1, . . . ,xi,j . This is different from Case 1,

in which a dummy message (in place of the actual request) is sent through the Tor

circuit until the CRP xi,l (in place of xi,j ).
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The BRPs from bi+1 until br perform exactly as Case 1. Similarly, each xp,q with

(p,q) , (i, j) performs as Case 1.

Finally, xi,j after receiving the request, forwards it to the AHS and builds a

dummy message encrypted in Onion fashion to forward until the CRP xi,l . This mes-

sage is encrypted through the keys shared by xi,j with xi,j+1 . . .xi,l .

4.6.4 Response Phase

To avoid the global adversary can see the node which originates the response, a cover

traffic mechanism is enabled.

Exactly as in L-Tor, when an HS receives a request, even a dummy, it replies to

the associated RP by generating a burst of cells including cover traffic, and all the

RPs except for the ARP can discard the traffic received.

The ARP will inject the response in a cover traffic burst managed as follows.

Each TCRP xi,l (with 1 ≤ i ≤ r), after receiving the response from the associated

HS, generates a burst of RELAY DATA cells containing cover traffic. This burst will

travel in the Tor circuit of CRPs from xi,l until bi . Then, another burst of RELAY

DATA cells flows in the Tor circuit of BRPs from br until the client in the backward

direction. Observe that, each BRP bj (1 ≤ i ≤ r − 1) receives two flows: one from xj,1

and one from bj+1 (while br receives just a flow from xr,1).

We recall that bj knows if the flow coming from xj,1 contains or not the actual

response, since it knows if the ARP is one between xj,1, . . . ,xj,l (or it is bj itself).

Therefore, bj can ignore one of the two flows. Specifically, if the ARP is one between

xj,1, . . . ,xj,l , bj can discard the flow coming from bj+1. Otherwise, it discards the flow

coming from xj,1. Observe that in the latter case, bj does not know whether the flow

coming from bj+1 contains the actual response, since it could come from a BRP bt

with t < j or from a CRP xp,q with q < j. Then, bj simply forwards the traffic received

from bj+1. In the case in which bj is the ARP, it can ignore both flows.

Since the two traffic flow coming from xj,1 and bj+1 may have different data rates,

say R1 and R2 respectively, to avoid the global adversary understand which of the

two flows contains the response, bi chooses as data rate for the traffic intended for

bi−1, the maximum between R1 and R2. This way, not all the cover traffic received by

bi has to be forwarded toward the client, thus saving bandwidth.

At this point, we see in detail as the RPs perform in the response phase and as

the ARP injects the response.

We distinguish, as usual, two cases.

Case 1. Suppose the ARP is the BRP bi with 1 ≤ i ≤ r.

Each CRP xp,l (1 ≤ p ≤ r) generates a cover traffic burst of RELAY DATA cells in-

cluding dummy data and adds its layer of encryption. Each CRP xp,q (1 ≤ p ≤ r and
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2 ≤ q ≤ l − 1), receives a RELAY DATA cell and adds its layer of encryption as in the

response phase of Tor (see Section 4.2.2). xp,1 adds its layer and forwards the cells to

bp.

Each bp (1 ≤ p ≤ r ), since it knows that the ARP is not in its chain, simply ignores

the cells received from xp,1.

br forwards a flow of cells towards br−1 by adding its layer of encryption. This

flow is forwarded at the same data rate as the flow received from xr,1. If r = i, the flow

forwarded by br to br−1 contains the actual response, otherwise it contains dummy

traffic.

Each bj (with i+1 ≤ j ≤ r−1), receives two flows, one from bi+1 and one from xj,1,

and forwards to bj−1 the cell coming from bi+1 at the maximum data rate between

the two flows (possibly, by adding cover traffic cells). The cells from xj,1 are ignored

since bj is aware of the fact that they do not contain the actual response. Moreover,

before forwarding, it adds a layer of encryption as the standard Tor response.

bi (if i , r) ignores both the flows received from bi+1 and xi,1. Then, it forwards

(after adding its layer of encryption) the actual response to bi−1 (or to the client if

i = 1), at the maximum rate between the two flows. When the response is completely

forwarded, dummy cells are generated to maintain the same data rate.

Finally, each BRP bt (1 ≤ t ≤ i − 1) performs as each BRP bj (i + 1 ≤ j ≤ r − 1).

Specifically, bt receives two flows, ignores that provided by xt,1, and forwards the

flow coming from bi+1 to bt−1 (or to the client if t = 1) after adding its layer of en-

cryption. This flow is sent at the maximum data rate between the two flows.

Case 2. Suppose the ARP is the CRP xi,j (1 ≤ i ≤ r and 1 ≤ j ≤ r).

All the RPs except for xi,j and bi perform exactly as Case 1.

Regarding xi,j , it simply replaces the RELAY cells (containing cover traffic) com-

ing from xi,j+1, with the actual response (or injects directly the actual response in

the case j = l, i.e., the ARP is a TCRP).

Regarding bi , it does not ignore the flow coming from xi,1, but removes the layer

of encryption added by the CRPs from xi,1 until xi,j (through the secret key shared

with them) and forwards this flow to bi−1 (or to the client if i = 1).

In Figure 4.6, we represent the paths followed by the messages in the B-Tor cir-

cuit. Specifically, the red arrows represent the path of the actual messages generated

by the client during the forward phase. The blue arrows represent the path of the

actual response generated by AHS during the response phase. The black and grey

arrows represent dummy traffic originated during the forward and response phases,

respectively.
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Fig. 4.6: Paths followed by the messages in the B-Tor circuit.

.

4.7 Security Analysis

In this section, we provide the security analysis of the proposed solution according

to the threat model described in Section 4.3.

In particular, we compare, from the point of view of the offered security guar-

antees, the standard Tor protocol (which does not provide any level of anonymity

in our threat model), L-Tor (which offers the maximum level of anonymity but low

performance), and B-Tor (offering better performance than L-Tor with a price in

terms of anonymity).

Notations. We adopt the notation of Section 4.3. Moreover, we assume k is the num-

ber of potential recipients (and then of RPs) selected by the client in L-Tor and

B-Tor. Finally, we denote by P (E) the probability function of an event E.

Adversaries. We consider three types of global adversaries: Weak (W), Static (S), and

Adaptive (A) as defined in Section 4.3.

We refer to the following assumption.

Assumption.

A1: The k HSs selected in L-Tor and B-Tor are all potential recipients and they are

chosen by the client in such a way that the background knowledge does not allow

the adversary to have more information than recipient uniform distribution.

The satisfaction of A1 is an aspect that is strongly application-dependent, so

we cannot treat it in depth. However, this is a classical problem in communication

anonymity [94, 246].

Finally, we analyze two security properties.

Security properties.

• RPA: Recipient anonymity.

• RLA: Relationship anonymity.
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RPA/RLA

Protocol W S A

Tor 1 1 1

L-Tor
1
k ≤

nSpb
n + 1

k
nApb+1

k

B-Tor
1
k ≤ α ≤ 1

k + nApb
r

Table 4.2: Comparison between Tor, L-Tor, and B-Tor. The table reports the proba-

bility for the adversary (W, S, and A) to break RPA and RLA.

Since we deal with an adversary able to observe the entire traffic exchanged in

the network, our analysis is conducted in terms of anonymity set size.

Specifically, we calculate the probability that each considered adversary (among

W, S, A) breaks the two considered security properties (RPA, RLA) in the three pro-

tocols (Tor, L-Tor, B-Tor).

The formal framework proving this result is provided through the following the-

orems and summarized in Table 4.2.

We start by considering RPA in Tor, L-Tor, and B-Tor against W, S, and A.

Given an adversary Adv, we introduce two events: RAdv ={Adv breaks RPA} and

XAdv,xAdv = {Adv compromises xAdv nodes}.

Then, since nAdv is the maximum number of nodes that Adv can compromise we

obtain:

P (RAdv) =
nAdv∑

xAdv=0

P (RAdv |XAdv,xAdv )P (XAdv,xAdv ).

Observe that P (XAdv,xAdv ) = P (SnAdv = xAdv) as defined in Section 4.3. Therefore,

to find P (RAdv), we need to compute P (RAdv |XAdv,xAdv ) for each xAdv .

Moreover, for W, we have a simplification. Indeed, since W does not compro-

mise any node (nW = 0), then P (RW ) = P (RW |XW,0)P (XW,0) = P (RW |XW,0)P (S0 = 0) =

P (RW |XW,0).

Theorem 4.1. In Tor, W, S, and A break RPA with probability 1.

Proof.

Adversary W

In Tor, W simply follows the flow of messages generated by the client through

the six-hop circuit until the recipient (hidden server). Therefore, the recipient is

immediately detected with a probability

P (RW ) = P (RW |XW,0) = 1

.

Adversaries S and A
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Since S and A have at least the same power of W, regardless of the number of

nodes compromised, P (RS |XS,xS ) = P (RA|XA,xA ) = 1. Then,

P (RS ) = P (RA) =
nS∑

xS=0

P (XS,xS ) =
nA∑

xA=0

P (XA,xA ) = 1

.

Theorem 4.2. In L-Tor:

1. W breaks RPA with probability P (RW ) = 1
k

2. S breaks RPA with probability P (RS ) ≤ nSpb
n + 1

k

3. A breaks RPA with probability P (RA) = nApb+1
k

Proof.

AdversaryW

We consider W and analyze the three phases of L-Tor. During the set-up phase, in

Steps 1 and 2, all the HSs perform the same preliminary operations (i.e., the selection

of the introduction points and the advertisement of the service descriptors). Then,

no identifying information about the AHS is carried out during these steps.

In Step 3, the client asks the DS for k HSs addresses. Also in the case of collab-

oration with the DS, by A1, W can identify the AHS among the k HSs only with

probability 1
k .

We focus now on Step 4. For W it is sufficient to identify the ARP to detect the

AHS since W can immediately discover the mapping between the RPs and the HSs

by following the flow of messages exchanged between them.

However, each of the k RPs performs in the same (indistinguishable) way from

the point of W. Indeed, each RP from x1 until the ARP xi extends the circuit of one-

hop according to the standard algorithm of Tor. Even though xi builds a new circuit

until xk , this operation is performed in the same way in which the previous circuit

has been extended (according to the standard algorithm of Tor), so that W cannot

identify the ARP during this extension. Moreover, the only information transmitted

that identifies the ARP is the flag provided by the client to xi , but it is inside a RELAY

cell encrypted in Onion fashion so that it changes hop-by-hop and W always sees a

different cell. Then, by A1, in Step 4, W can identify the ARP only with probability
1
k .

Finally, in Steps 5-6 the client contacts k HSs (through the introduction points),

and in Step 7, each HS connects to an RP so that no identifying (of the AHS) infor-

mation or operation occurs during these steps. We conclude that during the set-up

phase of L-Tor, W breaks RPA only with probability 1
k .

Regarding the forward phase, W observes a flow of RELAY cells that are en-

crypted in Onion fashion and change hop-by-hop. Each cell travels along the entire
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circuit from x1 to xk by reaching all the k RPs. Moreover, the RELAY cells are for-

warded by each of the k RPs to the associated HS. Then, again by A1, W can identify

the ARP (or the AHS) only with probability 1
k .

Finally, in the response phase, since all the HSs reply to the associated RPs, by

A1, W cannot identify directly the AHS with probability greater than 1
k . Then, it can

try to identify the ARP.

However, similar to the forward phase, a flow of dummy RELAY cells is origi-

nated by the last RP xk and changes hop-by-hop. When it reaches the ARP xi , there

is no way for W to understand whether it injects the actual response (in place of

dummy cells) or simply forwards the received cells (after adding a layer of encryp-

tion).

This concludes the first part of the theorem, i.e., W breaks RPA with probability

P (RW ) = P (RW |XW,0) =
1
k

.

Preliminary considerations on S and A

We now consider S and A that have the capability to compromise some nodes.

As a preliminary consideration, it is easy to realize that the adversary (both S and

A) does not obtain any advantage by compromising a node different from an RP.

Indeed, all the nodes except for the RPs always receive encrypted data, and then no

information about the AHS can be drawn from them.

Instead, if an RP is compromised, two cases may occur: either the RP is the ARP

or the RP is different from the ARP. In the first case, the adversary immediately

identifies the AHS. In the second case, the adversary does not immediately identify

the AHS but reduces the size of the anonymity set by one unity, since it can exclude

the HS associated with such an RP from the set of possible recipients.

Formally, we introduce the following events: BAdv={The adversary Adv compro-

mises the ARP}, CAdv
i ={The adversary Adv compromises exactly i RPs different from

the ARP (with 0 ≤ i ≤ k − 1)}.

It holds:

P (RAdv |XAdv,xAdv ) = P (BAdv |XAdv,xAdv ) +
min(xAdv ,k−1)∑

i=0

1
k − i

The terms P (BAdv |XAdv,xAdv ) and P (CAdv
i |XAdv,xAdv ) depends on the type of adver-

sary.

Adversary S

Considering S, since it chooses randomly a priori the xS nodes to compromise,

we have

P (BS |XS,xS ) =
xS
n
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and

P (CS
i |XS,xS ) =

(k−1
i

)(n−k
xS−i

)( n
xS

)
that derives (with a little modification to take into account the fact that the selected

nodes have to be different from the ARP) from the hypergeometric distribution (un-

der the assumption that n− k − x > 0).

Then for S, we have

P (RS |XS,xS ) =
xS
n

+
min(xS ,k−1)∑

i=0

1
k − i

(k−1
i

)(n−k
xS−i

)( n
xS

)
.

We can simplify the second term as follows.

min(xS ,k−1)∑
i=0

1
k − i

(k−1
i

)(n−k
xS−i

)( n
xS

) =
1
k

min(xS ,k−1)∑
i=0

(k−1
i

)(n−k
xS−i

)( n
xS

) +
1
k

min(xS ,k−1)∑
i=0

i
k − i

(k−1
i

)(n−k
xS−i

)( n
xS

)
By applying the following properties of the binomial coefficients:(

x
y

)
=
x+ 1− y

y

(
x

y − 1

)
(
x
y

)
=

x
y

(
x − 1
y − 1

)
(
x
y

)
=

x
x − y

(
x − 1
y

)
we obtain:

1
k

min(xS ,k−1)∑
i=0

(k−1
i

)(n−k
xS−i

)( n
xS

) =
1
k

min(xS ,k−1)∑
i=0

(k−1
i

)(n−k
xS−i

)
n

n−xS
(n−1
xS

) =
n− xS
kn

min(xS ,k−1)∑
i=0

(k−1
i

)(n−k
xS−i

)(n−1
xS

) =

n− xS
kn

where the last step derives from the properties of the hypergeometric distribu-

tion.

Furthermore,

1
k

min(xS ,k−1)∑
i=0

i
k − i

(k−1
i

)(n−k
xS−i

)( n
xS

) =
1
k

min(xS ,k−1)∑
i=1

i
k − i

(k−1
i

)(n−k
xS−i

)( n
xS

) =
1
k

min(xS ,k−1)∑
i=1

(k−1
i−1

)(n−k
xS−i

)( n
xS

) =

1
k

min(xS ,k−1)∑
i=1

(k−1
i−1

)(n−k
xS−i

)
n
xS

( n−1
xS−1

) =
xS
kn

min(xS−1,k−2)∑
t=0

(k−1
t

)( n−k
xS−t−1

)( n−1
xS−1

) ≤ xS
kn

min(xS−1,k−1)∑
t=0

(k−1
t

)( n−k
xS−t−1

)( n−1
xS−1

) =

xS
kn

This leads to:

P (RS |XS,xS ) ≤ xS
n

+
xS
kn

+
n− xS
kn

=
xS
n

+
1
k
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Therefore, we obtain:

P (RS ) =
nS∑

xS=0

P (RS |XS,xS )P (XS,xS ) ≤
nS∑

xS=0

(xS
n

+
1
k

)
P (SnS = xS ) =

1
n

nS∑
xS=0

xSP (SnS = xS ) +
1
k

nS∑
xS=0

P (SnS = xS ) =
nSpb
n

+
1
k

where the last step leverages the properties of the binomial distribution.

This concludes the second statement of the theorem, i.e., S breaks RPA with prob-

ability

P (RS ) ≤
nSpb
n

+
1
k

.

Adversary A

Finally, consider A. Since it can choose the nodes to compromise after the cir-

cuit is established, it attempts to break directly only the RPs. Indeed, there is no

advantage to compromising other nodes. Therefore, we assume xA ≤ nA ≤ k − 1 (if it

compromises k − 1 nodes, it identifies the ARP since either it is one of these k − 1 or

it is the other node).

Then, we have

P (BA|XA,xA ) =
xA
k

and

P (CA
i |XA,xA ) =


0 if i , xA
k−xA
k if i = xA

That leads to

P (RA|XA,xA ) =
xA
k

+
1
k

=
xA + 1

k
.

Finally,

P (RA) =
nA∑

xA=0

P (RA|XA,xA )P (XA,xA ) =
nA∑

xA=0

xA + 1
k

(
nA
xA

)
pxAb (1− pb)nA−xA =

nApb + 1
k

This ends the proof.

Theorem 4.3. In B-Tor:

1. W breaks RPA with probability P (RW ) = 1
k

2. S breaks RPA with probability P (RS ) ≤ α

3. A breaks RPA with probability P (RA) ≤ nApb
r + 1

k

where α = 1
k + 1

rl+1 + (r+l)nSpb
nk + rl(2n−1)nSpb

kn(n−1) − rl(n2
SGp

2
b+nSpb(1−pb))
kn(n−1) .
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Proof.

Adversary W

We start considering W and analyze the three phases of B-Tor. In the set-up

phase the steps 1–3 and 5–7 are the same as L-Tor, then W, by A1, can identify the

AHS only with probability 1
k .

In Step 4, there are two cases: either the ARP is a BRP bi or the ARP is a CRP

xi,j . In both cases, the client builds a circuit until bi that is extended until br with

the same approach of L-Tor, then not allowing W to detect that a new circuit is

established between bi and br (W cannot distinguish the new circuit from a standard

extension).

Moreover, in both cases, each bz , bi builds a circuit until xz,l . Regarding bi , in

case (1) it performs as the other BRPs (i.e., builds a circuit until xi,l), otherwise (case

(2)) it builds a circuit until the ARP xi,j that extends (as in L-Tor) the circuit until

xz,l thus making case (2) indistinguishable from case (1). Therefore, we conclude that

from the set-up phase W breaks RPA only with probability 1
k .

Regarding the forward phase, the same two cases may occur. However, in both

cases, all the RPs perform in the same way making the two cases indistinguishable

for W. Indeed, in both cases, each bj , bi and each xp,q , xi,j performs in the same

way. Regarding bi , in case (1) it performs as bj while in case (2) it forwards the actual

request to xi,1 in place of a dummy request. However, since the cells are encrypted

and change hop-by-hop, W does not distinguish these two cases. Regarding xi,j , sim-

ilarly, in case (1) it performs as the other CRPs xp,q while in case (2) it receives an

actual request and replaces it with an encrypted dummy request indistinguishable

from the actual request.

Finally, for the response phase, several flows of dummy cells originated by the

TCRPs travel until the BRPs. The mechanism is the same as L-Tor so that W can-

not identify if a CRP injects the actual response or just forwards dummy traffic.

Regarding the BRPs, each of them receives two flows and forwards a flow to the

previous BRP (in the backward path) at the maximum rate between the rates of the

two flows (regardless of which flow contains the actual response), so no information

can be drawn by W. When the actual response is injected (regardless of whether it

is injected by a CRP or a BRP), it replaces the dummy cells in such a way that it is

indistinguishable from them.

This concludes the first part of the theorem, i.e., W breaks RPA with probability

P (RW ) = P (RW |XW,0) =
1
k

.

Preliminary considerations on S and A
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We now consider S and A that have the capability to compromise some nodes. As

in L-Tor they obtain an advantage only by compromising an RP. However, differently

from L-Tor, four cases have to be considered when an RP is compromised.

The first case is that the RP is the ARP (either a BRP or a CRP). In this case, RPA

is broken with probability 1.

In the second case, the RP is a CRP (different from the ARP) and the anonymity

set is reduced by one unity since the adversary can exclude such an RP.

In the third case, the RP is a BRP (different from the ARP), such that no CRP in its

chain is an ARP. In this case, the anonymity set is reduced by l+1 nodes. Indeed, the

adversary can exclude such a BRP and the l CRPs associated with it, since the BRP

knows that the ARP is not in its chain. Finally, in the last case, the RP is a BRP such

that the ARP is a CRP in the chain of this BRP. As in the first case, RPA is broken

immediately since the BRP knows the ARP is in its chain.

Moreover, when more RPs are compromised, we have to take into account the fact

that if the adversary breaks the CRP xi,j and the BRP bi in the same chain, then the

anonymity set is reduced just by l + 1 (and not of l + 2) since breaking the CRP does

not provide any information additional with respect to that obtained by breaking

just the BRP.

Adversary S

Consider the adversary S. In favor of security, we assume that even though a

compromised CRP is in the same chain of a compromised BRP, the anonymity set

is reduced by l + 2. In other words, we search for an upper bound of the actual

probability.

Specifically, we define three events: BS={S compromises a CRP that is the ARP

or a BRP bi such that either bi is the ARP or the CRP xi,j (with any j) is the ARP},

CS
i ={S does not compromise the ARP and compromises i BRPs bs (with 1 ≤ s ≤ r)

such that the ARP is not a CRP xs,p for any 1 ≤ p ≤ l }. DS
j ={S compromises exactly j

CRPs different from the ARP}.

Since P (BS ), P (CS
i ), and P (DS

i ) vary according to the fact that the ARP is a BRP or

a CRP, we introduce two additional events: E={The ARP is a BRP} and F={The ARP

is a CRP} (that is the complementary event of E).

It holds:

P (RS |XS,xS ) ≤ P (E)P (BS |(XS,xS ∩E)) + P (F)P (BS |(XS,xS ∩F))+

min(xS ,r−1)∑
i=0

P (E)
1

k − (l + 1)i
P (CS

i |(XS,xS ∩E)) +
min(xS ,r−1)∑

i=0

P (F)
1

k − (l + 1)i
P (CS

i |(XS,xS ∩F))+

min(xS ,lr)∑
j=0

P (E)
1

k − j
P (DS

j |(XS,xS ∩E)) +
min(xS ,lr)∑

j=0

P (F)
1

k − j
P (DS

j |(XS,xS ∩F))
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where:

• P (E) = r
k

• P (F) = rl
k .

• P (BS |(XS,xS ∩E)) = xS
n

• P (BS |(XS,xS ∩F)) = 1−
(2

0)(
n−2
xS

)
( n
xS

) = xS (2n−xS−1)
n(n−1)

• P (CS
i |(XS,xS ∩E)) =

(r−1
i )( n−r

xS−i)
( n
xS

)

• P (CS
i |(XS,xS ∩F)) =

(r−1
i )(n−r−1

xS−i )
( n
xS

)

• P (DS
j |(XS,xS ∩E)) =

(rlj )(
n−rl−1
xS−j )

( n
xS

)

• P (DS
j |(XS,xS ∩F)) =

(rl−1
j )(n−rl−1

xS−j )
( n
xS

) for j ≤ rl − 1

• P (DS
j |(XS,xS ∩F)) = 0 for j = rl

At this point, we solve the four sums separately.

First sum.

min(xS ,r−1)∑
i=0

1
k − (l + 1)i

P (CS
i |(XS,xS ∩E)) =

min(xS ,r−1)∑
i=0

1
k − (l + 1)i

(r−1
i

)( n−r
xS−i

)( n
xS

) =

1
k

min(xS ,r−1)∑
i=0

(r−1
i

)( n−r
xS−i

)( n
xS

) +
1
k

min(xS ,r−1)∑
i=0

i(l + 1)
k − (l + 1)i

(r−1
i

)( n−r
xS−i

)( n
xS

)
The first term is the same as in the proof of Theorem 4.2 with r in place of k, then

we obtain:

min(xS ,r−1)∑
i=0

1
k − (l + 1)i

(r−1
i

)( n−r
xS−i

)( n
xS

) =
n− xS
nk

+
l + 1
k

min(xS ,r−1)∑
i=0

i
k − (l + 1)i

(r−1
i

)( n−r
xS−i

)( n
xS

) ≤

n− xS
nk

+
l + 1
k

min(xS ,r−1)∑
i=0

i
r − i

(r−1
i

)( n−r
xS−i

)( n
xS

) ≤ n− xS
nk

+
(l + 1)xS

kn
=
n+ lxS
nk

where the last sum was solved in the proof of Theorem 4.2 with r in place of k.

Second sum.

min(xS ,r−1)∑
i=0

1
k − (l + 1)i

P (CS
i |(XS,xS ∩F)) =

min(xS ,r−1)∑
i=0

1
k − (l + 1)i

(r−1
i

)(n−r−1
xS−i

)( n
xS

) ≤

min(xS ,r−1)∑
i=0

1
k − (l + 1)i

(r−1
i

)( n−r
xS−i

)( n
xS

) ≤ n+ lxS
nk

Third sum.
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min(xS ,rl)∑
i=0

1
k − i

P (DS
i |(XS,xS ∩E)) =

min(xS ,rl)∑
i=0

1
k − i

(rl
i

)(n−rl−1
xS−i

)( n
xS

) ≤

min(xS ,rl)∑
i=0

1
rl + 1− i

(rl
i

)(n−rl−1
xS−i

)( n
xS

) ≤ 1
rl + 1

The last sum is solved as in the proof of Theorem 4.3 with rl + 1 in place of k

Fourth sum.

min(xS ,rl)∑
i=0

1
k − i

P (DS
i |(XS,xS ∩F)) =

min(xS ,rl−1)∑
i=0

1
k − i

(rl−1
i

)(n−rl−1
xS−i

)( n
xS

) ≤

min(xS ,rl)∑
i=0

1
rl + 1− i

(rl
i

)(n−rl−1
xS−i

)( n
xS

) ≤ 1
rl + 1

where the last sum is solved as in the proof of Theorem 4.3 with rl in place of k − 1.

Then, it results:

P (RS |XS,xS ) ≤ rl
k

xS (2n− xS − 1)
n(n− 1)

+
n+ (r + l)xS

nk
+

1
rl + 1

Finally, we obtain:

P (RS ) =
nS∑

xS=0

P (RS |XS,xS )P (XS,xS ) ≤

nS∑
xS=0

(
rl
k

xS (2n− xS − 1)
n(n− 1)

+
n+ (r + l)xS

nk
+

1
rl + 1

)
P (SnS = xS )

=
1
k

+
1

rl + 1
+

(r + l)nSpb
nk

+
rl(2n− 1)nSpb

kn(n− 1)
− rl
kn(n− 1)

nS∑
xS=0

x2
SGP (SnS = xS ) =

1
k

+
1

rl + 1
+

(r + l)nSpb
nk

+
rl(2n− 1)nSpb

kn(n− 1)
−
rl(n2

SGp
2
b +nSpb(1− pb))

kn(n− 1)
= α

This concludes the second statement of the theorem, i.e., S breaks RPA with prob-

ability

P (RS ) ≤ α

Adversary A

Finally, consider A. Since it can choose the nodes to compromise after the circuit

is established, it attempts to break the BRPs directly since there is no advantage to

compromising another node in place of a BRP. Therefore, we assume xA ≤ nA ≤ r. If

xA = r, P (RA|XA,xA ) = 1. Then, we study xA ≤ r − 1.

If we denote by BA the event BA ={A compromises a CRP that is the ARP or a

BRP bi such that either bi is the ARP or the CRP xi,j (with any j) is the ARP}, we have

that:
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P (RA|XA,xA ) = P (BA|XA,xA ) + (1− P (BA|XA,xA ))
1

k − xA(l + 1)
=

xA
r

+
r − xA

r
1

k − xA(l + 1)
=
xA
r

+
r − xA

r
1

r(l + 1)− xA(l + 1)
=

xA
r

+
r − xA

r
1

(l + 1)(r − xA)
=
xA
r

+
1
k

Finally:

P (RA) =
nA∑

xA=0

P (RA|XA,xA )P (XA,xA ) ≤
nA∑

xA=0

(xA
r

+
1
k

)(nA
xA

)
pxAb (1− pb)nA−xA =

nApb
r

+
1
k

This ends the proof.

At this point, we give our result about relationship anonymity by proving that it

coincides, in the considered protocols against the considered adversaries, with the

recipient anonymity.

Theorem 4.4. For Tor, L-Tor, B-Tor, for any type of adversary W,S,A, the probability

to break RLA is the same as the probability to break RPA.

Proof.

From [219], RPA implies RLA. Therefore, if RPA holds with probability p, then

RLA holds with probability p′ ≥ p. Since for W, S, and A, the sender is known with

probability 1, we conclude that p = p′ .

To conclude the section, we compare the three protocols. First, Tor does not offer

any anonymity guarantee.

Against W, both L-Tor and B-Tor offer the same probability to break RPA and

RLA equal to 1
k , therefore B-Tor should be adopted due to the benefits in terms of

performance.

Observe that, as expected, in both L-Tor and B-Tor, if we consider the probabil-

ities to break RPA and RLA against both S and A, they include at least the term 1
k

since such adversaries have at least the power of W.

Furthermore, we obtain that L-Tor offers better resistance to the break of RPA

and RLA than B-Tor.

However, to give a concrete idea of the gain in terms of anonymity obtained by

L-Tor and B-Tor, we provide a numeric example.

In particular, we consider the realistic values n = 7000, r = l = 7, k = r(l + 1) = 56,

pb = 0.05, LT = 1 hour, δS = 6 hours, δA = 10 minutes, ∆S = 30 days. These values

lead to nS = 120 and nA = 6.

Then for L-Tor, we obtain, P (RW ) ≃ 1,79%, P (RS ) ≤ 1,87%, P (RA) ≃ 2,32% and

for B-Tor to P (RW ) ≃ 1,79%, P (RS ) ≤ 4%, P (RA) ≤ 6,07%.
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By these results, we can observe that a small difference exists between W and

S (by making B-Tor more suitable for its better performance also against S) while

there exists a price to pay (we move from 2,32% to 6%) against A when adopting

B-Tor in place of L-Tor.

Anyway, also in this toy example, we can see that B-Tor offers very good protec-

tion against all adversaries.

4.8 Analytical Evaluation

Protocol Set-up Forward Return

L-Tor d(2k2 + 10k + 6) (k + 6)d + w
B (k + 6)d + q

B

B-Tor d(2r2 + 10r + 6 + 2l(l − 1)) (r + l + 6)d + w
B (r + l + 6)d + q

B

Table 4.3: Latency in L-Tor and B-Tor for the three phases.

Through this section, we provide an analytical evaluation of L-Tor and B-Tor,

conducted on the basis of some slight approximations. Specifically: (1) we assume

that all the nodes have the same bandwidth; (2) we assume all the links have the

same delay; and (3) we consider that the cost of the operations in the set-up phase

involving the DS is negligible.

Furthermore, in this section, we pursue another goal, i.e., to derive a “design

formula" for B-Tor allowing us to set the proper values of r and l to obtain a given

anonymity level k.

We denote by d the propagation time (in ms) of any link between two nodes and

by B the bandwidth of the nodes. Therefore, to exchange a message of size s between

two nodes directly connected to each other, it requires s
B + d ms.

Now, observe that, for both L-Tor and B-Tor, all the messages exchanged end-

to-end between the client and each RP in the set-up phase are forwarded in a single

cell of size c = 512 bytes. For realistic values of B, the ratio c
B is negligible compared

to d. Then, we assume that a cell requires xd ms to walk x links.

Consider the set-up phase of L-Tor. To build the L-Tor circuit, the client first

builds a Tor circuit of two ORs with the first RP. To do this, the client sends a 1-cell

message (including its DH parameter) to the first OR, which replies with a 1-cell

message. Then, another 1-cell message is sent to the second OR through the first

OR (thus walking two links). Then, the second OR responds with another 1-cell

message walking two links too. In sum, this preliminary step requires 6 elementary

(i.e., 1-cell) single-hop transmissions. At this point, the client sends a 1-cell message



82 4 Providing Tor with recipient anonymity against a global adversary

to the first RP (thus walking 3 links). The first RP replies with a 1-cell message

(walking 3 links too). Then, the client replies with a 1-cell message containing the

rendezvous cookie to the first RP (again, walking 3 links), which, in turn, replies

with another 1-cell message (and, then, walking 3 links). Therefore, to provide the

first RP with the secret key, 12 elementary single-hop transmissions occurred and a

time of 12d ms is required. Now, to exchange the same information with the second

RP, 16 transmissions occur since the four 1-cell messages exchanged have to cross the

first RP (thus, 1 further hop for each message is required). This pattern is iterated

for the other RPs of the L-Tor circuit.

Therefore, the total latency is: LsL = d

(
6 +

k∑
i=1

(4i + 8)
)

= d(2k2 + 10k + 6).

Observe that, this latency increases quadratically with k, exactly as in Tor, with

the difference that Tor is not thought to set up circuits with numerous relays. Of

course, this is not a good point in favor of L-Tor. For example, for a realistic value of

d = 45 ms and k = 50, we obtain that the set-up phase requires LsL ≃ 4 minutes, which

could be acceptable in some applications, but, in general, results in a perception of

low network performance.

Regarding the forward phase, by also considering the size of the request w, the

time before the AHS receives the request depends on the position of the ARP. In the

worst case, the ARP is in the last position. This leads to a latency of LfL = (k+6)d+ w
B ,

since there are three links (two relays) between the client and the first RP, k−1 links

between the first RP and the last RP, and four links (three relays) between the last

RP and the AHS.

Finally, for the response phase, independently of its position, the ARP has to wait

for the cells originated by the last RP before injecting the response. If we denote by

q the size of the response, then we have LrL = (k + 6)d + q
B .

Now, we apply the same reasoning for B-Tor. In the set-up phase, the main ad-

vantage is that the client builds a circuit with just r BRPs, and each BRP builds (in

parallel) a circuit with l CRPs. Therefore, by considering the two hops from the client

to the first BRP, the set-up time for B-Tor is LsB = d(2r2 +10r+6+2l(l+1)). If we con-

sider d = 45 ms and r = l = 7 that leads to k = 56, we have LsB ≃ 12.9 seconds, which

represents a relevant improvement with respect to L-Tor.

For the forward and response phase, by assuming the worst case in which the

ARP is the CRP xr,l (i.e., the last CRP of the last chain), we obtain L
f
B = (r+ l+6)d+ w

B

and LrB = (r + l + 6)d + q
B since the messages have to walk (round trip) the entire path

of CRPs of length l from xr,l until br and the entire path of length r − 1 from br to

b1. Moreover, we include the three links between the client and b1 and the four links

between xr,l and the AHS.

All the previous results are summarized in the table in Figure 4.3.
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To conclude this section, we derive the design formula to set the parameters r

and l in B-Tor.

Specifically, given a privacy level k, we found the optimal values (minimizing

latency) of r and l to build a circuit in B-Tor. We can minimize either the set-up

latency or the forward latency (equal to the return latency). Regarding the set-up

latency, by replacing l = k−r
r in LsB and by setting

∂LsB
∂r = 0, we obtain the optimal

value of r, say rso ≃ ⌈1
4

√
16k + 9− 3⌉.

Then, given a privacy level k, we can set r = rso and l = lso = ⌈ k−r
s
o

rso
⌉.

Similarly, to minimize the latency of the forward phase and return phase, we

obtain r
f
o = ⌈

√
k⌉ and l

f
o = ⌈

√
k − 1⌉.

Observe that, for increasing k, rso approaches r
f
o , therefore approximately, the

value r = ⌈
√
k⌉ minimizes both the set-up latency and the communication latency.

Then, we move from the set-up latency of L-Tor, which increases quadratically with

the number of RPs, to the latency of B-Tor, which increases linearly with the num-

ber of RPs. Moreover, we move from the communication latency of L-Tor, which

increases linearly with the number of RPs, to the latency of B-Tor, which increases

according to the square root of the number of RPs. Thus, in any case, we obtain the

reduction of a magnitude order.

4.9 Experimental Validation

In this section, we provide a performance evaluation of L-Tor and B-Tor and com-

pare them with the standard Tor protocol when the hidden services mechanism is

enabled. The experiments have been conducted through ns-3 [122], a discrete-event

network simulator for Internet systems. Since we are interested in maintaining all

the Tor features, we base our implementation on nstor [268], a Tor module for ns-3

publicly available on GitHub. As stated in [268], this code is modeled along the lines

of the original Tor software, which is an additional guarantee of the accuracy of our

results.

4.9.1 Experimental Setup

According to the Tor design [258], Tor relays use a token bucket approach to enforce

a long-term average rate of incoming bytes. Therefore, in our simulations, we need to

set a realistic average bandwidth value for each relay. Specifically, we configure the

relays of the Tor network so that they offer an average bandwidth of 526.097 KB/s

per Tor client. This value derives from [111], in which the authors experimented, on

the real Tor network, an average bandwidth of 404.69 KB/s per Tor client. However,

the paper refers to the value of bandwidth in 2020, and in the last two years, this
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value has grown. Then, by the official Tor metrics [226], we found that the total

bandwidth value has grown by 30% from 2020 to 2022. Then, we set the relays

so that the average bandwidth per client can be considered equal to 404.69 · 1.3 =

526.097 KB/s.

Once the bandwidth is set, we have to set other network parameters, namely

the link delay of the network. To do this, we again refer to the official Tor metrics.

Specifically, we consider the average time to download a file in the real Tor network

and set the delay of the links so that the same time is obtained in our simulations.

This value depends on two factors: the size of the file and the performance of the

relays. Regarding the first factor, the Tor metrics report the download time for three

sizes: 50KiB, 1MiB, and 5MiB. Regarding the second factor, several clusters of relays

(with different throughputs) are reported in the Tor metrics. We consider the cluster

op-us6, representing relays offering an intermediate throughput with respect to the

other clusters.

Then, starting from the cluster op-us6 and a file size of 50KiB, we set the average

delay of the links in the network, so that the total download time in our simulations

is the same as reported in the Tor metrics for 50KiB. This leads to an average link

delay of 110 ms. To confirm the validity of our result, we set this average delay in our

simulation environment and measure the download times of the files of sizes 1MiB

and 5Mib. The times obtained are very close to those reported in Tor metrics (with

an error bounded by 10%). We conclude that the above configuration of the network

allows us to obtain a realistic representation of the Tor network when users rely on

the hidden services mechanism.

In principle, the same network configuration (i.e., the same values of bandwidth

of the relays and delay of the links) should be adopted to simulate L-Tor and B-Tor.

However, to be fair, we have to consider a negative effect on the bandwidth in the

adoption of L-Tor and B-Tor. Indeed, the circuits of these two protocols involve a

greater number of relays than the standard Tor. This means that the average band-

width that each relay can offer to each client, in the case of L-Tor or B-Tor, is less

than the value of 526.097 KB/s considered for Tor. Then, we found a scaling factor to

set the proper average bandwidth offered by the relays per client. This scaling factor

is obtained as follows. We denote by n the total number of relays of the Tor network

and by c the (average) total number of simultaneously active clients forming a cir-

cuit. We recall that a standard Tor circuit (with hidden services) involves 6 relays.

Then, if the c clients ask for a standard circuit, each relay, on average, will serve 6c
n

circuits. On the other hand, by denoting by k the number of relays involved in L-Tor

or B-Tor, each relay will serve, on average, kc
n circuits. Therefore, when considering
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the network conditions of B-Tor and L-Tor, we divide the bandwidth of 526.097

KB/s by a factor k
6 .

However, this factor reflects the condition in which all the standard Tor circuits

are replaced by B-Tor or L-Tor circuits. Actually, this is a very unlikely worst case.

Indeed, we can assume that only a portion of Tor users are interested in obtaining the

high privacy protection of B-Tor and L-Tor, whereas the rest of the clients use the

standard Tor. Therefore, in the analysis we perform, we consider different network

configurations in which standard Tor circuits and B-Tor\L-Tor circuits coexist. In

particular, we consider 3 network configurations in which the B-Tor\L-Tor circuits

are: the 100% (worst case), the 75%, and the 50% of the total circuits. In favor of

the significance of the experimental results, we did not consider lower percentages,

which would be advantageous for our B-Tor\L-Tor. The 100% configuration corre-

sponds to dividing by a factor of k
6 . For the other configurations, we proportionally

scale this factor as follows:

x =
k
6
· c[kα + 6(1−α)]

kc

where α ∈ [0,1] represents the fraction of B-Tor\L-Tor circuits with respect to

the total number of circuits and x represents the resulting scaling factor. Indeed, the

denominator kc represents the total number of relays involved in the case of 100%

B-Tor\L-Tor, while the numerator c[kα + 6(1 − α)] represents the total number of

relays involved in case the network includes the fraction α of B-Tor\L-Tor circuits.

Therefore, we obtain

x = α · k
6

+ (1−α)

According to the experimental settings, for α we consider only the values 0.50,

0.75, and 1.

However, the so-obtained value for x is not the final one. Indeed, according to the

Tor metrics, only 1
3 of the available bandwidth of the network is currently used by the

clients (https://metrics.torproject.org/bandwidth.html). Therefore, this un-

used portion of bandwidth would be employed by B-Tor\L-Tor without resulting

in relay bandwidth reduction. Thus, the final bandwidth we set for the simulation

of B-Tor \L-Tor will result equal to 3·526.097
x KB/s.

4.9.2 Results

We simulated both B-Tor and L-Tor considering two topologies having k = 30 and

k = 56, respectively. Specifically, for B-Tor, we set r = 5 and l = 5, in order to obtain

k = 30, and we set r = 7 and l = 7, in order to obtain k = 56. Indeed, according to

the design formula obtained in Section 4.8, to minimize the latency of the forward
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and return phase, r and l should be of the magnitude of
√
k. As explained in Section

4.9.1, we consider 3 network configurations in which the B-Tor\L-Tor circuits are:

the 100% , the 75%, and the 50% of the total circuits. Therefore, we set the band-

width for each relay accordingly. Once the parameters for both protocols are fixed,

we measure the time needed to download files of different sizes (i.e., 50KiB, 320KiB,

500KiB, 1MiB, 3MiB, and 5MiB) over the network. The results of our simulations

are reported in Figures 4.7, 4.8, and 4.9.
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Fig. 4.7: Time to download a file (s) in Tor, B-Tor, and L-Tor when 100% of the total

circuits are B-Tor (or L-Tor) circuits.
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Fig. 4.8: Time to download a file (s) in Tor, B-Tor, and L-Tor when 75% of the total

circuits are B-Tor (or L-Tor) circuits.

If we compare B-Tor to Tor (table in Figure 4.12) we can see that the latency re-

quired by B-Tor to download a file is higher than Tor, under the same file size. How-



4.9 Experimental Validation 87

0
10
20
30
40
50
60
70
80
90

100

1000 2000 3000 4000 5000
T

im
e

to
d

ow
nl

oa
d

a
fi

le
[s

]

File size [KiB]

L-Tor
B-Tor

Tor

(a) k = 30.

0
20
40
60
80

100
120
140
160
180

1000 2000 3000 4000 5000

T
im

e
to

d
ow

nl
oa

d
a

fi
le

[s
]

File size [KiB]

L-Tor
B-Tor

Tor

(b) k = 56.

Fig. 4.9: Time to download a file (s) in Tor, B-Tor, and L-Tor when 50% of the total

circuits are B-Tor (or L-Tor) circuits.

ever, the smaller the file to download, the lower the price to pay. Indeed, considering

the latency to download 320KiB, Tor requires 6.02s, while B-Tor (considering a net-

work in which 100% of the circuits are B-Tor circuits) requires 7.38s, when k = 30,

and 9.55s, when k = 56. Hence, moving from Tor to B-Tor to download 320KiB,

leads to an absolute increase of at most 3.53s. Conversely, if we consider the latency

to download 5MiB, Tor requires 22.05s, while B-Tor (considering the same percent-

age of circuits as before) requires 43.10s, when k = 30, and 65.34s, when k = 56.

Therefore, the price to pay when moving from Tor to B-Tor to download 5MiB is

more consistent, since the absolute increase in terms of latency is at most 43.29s.

Clearly, the benefits in terms of anonymity provided by B-Tor, with respect to

Tor, come at a price in terms of performance. However, if we consider the time re-

quired to download a web page (which corresponds to downloading a file of 320KiB

[142]) this price appears to be acceptable.

As expected, B-Tor always outperforms L-Tor, under the same network con-

ditions and the same k. The difference is most appreciable when considering the

latency values for downloading 5MiB. Indeed, considering the scenario in Figure

4.7a, B-Tor requires 43.1s, while L-Tor requires 94.39s, with an increase by a fac-

tor of 2.19. Similarly, considering the scenario in Figure 4.7b, B-Tor requires 65.34s,

while L-Tor requires 160.57s, with an increase by a factor of 2.46.

Moreover, B-Tor is strongly advantageous when considering a higher k value.

Indeed, considering for instance the scenario in which the B-Tor\L-Tor circuits are

the 100% of the total circuits, when k = 30 (Figure 4.7a), B-Tor leads to a time to

transfer a file lower than L-Tor of at least 4.6s. On the contrary, under the same
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percentage of B-Tor\L-Tor circuits, when k = 56 (Figure 4.7b), B-Tor leads to a time

to download a file lower than L-Tor of at least 9.7s.

0

100

200

300

400

500

600

700

800

10 15 20 25 30 35 40 45 50 55 60T
im

e
to

co
m

p
le

te
th

e
se

t-
u

p
p

ha
se

[s
]

k

L-Tor
B-Tor

Fig. 4.10: Time to complete the set-up phase (s) in B-Tor and L-Tor varying k.
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Fig. 4.11: Time to download a file (s) in B-Tor when k = 56.

These results can be easily explained by considering the number of hops through

which the request and the related response travel. Indeed, for k = 30, in L-Tor, the

number of hops crossed by request and response, is at most k+6 = 36, while in B-Tor

the number of hops, is at most r+l+6 = 16. Instead, for k = 56 in L-Tor the number of

hops, is at most k+6 = 62, while in B-Tor, the number of hops is at most r+l+6 = 20.

This clearly leads to an advantage of B-Tor over L-Tor in terms of latency, under the

same anonymity set. This result applies also to the set-up phase as reported in Figure

4.10. Therein, we show that, as k increases, in L-Tor the time to perform the set-up

phase increases faster than in B-Tor. In particular, the time to perform the set-up
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Protocol 320KiB 5MiB

Tor (six-hop) 6.02s 22.05s

L-Tor (k = 30) 12.02s 94.39s

B-Tor (k = 30) 7.38s 43.1s

L-Tor (k = 56) 19.41s 160.57s

B-Tor (k = 56) 9.55s 65.34s

Fig. 4.12: End-to-End Latency comparison among Tor, L-Tor, and B-Tor. For the last

two, we consider 100% of circuits in the network.

phase increases linearly with k in B-Tor, while it increases quadratically with k in

L-Tor, thus confirming the considerations made in Section 4.8.

To complete our reasoning, we compare the time to download a file in B-Tor,

considering k = 56, when the number of B-Tor circuits in the network represents

the 100%, 75%, and the 50% of the total circuits. The comparison is reported in

Figure 4.11. The picture shows that for file sizes smaller than 1MiB the three plots

are nearly overlapping. Indeed, the time required to download a file of 1MiB when

the percentage is 50% is 16.69s, while the time required to download the same file

when the percentage is 100% is 18.23s. Thus, the increase of the number of B-Tor

circuits in the network impacts the download of relatively small files of at most

1.54s. Conversely, for bigger file dimensions (greater than 1MiB) the difference in the

measured latency at the three percentages becomes more pronounced. For instance,

the time required to download a file of 5MiB when the percentage is 50% is 52.53s,

while the time required to download the same file when the percentage is 100% is

65.34s, with an increase of 12.81s.

4.10 Related Work

Our work is related to the domain of anonymous routing, in which a wide literature

is available, which witnesses the strong attention of researchers towards this topic.

Specifically, our proposal refers to the Tor protocol. Tor [258] is the de-facto standard

implementation of the Onion protocol, originally proposed in [108].

A significant part of the literature focused on the study of Tor security, high-

lighting many vulnerabilities[7]. Indeed, the Tor overlay network does not provide

anonymous guarantees in the severe threat model of a global passive adversary [209],

which can observe the entire network traffic. In addition, even though we relax the

adversary’s power, many attacks are still possible [150, 239, 91].
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The class of traffic analysis attacks [17, 88, 193, 190], in which the adversary an-

alyzes the traffic to find correlations, is the most famous class of attacks. This class

includes both temporal attacks [167, 259, 107], in which the adversary observes the

timing of messages arriving and leaving from nodes to find correlations, and traffic

confirmation attacks [231], in which the adversary controls and observes two pos-

sible end-relays of a Tor circuit to conclude that they actually belong to the same

circuit.

Tor is not resistant also to watermarking attacks [136], in which the adversary

manipulates the traffic stream by introducing an identifiable pattern. Another cat-

egory of attacks involves the selection of the relays used to build the Tor circuit.

The standard selection is based on network and CPU performance reported by the

nodes themselves. This enables self-promotion attacks [247]. Some recent proposals

[146, 54, 307] overcome this problem.

Particular attention has been also devoted to Tor and Onion performance [19,

213, 157]. In [51], accurate measurement techniques are proposed and applied

to de-anonymization attacks. Some studies are devoted to investigating how to

deanonymize Tor by using external information [143].

This work focuses on the weakness of Tor against global adversaries. In partic-

ular, we extend Tor to obtain recipient anonymity, which is enough to have rela-

tionship anonymity [219], in a threat model considering global eavesdroppers, pos-

sibly compromising the secret keys of some nodes of the network. The recipient is

hidden among a sufficiently large anonymity set whose size can be a priori config-

ured. Therefore, we refer to the notion of communication k-anonymity [274]. More-

over, cover traffic is also enabled. It is well known in the literature [71] that any

solution achieving such a goal requires the introduction of cover traffic, i.e., dummy

traffic exchanged in the network with the aim to hide the real traffic.

To understand how to achieve sender anonymity in Tor, the reader can refer to

Chapter 3 and [43].

Extending the perspective to the general landscape of anonymous communica-

tion networks, resistance to global adversaries has been obtained in the past by fol-

lowing three approaches: buses [124, 21, 296], mixnets [98, 61, 158, 279, 165, 61, 243],

whose original definition has been given in [59], and DC-Nets [245], based on secure

multi-party cryptographic protocols.
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An anonymity protocol for uplink-intensive

applications

Sender anonymity in network communication is an important problem, widely addressed

in the literature. Mixnets, combined with onion routing, represent certainly the most con-

crete and effective approach to achieving the above goal. In general, the drawback of these

approaches is that anonymity has a price in terms of traffic overhead and latency. On

the Internet, to achieve scalability and not require relevant infrastructure and network-

protocol changes, only P2P overlay protocols can be adopted. Among these, the most repre-

sentative proposal is certainly Tarzan, which is designed to obtain strong anonymity still

preserving low-latency applications. In this chapter, we propose C-Tarzan, an anonymous

overlay routing protocol extending Tarzan. Through experimental analysis, we show that

C-Tarzan outperforms Tarzan in the case of uplink-intensive applications.

5.1 Introduction

The most known and used anonymous protocol is Tor [258]. However, unless to im-

plement non-trivial solutions as those discussed in Chapters 3 and 4, anonymity is

easily broken under even weak threat models [150]. A challenging goal is to guaran-

tee robust sender anonymity because it is enough to achieve relationship anonymity

[219]. By robust, we mean that both passive sniffers and malicious participants can-

not distinguish whether a node initiates a message or simply relays it.

The most effective approaches existing in the literature achieving the above goal

are based on the concept of mixnet [59] including cover traffic. Mixnet protocols

rely on intermediate servers (called mix-nodes) that mix the messages coming from

different sources to hide the relationship between the incoming messages and the

outcoming messages from the mix-nodes. When cover traffic is included in mixnets,

serious problems of traffic overhead may arise. While a wide literature regarding

mixnets exists, a few proposals mixnet-based oriented to a concrete Internet (low-

latency) implementation of the notion of mixnet, including cover traffic, are avail-
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able. Among these, if we refer to P2P approaches (thus not requiring infrastructure

changes), the most meaningful proposal is certainly Tarzan [98].

Despite its age, Tarzan is the only effective proposed anonymous routing pro-

tocol guaranteeing low latency even in large-scale Internet scenarios. Indeed, the

protocol allows a client to anonymously contact a server through a tunnel whose

length is independent of the number of nodes participating in the peer-to-peer net-

work. As a matter of fact, Tarzan implements a peer-to-peer overlay network at the

IP layer, in which peers collaborate with each other to implement anonymous tun-

nels through which a client may reach a proxy node (called PNAT) from which the

server is reached. Another advantage of Tarzan with respect to recent state-of-the-art

approaches is that, unlike the emerging mixnets that adopt centralized and explicit

shuffling nodes ([223]), the peer-to-peer approach makes the solution more robust

against possible attacks on the nodes of the route (or their collusion). Indeed, all the

nodes of the network are potentially sender or relay nodes and then there are no

explicit targets for the attacker.

The aim of this chapter is to understand whether the change of type of Internet

traffic due to various reasons (emerging applications for IoT, M2M, cloud, etc.), for

which uplink traffic is increasingly increasing [206, 289, 242, 24], might allow us to

find some improvements to the Tarzan approach to make it more suitable to the new

scenario.

The study conducted in this chapter leads to the definition of a new P2P overlay

anonymous protocol, called C(yclic)-Tarzan, which outperforms Tarzan in the case

of uplink-intensive applications. The core idea is that the topology of the overlay

network allows us to set in the network just unidirectional cover traffic instead of

the bidirectional traffic required in Tarzan.

Our study is based on the well-known trilemma, called the anonymity trilemma

[74], which states the existence of a trade-off between three metrics: the anonymity

set size, the latency, and the cover traffic level. Specifically, we show that for uplink-

intensive applications, by fixing the same latency and the same cover traffic volume,

C-Tarzan offers a greater anonymity set size than Tarzan.

5.2 Background: The Tarzan Protocol

In this section, we provide the technical background about the Tarzan Protocol [98].

We focus just on the main aspects useful to understand the approach we propose in

this chapter.
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Tarzan is a peer-to-peer anonymous IP network overlay. It offers a degree of

anonymity against both a number of malicious nodes and a global adversary able

to observe the entire traffic exchanged in the network.

Each node, in order to communicate anonymously with a destination, builds a

tunnel composed of a sequence of nodes in which the last node communicates with

a special node, called PNAT, which acts as a proxy towards the destination.

Each intermediate node of the tunnel acts as a relay by forwarding the messages

coming from the previous node. Anyway, since it does not know its position in the

tunnel, it is not able to identify the originator of the traffic.

In Tarzan, the construction of the tunnel (i.e., the choice of the intermediates

nodes) is not left entirely free to the initiator, which has to satisfy some constraints.

Specifically, each node is associated with a group of nodes called mimics. To build

the tunnel, the initiator a chooses as the first relay one of its mimics, say bi . Then,

bi communicates to the initiator the set of its mimics, and a will choose the second

relay of the tunnel among the nodes of this set. This procedure is iterated until the

tunnel reaches a certain length.

To send messages through this tunnel, the initiator needs to exchange a symmet-

ric key with each node of the tunnel. This procedure is similar to the construction of

a virtual circuit in the Tor Protocol [258]. To do this, the initiator first exchanges a

symmetric key with the first relay of the tunnel, then it exchanges a symmetric key

with the second relay through the first relay, then it exchanges a symmetric key with

the third relay through the first two relays of the tunnel built so far, and so on. To

exchange a symmetric key with a relay, the initiator encrypts it by using the public

key of such a relay. In such a way, each node of the tunnel cannot tell which it is

exchanging the key with.

Once exchanged these keys, the messages can be sent through the tunnel en-

crypted in a layered fashion. This means that the initiator first encrypts the message

with the key of the last relay of the tunnel, then encrypts the result with the key

of the second-last relay, and so on. A relay receiving a message removes its layer of

encryption and forwards the message to the next relay.

A key role in the Tarzan Protocol is played by the selection of mimics. Tarzan

relies on a gossip protocol so that each node can discover the other peers of the

networks. Among these peers, the node has to select k mimics. Observe that, since

each node selects k mimics, we can expect, on average, that it is selected as a mimic

from other k nodes. Therefore, the average number of mimics for each node is 2k.

A node establishes, with each of its mimics, a bidirectional cover traffic flow into

which real data can be inserted, indistinguishable, from dummy traffic. To do this, a
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symmetric hop-by-hop key is exchanged when a node connects to a new mimic and

all the traffic exchanged between these two nodes will be encrypted with such a key.

The bidirectional cover traffic guarantees the anonymity of the senders against

a global adversary and traffic analysis attacks. Moreover, the bidirectional flow of

traffic allows us to use, for the response, the same tunnel utilized to forward the

request. In this case, each node crossed by the response adds a layer of encryption to

each message by using a symmetric key shared with the initiator. When the initiator

receives the response, it removes all the layers of the encryption.

In Tarzan, each node maintains a three-level hierarchy dynamic hash table (DHT)

in which the nodes are inserted in a given position according to their IP addresses.

This table offers a lookup function that, given a string as input, returns as output

an IP address of a node of the network. Observe that the input can be any arbitrary

string.

To select k mimics, each node a invokes the function lookupi(a.ipaddr) for 1 < i ≤

k + 1 where a.ipaddr represents the IP address of a.

The DHT offers two advantages. First, since the DHT is shared by all the nodes,

mimic selection is publicly verifiable and then this prevents an adversary node from

selecting more than k mimics. The second advantage is that the mimics for a node

are randomly selected in different IP domains so that if an adversary controls an

entire domain by generating a huge number of malicious nodes in that domain, it

does not increase the probability that a malicious node of such domain is selected as

a mimic.

To conclude this section, we discuss the anonymity degree achieved in Tarzan

against a malicious node in the tunnel. This degree can be measured in terms of

anonymity set that is the set of potential initiators of the traffic. The anonymity set

size, besides depending on the number of mimics (i.e., degree) of the node, increases

exponentially with the length of the tunnel.

5.3 Problem Formulation and Basic Approach

In recent years, we observed an increase in uplink traffic demand [206]. A lot

of uplink-intensive applications emerged in different fields such as cloud-enabled

ecosystem [256], IoT networks [164], sensor and actuator networks [77], and so on.

In this chapter, we address the problem of guaranteeing a measurable degree of

anonymity in uplink-intensive applications. A solution could be to apply the Tarzan

protocol, discussed in the previous section, in which cover traffic is adopted to offer

anonymity guarantees against a global adversary. On the other hand, the cover traffic

represents overhead which results in a waste of bandwidth and energy consumption.
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In Tarzan, there are three main metrics to consider [74]: latency, the amount of

cover traffic, and the size of the anonymity set. Often, the latency is a project con-

straint as well as the anonymity degree. Therefore, finding a solution that, under the

same cover traffic level (that cannot be increased for the above reasons) and a fixed

latency, offers a better anonymity degree than Tarzan represents an advancement of

the state of the art.

Roughly speaking, we consider, as a measure of the cover traffic, the degree of the

nodes. Indeed, the more links in the network the more cover traffic has to be gener-

ated. Moreover, Tarzan requires bidirectional cover traffic in each link, otherwise, a

significant reduction of the anonymity set arises [98].

Therefore, a challenge could be to eliminate the bidirectionality of cover traf-

fic while preserving the Tarzan-like approach. This is basically the purpose of our

proposal.

In principle, unidirectional traffic could still be enabled in the Tarzan protocol

just by rearranging node mimics in such a way that they form a cycle. Once mimics

are so organized, we can build a tunnel as in Tarzan, but requiring that two adjacent

nodes in the tunnel belong to a cycle. This way, the response can be routed by moving

back, at each hop between two nodes, by traveling the entire cycle involving these

nodes. Thus, no bidirectional traffic is needed.

This idea is sketched in Figure 5.1, in which the red lines represent the forward

path and the green lines represent the cycles traveled by the response.

Fig. 5.1: Forward path (red arrow) and return path (green arrow)

However, there might be a price in terms of latency to pay when applying this

cyclic approach, since, in general, the response would go through a longer path than

the forward path. Instead, in Tarzan, forward and return paths are the same. There-

fore, a solution based on the above idea is not trivially applicable.

The first immediate consideration is that it is convenient to minimize the size of

cycles. Being Tarzan bidirectional links equivalent to 2-nodes cycles, the minimum

dimension for non-trivial cycles is the case of 3-nodes cycles. On the other hand, it

is intuitive to understand that no advantage can derive from having bigger cycles.

A much less clear point is to understand whether we have to pay a price also in

terms of anonymity set.
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This question derives from the following qualitative analysis.

(a) Tarzan topology with in-

degree=out-degree=3

(b) Cyclic topology with in-

degree=out-degree=2

(c) Cyclic topology with in-

degree=out-degree=3

Fig. 5.2: Uncertainty at two hops

Fig. 5.3: Extension of figure 5.2a

Fig. 5.4: Extension of figure 5.2b

We start by considering the uncertainty at two hops in the standard Tarzan topol-

ogy and a two-hop equivalent topology in which cycles are enabled. This is repre-

sented in Figure 5.2. Specifically, in Figure 5.2a, we represent the standard Tarzan

topology in which each node has three mimics. Suppose that the grey node receives

a message from the red node. In this case, the candidate senders, at a maximum

distance of two hops, are the red node and the two green nodes.
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Fig. 5.5: Extension of figure 5.2c

The same uncertainty is obtained in the cyclic topology represented in Figure

5.2b in which, again, the candidate senders, at a maximum distance of two hops, are

the red node and the two green nodes.

Regarding the cover traffic, we observe that in Figure 5.2a, we have three bidi-

rectional links while in Figure 5.2b we have four unidirectional links, thus saving

two unidirectional links. Therefore, it appears that keeping the same uncertainty,

we have a significant reduction in the cover traffic.

Unfortunately, we can realize that the growth of the size of the anonymity set for

the cyclic approach is slightly slower than that of standard Tarzan. We can under-

stand this just by considering the case of tunnel length equal to four. To see this, we

extend the topologies of Figures 5.2a and 5.2b, in Figures 5.3 and 5.4 respectively, to

include tunnels with a maximum length of four hops.

In this case, the anonymity set of Figure 5.3 contains 15 nodes, while the anonymity

set of Figure 5.4 contains 11 nodes.

Moreover, we have to take into account also the price in terms of latency required

in the cyclic approach. However, the advantage in terms of cover traffic is maintained

with respect to Tarzan.

Therefore, it is interesting to understand what happens if we compare the stan-

dard Tarzan with the cyclic version by considering two topologies that determine

the same cover traffic.

The effect at two hops is highlighted in Figure 5.2c in which there are 6 unidi-

rectional links equivalent to three bidirectional links of Tarzan. Therein, we can see

that the candidate senders are the red node and the three green nodes. Therefore,

the uncertainty at two hops is increased.

The extension to four hops of Figure 5.2c is represented in Figure 5.5. In this

case, the anonymity set contains 30 nodes. Therefore, under the same cover traffic,
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the cyclic approach offers a greater anonymity set size. However, the price in terms

of latency still remains.

Clearly, in Tarzan, the latency depends only on the tunnel length. In the cyclic

approach, it mostly depends on the tunnel length, and in a small measure also de-

pends on the node degree (as explained in Section 5.5). Moreover, the disadvantage

of the cyclic version depends also on the balance between downlink and uplink traf-

fic (the more the weight of the downlink, the more the disadvantage).

In fact, the price we pay in terms of latency is related to the downlink traffic for

the return path, which is in general longer than the forward path.

Thus, the problem we want to study is the following: In the cyclic approach, can

we reduce the tunnel length to reduce latency and still be able to have an anonymity

set size greater than Tarzan?

If in general, the answer to this question could be negative, it is interesting to un-

derstand what happens when there is an unbalance between the quantity of uplink

and downlink traffic.

As we will describe in the sequel of the chapter, the result we achieve is that for

uplink-intensive networks, the above approach is definitely advantageous.

5.4 C-Tarzan

In this section, we propose a new protocol, called Circular Tarzan (C-Tarzan), based

on the cyclic approach introduced in the previous section.

The idea is to extend the standard Tarzan protocol described in Section 5.2 by

moving from bidirectional links to unidirectional links. This is possible if the re-

sponse is routed through cycles to which mimics belong. As discussed above, we

consider cycles of three nodes to minimize the price in terms of latency.

To build the cycles among mimics nodes, we design a new mimic selection algo-

rithm that differs from that of Tarzan.

We assume that the same Tarzan DHT table (with the lookup function) is used in

C-Tarzan for the mimic selection.

Each node a chooses k′ mimics through the lookup function (see Section 5.2)

as in Tarzan. Specifically, a selects bi = lookupi(a.ipaddr) for 1 < i ≤ k′ + 1. Each

chosen mimic bi can verify the correctness of the selection. Anyway, differently from

Tarzan, a unidirectional link directed from a to bi is established. At this point, each

bi will choose a mimic ci = lookupi(a.ipaddr ||bi .ipaddr) and a unidirectional link

directed from bi to ci is established. Observe that since the function lookup accepts

any arbitrary string as input and returns an IP address of a node of the network, it is

guaranteed that the node ci always exists in the network. ci can verify the correctness
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of the mimic selection started by a, involving the node bi . Finally, to close the cycle,

a unidirectional link is established from ci to a.

It is easy to realize that each node has on average 6k′ mimics. Indeed, each node

A selects directly k′ mimics B1, . . .Bk′ to build k′ cycles. In each cycle involving the

node Bi , there will be a node Ci that establishes a link with A to close the cycle.

Then, A will have further k′ mimics C1, . . .Ck′ , resulting in a total of 2k′ mimics. At

this point, on average, A is selected directly by k′ nodes to build further k′ cycles. This

leads to further 2k′ mimics for A. Finally, on average, A is selected indirectly by k′

nodes that in turn are selected directly by other k′ nodes to build cycles. As before,

this results in further 2k′ mimics for A. Therefore, since unidirectional links are

established between pairs of mimics, each node has, on average, 6k′ unidirectional

links (3k′ outgoing and 3k′ ingoing).

We recall that, in Tarzan, if a node selects k mimics, it has, on average, 2k mimics

and then 2k bidirectional links corresponding to 4k unidirectional links. Therefore,

by considering the number of links as a measure of cover traffic, we have that, to

obtain the same level of cover traffic in Tarzan and C-Tarzan, we have to set k′ such

that 6 · k′ = 4 · k i.e., k′ = 2
3 · k.

At this point, we discuss how the messages are forwarded anonymously to the

destination and the latter can reply to the initiator.

As in Tarzan, we assume that a symmetric hop-by-hop key is exchanged prelim-

inarily between mimics.

To enable communication, we need to redefine the entire building process of the

tunnel. Specifically, the initiator a selects, as first relay, one of its outgoing mimics bi ,

i.e., a mimic bi such that a directed link from a to bi exists. Similarly to the standard

Tarzan protocol, a needs the set of the (outgoing) mimics of bi and to exchange a

symmetric key with bi . Anyway, since the link between a and bi is unidirectional, a

reply cannot be sent directly from bi to a, because it would be not covered by dummy

traffic.

Therefore, to enable the reply, we define the function C.next that can be invoked

by a node C. This function receives as input a node B and returns as output the node

A, such that there exist: (i) a direct link from B to C, (ii) a direct link from C to A, (iii)

a direct link from A to B. Observe that, the next function leverages the fact that each

node locally stores all the cycles it belongs to. Therefore, for a node C, given a node B

as input, it is straightforward to compute the next of the node C (i.e., A = C.next(B))

in the cycle BCAB.

Then, bi encrypts the response for a by using the hop-by-hop key exchanged with

a and forwards this message to ci = bi .next(a). This encrypted message is encrypted,

in turn, by bi with the hop-by-hop key exchanged with ci . At this point, ci decrypts
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the message, invokes the function next to retrieve a = ci .next(bi), encrypts the mes-

sage again with its hop-by-hop key exchanged with a, and forwards it to a. Observe

that, even though ci knows that some real traffic has to be forwarded to a from bi , ci

does not know the content of it, and then it has no more information than bi about

the fact that a is the actual initiator or just an intermediate node of the tunnel.

Once obtained the outgoing mimics of bi , a selects a new mimic among them, say

di , and needs to exchange a symmetric key and the set of outgoing mimics of di . Now,

two cases may occur. The first case is that di = ci i.e., a,bi ,di are in the same cycle

and di coincides with ci . In this case, the list of mimics of ci can be communicated

directly through the link between ci and a.

The second (complementary) case occurs when di has no common cycle with a.

In this case, the list of mimics has to be forwarded from di to ai through bi . To

enable the communication between di and bi , since no direct link exists from di to

bi , we apply the approach discussed above. Specifically, di forwards this list through

another node ei = di .next(bi).

(a) Second relay in the same cycle of

the initiator

(b) Second relay in a different cycle

from the initiator

Fig. 5.6: Second relay selection

These two cases are represented in Figures 5.6a and 5.6b, respectively. Therein,

we represent by a red arrow the forward communication between the initiator and

the second relay of the tunnel, and by a green dashed arrow the backward commu-

nication from the second relay to the initiator.

The building of the tunnel proceeds iteratively until the last node.

Once the tunnel is set, the initiator can communicate with the recipient through

this tunnel as in the standard Tarzan protocol.

Regarding the response by the recipient, the approach used to enable the ex-

change of information between a node of the tunnel and a previous node is applied.

Specifically, at each hop of the tunnel starting from the last node until the initiator,

if a direct link exists between a node and a previous node of the tunnel, then the re-

sponse is directly forwarded through this link, otherwise, the response is forwarded

through an intermediate node.

Some more detail will be discussed in Section 5.5.
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5.5 Latency in Tarzan and C-Tarzan

In the previous sections, we mentioned that our solution introduces a price in terms

of latency, assuming the same cover traffic and the same tunnel length in Tarzan and

C-Tarzan. To give an answer to the question of Section 5.3, we have to quantify this

price.

To perform an analytic analysis, we use as a measure of this metric the number

of hops traveled by a message in the forward path and in the return path.

We introduce the following notation. We denote by τ the average delay of the

links of the network. We start by evaluating the latency for Tarzan. We denote by h

the tunnel length of Tarzan and by Lf and Lr the latency of the forward path and the

latency of the return path of Tarzan, respectively.

Since the same tunnel is used both for the request and the response, it is easy to

see that Lf = Lr = (h+ 2) · τ , where the term 2 derives from the fact that there is one

hop between the last node of the tunnel and the PNAT and one hop from the PNAT

and the destination.

Consider now C-Tarzan. We denote by h′ the tunnel length and by L′f and L′r the

latency of the forward path and the latency of the return path, respectively.

For the forward path, no difference with Tarzan exists and then L′f = (h′ + 2) · τ .

On the other hand, for the return path, it is not trivial to estimate the number of

hops in the return path, since it depends on the tunnel construction.

We can provide an approximation of the return latency representing an upper

bound of its actual value.

The two cases of Figures 5.6a and 5.6b have to be considered. In particular, con-

sider the selection of the first two relays of the tunnel. If the second relay is in the

same cycle as the initiator (case a), then the response goes directly from the second

relay ci to the initiator a and this means that two hops in the forward path corre-

spond to just one hop in the return path.

In case (b), the second relay di belongs to a different cycle and then the response

goes from di to the first relay bi , through an intermediate node ei (2 hops) and, then,

from bi to the initiator a, through another intermediate node ci (again, 2 hops).

In other words, for the first two hops of the forward phase, if case (a) occurs, then

the response requires one hop, otherwise (case (b)), the response requires four hops.

It remains to estimate the probability that cases (a) and (b) occur.

To do this, we denote by d = 3k′ the average number of outgoing mimics of a

node.

Obviously, since the mimics are selected uniformly at random, case (a) occurs

with probability 1
d , and case (b) occurs with probability d−1

d .
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So far, no approximation has been introduced.

If we assume that the third relay of the tunnel is selected in a different cycle

than the first relay (it happens with probability d−1
d ), we can apply the reasoning

followed for the first two relays to the third and fourth relays. Therefore, to find

an approximation, we neglect the event that the relays in an odd position i of the

tunnel are selected in the same cycle of the relay in position i − 2 (it happens with

probability 1
d at each choice).

Under this hypothesis, we have that, for every two hops in the forward phase, if

case (a) occurs, then the response requires one hop, otherwise (case (b)), the response

requires four hops.

It is easy to realize that, if such a hypothesis is not satisfied, then the response

requires a lower number of hops and then, our approximation represents an upper

bound of the actual latency.

Therefore, for h′ even, the latency of the return path of C-Tarzan results: (h
′

2 · (
1
d ·

1 + d−1
d · 4) + 2) · τ = (h′ · (2− 3

2·d ) + 2) · τ .

On the other hand, for h′ odd, the latency results: ((h′ − 1) · (2− 3
2·d ) + 4) · τ .

By considering equally likely the events that h′ is odd and h′ is even, we conclude

that the return latency for C-Tarzan is: L′r = (h′ · (2− 3
2·d ) + 3

4·d + 2) · τ .

Observe that L′r increases as d increases. This is due to the fact that, as d increases,

the probability that a mimic of the tunnel is selected in a different cycle increases.

Then, the response requires more hops, and the return latency increases.

5.6 Experiments

Through this section, we perform an experimental validation of C-Tarzan by high-

lighting the conditions under which it outperforms the standard Tarzan protocol.

5.6.1 Metrics and Experiment Setting

As already introduced, we consider three metrics: cover traffic, latency, and anonymity

set size.

Regarding the cover traffic, we use as a measure the number of ingoing and out-

going links of the nodes, by considering that every link concurs, on average, with the

same portion of cover traffic. As discussed in Section 5.4, to obtain the same cover

traffic in Tarzan and C-Tarzan, we have to set

k′ =
2
3
· k (5.1)

Regarding the latency, as seen in Section 5.5, to obtain the same total latency (for-

ward latency plus return latency) we need to set h′ such that Lf + Lr = L′f + L′r i.e.,
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h′ =
2h− 3

4·d
3− 3

2·d
. However, since we are interested in studying what happens when the bal-

ance between uplink and downlink traffic varies, we introduce two coefficients wf

and wr , such that wf + wr = 2, to associate with the forward latency and the return

latency, respectively. For example, wf = wr = 1 represents balanced traffic between

uplink and downlink, while wf = 2 (and wr = 0) represents only uplink traffic.

Therefore, the condition to satisfy is wf ·L′f +wr ·L′r = wf ·Lf +wr ·Lr , that leads to

h′ =
2 · h− 3

4·d ·wr

wf + 4·d−3
2·d ·wr

(5.2)

Now, we denote by AS(k,h) the size of the anonymity set of Tarzan obtained as a

function of k and h. Furthermore, we denote by AS ′(k′ ,h′) the size of the anonymity

set of C-Tarzan obtained as a function of k′ and h′ .

Thus, the question now is whether, by setting k′ and h′ as in equations 5.1 and

5.2, respectively, it holds that AS ′ is greater than AS. If this is the case, then our

approach introduces an advantage with respect to Tarzan.

Due to the complexity of retrieving the analytical formulas for AS and AS ′ , we

do this by simulation, leaving the analytical study as future work.

Furthermore, in order to obtain realistic results, we do not use directly the upper

bound provided by 5.2 (see Section 5.5), but we find experimentally the values of h

and h′ leading to the same latency for Tarzan and C-Tarzan, respectively (actually,

verifying the results obtained in Section 5.5).

To summarize, we find the values (h,k,h′ , k′) that satisfy the following system.



k′ = 2
3 · k

wf +wr = 2

wf ·L′f +wr ·L′r = wf ·Lf +wr ·Lr

AS ′ ≥ AS

(5.3)

In detail, the simulation has been performed in JAVA as follows. We considered

a network of 100,000 nodes. First, we set some values of wf (and, then, wr = 2−wf ),

k′ , and h′ for C-Tarzan and, then, we generated a topology (the links are obtained

considering that each node selects directly k′ mimics to build cycles).

On this topology, we measured the average degree of each node counting both

the actual ingoing and the outgoing links (cover traffic), the actual number of hops

that a request and the corresponding response have to cross on a path of height h′ (a

measure of latency), and the size of the corresponding anonymity set.

We repeated the experiment with the same parameters for 100 rounds (by vary-

ing the topology) to obtain steady results.
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At this point, by the first equation of the system (5.3), we set k = 3
2 · k

′ . Then, by

using the value wf ·L′f +wr ·L′r obtained experimentally for C-Tarzan and by recalling

that Lf = Lr = (h + 2) · τ , by the second and third equations of the system (5.3), we

found the proper value of h =
wf ·L′f +wr ·L′r−4·τ

2·τ .

Then, we performed again 100 rounds of simulation with k,h to measure the

cover traffic, latency, and anonymity set of Tarzan.

We confirmed that the obtained values of cover traffic and latency are the same

as C-Tarzan (with an error of less than 1 % for both). Therefore, we obtain an exper-

imental validation of the fact that the first three equations of (5.3) hold. We discuss

the results regarding the anonymity set size in the next section.

5.6.2 Results

In this section, we compare Tarzan and C-Tarzan in terms of anonymity set size, by

setting the same cover traffic and same latency.

In the first analysis, we show as the anonymity set size of both protocols varies

as the cover traffic increases. We plot in the y-axis the ratio between the size of the

anonymity set of C-Tarzan AS ′ and the size of the anonymity set of Tarzan AS. In

the x-axis, we consider the degree d representing the number of outgoing (or in-

going) links in C-Tarzan (as defined in Section 5.5) that is equal to the number of

bidirectional links in Tarzan (to obtain the same cover traffic).

The results of this analysis are reported in Figures 5.7,5.8,5.9, for different values

of h′ and wf .
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We represent with a dashed black line the ratio equal to 1. When the plots exceed

this line, C-Tarzan outperforms Tarzan (in terms of anonymity set size).

We observe that our performance (for a fixed h′) decreases as d increases.

This happens because, as d increases, the latency of C-Tarzan increases, then the

tunnel length of Tarzan h (that offers the same latency of C-Tarzan) increases too.

Therefore, the anonymity set size of Tarzan increases.

Even though the anonymity set size of both the protocols has a polynomial

growth with d, the exponential growth of the anonymity set size of Tarzan with h

is dominant. Therefore, as d increases, the ratio between AS ′ and AS decreases.

Regarding wf , as it increases (by considering the same d), the performance of

C-Tarzan increases. This happens because an increasing weight wf represents pre-
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dominant uplink traffic that leads to lower total latency for C-Tarzan (since the re-

turn path is longer than the forward path). This implies that the tunnel length h of

Tarzan, which offers the same latency, decreases, and then AS decreases too.

As a final consideration, we observe that, until a certain level of cover traffic (cor-

responding to some d), it is advantageous to employ the C-Tarzan protocol, while

when this threshold is exceeded, Tarzan is more convenient. Moreover, in the con-

dition of increasing uplink traffic, this threshold also increases by making C-Tarzan

suitable within a higher range of cover traffic level.

Observe that lower values of d are desirable since they represent cover traffic in-

jected in the network. On the other hand, the reader might ask whether lower values

of d result in acceptable anonymity set size in absolute terms (in relative terms C-

Tarzan outperforms Tarzan). The response is affirmative, indeed as we discuss in the

sequel, the anonymity set increases exponentially with h and h′ . Then, with a small

increment of h′ , we are able to obtain a good anonymity set size still outperforming

Tarzan. Just an example, with d = 4 and h′ = 4, we obtain an anonymity set size of

about 100.

We conclude this section, by showing as the performances of C-Tarzan vary with

respect to Tarzan as h′ varies.

The plot in Figure 5.10 shows AS and AS ′ as h′ varies with two different values

of wf and d = 4.

As expected, AS ′ increases exponentially with h′ . Moreover, when h′ increases, h

increases too (to offer the same latency), and then also AS increases exponentially.

Observe that AS ′ with wf = 1.5 is essentially (modulo experimental error) the

same as AS ′ with wf = 1.9. Indeed, AS ′ does not depend on wf .

On the contrary, h depends on the total latency of Tarzan, which is equal to the

total latency of C-Tarzan that, in turn, depends on wf . Therefore, as wf increases, h

decreases and AS decreases too.

To conclude this section, in Figures 5.11, 5.12, and 5.13, we show the ratio be-

tween the anonymity set of Tarzan and C-Tarzan as h′ varies for different values of

wf and d.

According to the previous analysis, C-Tarzan outperforms Tarzan for low d and

for increasing wf . Regarding h′ , we observe a fluctuating behavior in which there are

some ranges of h in which there is an increasing trend of the ratio and other ranges

in which there is an opposite trend. This is due to a compensation effect between the

growth of the anonymity set size and the latency. In particular, for C-Tarzan, when h′

increases, AS ′ increases, and the total latency increases too. Anyway, in some ranges,

the increment of latency is limited. This leads to an increment of the tunnel length of
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Tarzan h that is not sufficient to obtain an anonymity set size AS which compensates

for the growth of AS ′ .

On the contrary, once h′ reaches a peak value, the effect of the growth of the

latency assumes a more relevant role by leading to values of h corresponding to

anonymity set size AS able to compensate for the growth of AS ′ .

As a final remark, observe that, in this analysis, we show the advantage of our ap-

proach just in terms of anonymity set size (under the same latency and cover traffic

level). Clearly, this advantage can be translated into an advantage in terms of latency

or cover traffic, by fixing the same anonymity set size for both protocols.
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5.7 Related Work

Anonymous Communication Networks (ACN) [284, 245] are networks in which

users are provided with anonymity services protecting their privacy. An ambitious

goal to achieve is to offer anonymity guarantees against passive eavesdroppers (in-

cluding a global adversary) and malicious participants. As stated in [71], to achieve

this goal, dummy traffic needs to be injected into the network to hide the actual

traffic.

In the literature, three main approaches leveraging dummy traffic are available.

The first is based on buses [124, 21, 296]. In this solution, a predetermined route

is used by the sender to anonymously communicate with the destination. However,
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this technique is not scalable on a large network, since it requires an Eulerian path

passing through all the nodes which leads to a prohibitive cost in terms of latency.

A second approach is represented by DC-Nets [58], which offer cryptographic

guarantees of anonymity, but they suffer from scalability problems as buses [245].

The third approach is represented by the mixnets [59, 158, 22] which, in general,

offers a lower latency with a price in terms of cover traffic.

Some recent mixnet proposals exist [158, 273, 223, 269]. Anyway, some draw-

backs should be taken into account.

For example, as recently stated in [6], the work proposed in [158] suffers from

very large communication overhead. Regarding [273], as stated by the authors them-

selves, the end-to-end latency is about 37 seconds, which may be too high for sev-

eral applications. Moreover, these approaches rely on a server-oriented architecture,

which is known to be less robust against possible attacks on the nodes of the route

(or their collusion) [243] and less scalable than P2P architecture [245].

Therefore, the state of the art of P2P approach for low-latency applications is

represented by Tarzan [98], which is a work with high impact in the (even current)

scientific literature.

Actually, another P2P mixnet proposal, less recent but adopted in practice, is I2P

[299]. However, it suffers from different vulnerabilities such as brute-force attacks

or timing attacks. Then, as reported on the official website (geti2p.net), the authors

suggest adopting some mitigations (e.g., constant-rate cover traffic) present in [98].

The work presented in this chapter strongly refers to [98], by proposing an ex-

tension improving Tarzan in the case of uplink-intensive applications. To the best

of our knowledge, no proposal outperforming Tarzan is available in the state of the

art. On the other hand, the considered domain is relevant. Indeed, uplink-intensive

applications are becoming more and more common in recent years [206, 289]. Some

examples of uplink-dominant applications are represented by M2M [197, 55], Indus-

trial IoT [164], and Wireless-Sensor-Network [77]. Furthermore, intrinsically, cloud-

based applications increase the uplink bandwidth demand with respect to tradi-

tional client-server applications [256].





Part II

Anonymous communication over an existing

application layer
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The protocols presented in Part I have the advantage of being independent of the

application layer implemented over them. However, they may require heavy infras-

tructural changes (e.g., the format of the packets) in the underlying network.

Furthermore, there are situations in which anonymity features have to be achieved

within applications offering other types of services.

For example, we can consider a social network providing all the traditional social

features along with anonymity services. Since these anonymity services may lever-

age these social features (e.g, communicating users do not know each other but share

some interests), they have to be delivered through the communication channels of-

fered by the social network itself (as currently happens in Facebook or Instagram).

In these cases, setting external anonymous communication channels is not practical

or is not possible at all.

Therefore, it is relevant to design anonymous communication protocols work-

ing only on specific application layers that require minimal network infrastructural

changes. This is precisely the purpose of this second part of the thesis.

We point out that by designing a protocol ad-hoc for a specific application layer,

we can obtain benefits in terms of performance by leveraging specific characteris-

tics of the application itself. For example, in Chapter 6, just a few asynchronous

messages have to be exchanged and latency is not a crucial issue. This allows us to

design a protocol in which cover traffic is reduced. It corresponds to a reduction

of CPU and bandwidth overhead required by users that often rely on smartphones

when using the services.

In this part, we propose two protocols.

The first is presented in Chapter 6. Therein, we present an anonymous commu-

nication protocol enabling three communication primitives within a social network.

The first primitive allows communication between an anonymous sender and an ex-

plicit recipient (possibly coinciding with the social network provider). The second

primitive enables the response to the first primitive. Finally, the last primitive en-

ables communication from an anonymous sender to an anonymous recipient. The
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strong point of this solution is that anonymity is achieved against a global adversary

able to observe the entire traffic of messages exchanged in the social network. Actu-

ally, it is a necessary condition to obtain a working solution, since the social network

provider represents a typical real-life example of a global adversary. An application

of this solution to the domain of proximity-based services is also provided.

Another anonymous protocol built over an existing application layer is presented

in Chapter 7. In this case, the application layer is MQTT and due to the low-energy

consumption requirements, it is crucial that the involved entities exchange messages

through this lightweight protocol without relying on external communication chan-

nels. In particular, our solution leverages the bridging mechanism natively offered

by MQTT to deploy a network enabling anonymous publishing/subscribing to top-

ics. The approach we follow is based on the Crowds protocol [230]. The experimen-

tal analysis performed shows that the overhead introduced by our approach with

respect to the standard MQTT is negligible considering the throughput and accept-

able considering the latency.
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Anonymous communication in Social networks

Several innovative applications could be advantageously placed within social networks, to

be effective, attractive, and pervasive. Examples of application domains that could bene-

fit from social networks are e-democracy, e-participation, online surveys, crowdsourcing,

and proximity-based services. In all the above cases, users’ anonymity could represent a

considerable added value or could be even necessary to develop the service. We observe

that all the above domains are characterized by the fact that only a few asynchronous

messages should be exchanged. Therefore, we do not need the full communication power

of anonymous communication networks, in which low-latency and connection-oriented

communication should be supported. On the other hand, unlike communication networks,

the threat model we have to consider assumes the presence of an adversary (represented by

an honest-but-curious social network provider) able to monitor the entire flow of the ex-

changed messages. In this chapter, we propose an anonymous communication protocol for

short communications in social networks, based on a collaborative approach. The results

of this approach are included in two research papers [37, 42].

6.1 Introduction

Social networks probably represent the most disrupting digital innovation of the

last twenty years. Different kinds of applications are nowadays implemented on top

of social networks. However, the power of social networks could be better exploited

in various application contexts, such as e-democracy, e-participation, online surveys,

crowdsourcing, proximity-based services, and so on. Often, in the above settings, the

communication should happen between anonymous users or between anonymous

users and explicit entities (possibly, the social network platform itself). Therefore,

anonymity is a necessary feature. The problem is not trivial. Indeed, the social net-

work provider should be seen, in a realistic threat model, as a global (at least) passive

adversary, able to monitor the whole flow of messages among users.
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The same threat occurs in the case of a data breach. Therefore, privacy is achieved

if not only the content of messages is protected against the adversary, but also the

communication itself.

An important point is that the above applications are characterized by the

common denominator that only a few asynchronous messages have to be anony-

mously exchanged. Therefore, we do not need the full communication power usu-

ally aimed in the domain of anonymous communication networks [245], supporting

low-latency and connection-oriented communication.

To the best of our knowledge, there exist a few proposals regarding anonymous

communication in social networks [203, 148]. However, [203] only deals with anony-

mous group communication and [148] does not provide sender anonymity against

the global passive adversary, which is the goal we pursue in this chapter.

Indeed, the aim of this chapter is to achieve communication anonymity (in the

case of short asynchronous messages) in social networks, against the global passive

adversary.

If we refer to existing centralized social networks, the only way to make commu-

nications anonymous against the social network provider is to require the collabora-

tion of social network users. This can be done by implementing an overlay network

over the application layer provided by the social network itself. Indeed, an alternate

approach based on a centralized party playing as an anonymizer, has very limited

effectiveness in our threat model, as shown in [276].

Therefore, an idea could be to translate into the domain of social networks one of

the P2P approaches used in communication networks to achieve anonymity against

the global passive adversary.

Existing P2P overlay network routing techniques resisting the global passive

adversary always require the inclusion of cover traffic (i.e., dummy traffic to hide

the actual messages) [71] and are based either on mixnets [98, 158, 23], or on buses

[124, 21, 296].

It is intuitive to understand that state-of-the-art mixnet-based approaches re-

quire a high amount of cover traffic, which, in our context, would result in band-

width and CPU overhead (thus also battery consumption) for social network users.

In the approach based on buses, anonymity is achieved by implementing routes

(either deterministic [124, 21] or non-deterministic [296]) independent of the in-

tended communication, which senders and receivers can opportunistically exploit.

With this approach, cover traffic is drastically reduced with respect to mixnets (at the

price of higher latency). Indeed, here, no mixing is adopted and the incoming (cover)

traffic, for each node, has exactly one 1-hop source, and each node can indifferently

play the role of the sender, recipient, or relay node. However, both deterministic (in
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which the fixed route is an Eulerian path passing through all the nodes) and non-

deterministic approaches (in which the latency highly increases with the number of

nodes) are unrealistic in scenarios with a huge number of nodes like social networks.

Actually, our approach uses the concept of fixed deterministic routes of buses to

minimize cover traffic. However, unlike buses, this mechanism is not used to hide

inside both senders and receivers. Indeed, we set two disjoint deterministic cyclic

routes to obtain, separately, the anonymity of senders and recipients. This allows us

to modulate the size of these predetermined cyclic routes to manage the trade-off

between privacy level and latency.

Recall that, we are in a specific situation in which no general-purpose connection-

oriented communication is required, but only the anonymous exchange of a few

short asynchronous messages. For example, in the field of proximity services, we can

accept that proximity tests are performed within an order of magnitude of minutes.

6.2 Background: Identity-based Encryption

Our protocol leverages the Identity-based Encryption (IBE) [56] to encrypt messages.

In this section, we provide some background notions about IBE.

IBE is a type of public-key encryption in which the public key of a user is rep-

resented by some unique information associated with the user’s identity. As we will

see next, in the configuration of our protocol, the identity of the user is composed

of the user’s name, surname, and email address. In IBE, each user may encrypt a

message for another user without requiring the public key to any external party, by

directly using the information associated with the identity of the other user.

Formally, an IBE scheme is composed of four algorithms:

Setup(k): it takes as input a security parameter k and outputs a master secret key

MSK and master public key MPK .

Extract(MPK , MSK , ID): it takes as input the master public key MPK , the master

secret key MSK , and a parameter ID representing the identity of a user. It outputs

a private key d associated with the user’s identity ID.

Encrypt(MPK , ID, M): it takes as input the master public key MPK , a parameter

ID representing the identity of a user, and a message M. It outputs a ciphertext C

intended for the user with identity ID.

Decrypt(MPK , C, d): it takes as input the master public key MPK , a ciphertext C,

and a private key d. It outputs the decryption M of the ciphertext C.

These four algorithms are used as follows.

A trusted third party, called Private Key Generator (PKG), is involved. Prelimi-

nary, in the setup phase, the PKG invokes Setup(k) to obtain MPK and MSK . MPK
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is provided to all the users and MSK is kept secret by PKG. A user U with identity

IDu , who wants to obtain a secret key associated with IDU , contacts the PKG, which

invokes Extract(MPK , MSK , IDU ) to obtain dU , and sends it to U . Clearly, the PKG

sends dU after verifying the identity of U , for example through the intervention of

an Identity Provider [229]. Suppose another user Y wants to send a message M to U

(whose identity IDU is known to Y ). Y has to invoke Encrypt(MPK , IDU , M) to ob-

tain the ciphertext C and then can send C to U . Eventually, U invokes Decrypt(MPK ,

C, dU ) to retrieve the message M. Observe that Y , during the encryption process,

does not interact with any party. This works in favor of anonymity.

In our protocol, we require that the adopted IBE scheme is anonymous. This

means that it is not possible from the ciphertext to retrieve the identity of the recip-

ient. The schemes [53, 33] satisfy our requirements.

6.3 The anonymity communication protocol

The aim of this section is to provide an anonymity communication protocol in social

networks implementing the following three communication primitives:

• P1: anonymous sending to an explicit recipient. This primitive is used by a

sender A who wants to remain anonymous when communicating with an ex-

plicit recipient B. The explicit recipient can also coincide with the social network

provider itself.

• P2: response from an explicit recipient to an anonymous sender. This primitive

is used by the explicit recipient B of Primitive P1 to respond to the anonymous

sender A by preserving the anonymity of A.

• P3: anonymous sending to an anonymous recipient. This primitive is used by

a sender A to communicate with a recipient B in such a way that both remain

anonymous. Observe that the response to this primitive can be obtained by in-

voking the primitive itself in the opposite direction.

The rest of this section is devoted to the provision of a concrete mechanism for

implementing them.

6.3.1 Identity management

In our solution, the way in which identities are managed is critical, because the goal

we pursue is anonymity. In this section, we treat this aspect, which is independent

of how anonymous communication primitives are implemented (which we describe

in Section 6.3.7).
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Each user is associated with two identities. The real identity RI of a user is com-

posed of three attributes: name, surname, and email address.

The SN identity SI of a user is obtained by applying a cryptographic hash function

hR to the real identity (i.e., SI = hR(RI)).

SN identities are used as identifiers in the social network. Therefore, the URL of

the profile of a user is derived from their SI.

We assume that a user A who knows B, also knows the real identity of B and,

thus, can retrieve their SN identity (needed for the communication) without lever-

aging SN. The autonomy of the sender in this task is necessary to maintain sender

anonymity.

However, this is not enough when encryption to achieve message confidentiality

is enabled. Indeed, as the preliminary symmetric-key exchange among all possible

pairs of users is not feasible, public-key encryption should be used. On the other

hand, even a PKI to manage public keys would threaten anonymity, when the ini-

tiator of a communication contacts the PKI to obtain the public key of the recipient.

To avoid this, we adopt an anonymous IBE (described in Section 6.2) defined on the

domain of the real identities. This way, a user A just has to know the name, sur-

name, and email address of the recipient B, to encrypt a message being sent to B,

without compromising sender anonymity when contacting the PKI. We observe that

the adoption of an anonymous IBE instead of a standard IBE is necessary in our

case. Indeed, in a standard IBE, the identity of the recipient is in plain text in the

encrypted message (this is not the case with anonymous IBEs). This would break

recipient anonymity.

To obtain the private key necessary to decrypt a message encrypted for a given

real identity ⟨N,S,E⟩ (name, surname, and email address), a user pretending to be

the recipient has to prove to the PKG that they control the email address E. This

could be done by sending a challenge to this email address, which the user has to

solve. Observe that this could be the classical confirmation email received when a

user registers with most online services. Clearly, this procedure is performed just

once in the set-up phase to obtain the IBE private key that will be used to decrypt all

the messages intended for the user.

The way in which SN identities are obtained allows us to have a one-to-one map-

ping between the real identity of the recipient and their profile in the social network,

provided that the email address of the real identity is kept under the control of the

legitimate user. To make the email account violation not dangerous for our system,

more secure proof should be provided to the PKG to demonstrate their real iden-

tity. In a concrete scenario, we could think of adopting a secure public digital iden-

tity system, like a system compliant with eIDAS regulation in the European Union
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[84], or a robust Self Sovereign Identity system [110], like that designed in the EBSI

framework [271].

For the sake of clarity, we detail the solution in the case of eIDAS-based identity

proof.

A user U with real identity RIU = ⟨NU ,SU ,EU ⟩ contacts the PKG to obtain a pri-

vate key associated with RIU . First, the PKG sends a random number C (challenge)

to the email address EU , which U turns back to PKG by proving their control on EU .

Furthermore, to prove the possession of NU and SU , an identity provider IP is

required, which is a trusted third party to which U is preliminarily registered by

means of an identification process with a high level of assurance. A typical iden-

tity system compliant with eIDAS leverages a federated authentication protocol like

SAMLv2, in which the service provider SP requests a valid signed assertion (embed-

ded in an authentication response) from the IP, proving the identity of the user. In

our case, the PKG would play the role of the service provider. The above consider-

ations allow us to conclude that, at least in the European Union, the identity man-

agement we consider in our solution could be concretely adopted at a high-security

level, by considering that eIDAS enforced the Member States to have an interopera-

ble digital identity system since 2016.

The flow of this authentication procedure is depicted in the sequence diagram

reported in Figure 6.1

PKG User U IP

Real Identity RIU

Challenge C to email address

C

Authentication Request

Authentication Request

Authentication Response

Authentication Response

IBE Private Key

Fig. 6.1: eIDAS-based authentication procedure with PKG to obtain the IBE private

key

To conclude, we recall that Primitive P1 allows the sender to communicate with

an explicit recipient, possibly coincident with the social network provider. In the for-

mal definition of such a primitive, given in Section 6.3.7, we pass as input the real
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identity of the recipient. Therefore, to allow anonymous sending to the social net-

work provider, we assume that also the social network provider has a real identity.

In practice, it simply means that it is registered with the PKG and that it obtains the

IBE private key to decrypt the messages intended for it. In this case, the real iden-

tity is not composed of a name, surname, and email address but it just consists of a

simple public string associated with the social network (e.g., the URL of the social

network).

6.3.2 Application domains

Anonymity is obtained through a cooperative approach, involving the users of SN.

The collaboration is considered a special feature of certain application domains,

each forming a collaboration community. The users of each community require

anonymity when a certain type of service is delivered.

The formal definition of application domain is the following.

Definition 6.1. An application domain A is a tuple ⟨IDA,NA, kA⟩, where IDA ⊆N is a

finite set of the SN identities of the involved users, NA represents the cardinality of IDA,

and kA ∈N+ is said privacy level.

The meaning of the privacy level regards the objective of our protocol, which

is anonymity. Anonymity regards the sender and recipient of a message (thus also

relationship) and is reached by requiring a sufficient degree of uncertainty.

Given an application domain A, the privacy level kA represents just the obtained

degree of uncertainty, in the sense that the adversary can identify an item (sender or

recipient) with a probability not greater than 1
kA

.

As introduced earlier, we are considering services in which anonymous commu-

nication between users or between users and SN is required. Observe that, even with

robust anonymous communication primitives, the knowledge that some users are

more likely to communicate between themselves rather than with other users, would

lead to a break of anonymity anyway.

Therefore, we say that an application domain is well-formed if, from the point

of view of an adversary attempting to break anonymity, all the users have the same

probability to communicate between them or with SN.

To achieve this feature, the building process of the application domains has to

take into account the type of delivered service and the background knowledge of

the adversary (possibly, SN itself) about the users leveraging such a service.

For example, if, for the specific application, the geographical location (e.g., the

IP zone) is a quasi-identifier, then the domain has to be identified on the basis of

geographical information. Consider the case of a national survey not requiring more
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specific geographical information. We expect that the domain can include only pro-

files belonging to the national territory. In general, depending on the application,

privacy guarantees are achieved by taking into account different constraints, possi-

bly leveraging privacy notions like l-diversity [178] and t-closeness [169].

From now on, we assume that the application domains are well-formed.

6.3.3 The ring schema

In this section, we describe the structural elements of the model on which the solu-

tion relies.

We start with the definition of ring schema.

Definition 6.2. Given an application domain A = ⟨IDA,NA, kA⟩, a number nA such that

nA = α ·kA (for any α ∈N+), and the set DA = {0, . . . ,nA−1}, the (α-)ring schema (of A) is

the set of the equivalence classes each containing all the elements of DA congruent modulo

α. Each class is called (α-)ring (of A). A ring is identified by the canonical representative

of the equivalence class. Given an element x ∈ DA, we denoted by ring(x) (with ring(x) ∈

DA) the canonical representative of the ring to which x belongs. The elements of a ring are

called nodes.

It is easy to see that the cardinality of an α-ring schema is α and that the identifiers of

the classes are 0,1, . . . ,α − 1. Moreover, all the classes are of cardinality kA. Observe

that the ring schema is completely defined by the parameters NA, kA, and α. The

parameters of the adopted ring schema are notified to all the users of the application

domain.

Example 6.3. An example of ring schema for α = 2 and kA = 5 (then nA = 10) is

reported in Figure 6.2. Therein, being α = 2, we have 2 rings (i.e., ring 0 and ring 1)

each including kA = 5 nodes. Moreover, for example, ring(2) = 0 and ring(9) = 1.

Fig. 6.2: Ring schema for α = 2 and kA = 5
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From now on, throughout the chapter, assume given an application domain A =

⟨IDA, NA, kA⟩ and its α-ring schema, for a given α.

The ring schema is the basic notion of our solution, because it allows us to iden-

tify a topological structure suitable to support a cover-message-based mechanism

which hides senders and recipients through the mutual collaboration of the users of

the application domain. To do this, the so far abstract nodes of rings have to be as-

sociated with users of the domain. This is done by uniformly mapping (through a

classical hash function h) the set of SN identities of a domain IDA to the set of nodes

in DA.

Definition 6.4. A user mapping on the α-ring schema of A is any function h : IDA→DA

such that the probability that h(SIX ) = h(SIY ) (for each SIX ,SIY ∈ IDA, such that SIX ,

SIY ) follows the uniform distribution.

From now on, we consider, as a user mapping, the hash function h such that

h(SIX ) = SIX mod nA, for each SIX ∈ IDA. It is well known that this function allows

us to fulfill the condition required by Definition 6.4. However, a different user map-

ping could be adopted, also by taking into account possible specific characteristics

of the set IDA.

Also, the user mapping is notified to the users.

Example 6.5. By referring to Example 6.3 (in which α = 2, kA = 5), suppose NA = 5

and IDA = {17,15,38,11,27}. The users (whose SIs are in IDA) will be mapped to the

nodes of the ring 0 and ring 1, as depicted in Figure 6.3.

The users with SIs 17 and 27 are mapped to node 7, the user with SI 15 is mapped

to node 5, the user with SI 38 is mapped to node 8, and the user with SI 11 is mapped

to node 1. The other nodes are not associated with any user.

Fig. 6.3: Example of user mapping.

We introduce now another notion, allowing us to characterize each ring as a sort

of virtual cyclic circuit (thus motivating the name we choose for the rings).
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Definition 6.6. we define the function fA : DA→DA such that fA(x) = x+α mod nA.

Example 6.7. By referring again to Example 6.3, fA(2) = 2+2 mod 10 = 4, fA(3) = 3+2

mod 10 = 5, and fA(8) = 8 + 2 mod 10 = 0

On the basis of both the function fA and the user mapping, the rings represent

virtual cyclic circuits of groups of users. In other words, if the ring v0 is {v0, . . . , vkA−1},

where vi < vj for 0 ≤ i < j ≤ kA − 1, then fA(vi) = vi+1, for each 0 ≤ i < kA − 1 and

fA(vkA−1) = v0. Moreover, with each vi (0 ≤ i ≤ kA − 1), a set of users, identifiable

by reversing the function h, is associated. The multiplicity of users associated with

nodes has the scope to give redundancy to these virtual cyclic circuits (as we better

explain in the next subsection). Observe that, through the user mapping, each user

belongs to exactly one node in a ring of a given domain.

The user mapping is not materialized by the users. As we will see later, they just

could need to compute some of its values. Instead, SN stores a hash table H (based

on h) materializing the user mapping in such a way that if a user requires to know

the group of SN identities mapped to a given node v of a ring, then SN can efficiently

provide the correct answer just by accessing the hash table at the index v.

Example 6.8. The hash table referred to the user mapping of Example 6.5 is depicted

in Figure 6.4.

Fig. 6.4: Example of hash table referred to the user mapping in Figure 6.3

Therefore, a user, starting from the knowledge of a given SI, say SIX , can de-

termine which is the node associated with this SI just by computing h(SIX ). Then,

they can calculate the entire sequence of nodes of the ring (for example, the node at

distance j from the node in which SIX is mapped is obtained as f j
A(h(SIX ))) and can

retrieve from SN the list of SIs associated with any node of the ring. We can assume

that each user always knows the SIs associated with each node of the ring to which

the user belongs. Moreover, for each of these SIs, the user knows also their public

keys.
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This information, i.e., the set of pairs (SI-public key), is called configuration of the

ring. Any change in the configuration of the ring is communicated by SN to all the

users of the ring, as we will see in Section 6.3.5.

6.3.4 Redundancy

The ring model so far presented implicitly assumes that all the users mapped by the

hash function h to a ring are alive and collaborative. Under this assumption, kA ac-

tually represents the guaranteed privacy (i.e., anonymity) level, as a ring represents

the anonymity set of a sender or a recipient. As this assumption is not realistic, in

this section, we relax it. Specifically, we show how to include into the ring the right

level of redundancy to guarantee a given level of anonymity. Being the problem we

are considering inherently probabilistic, we give to the term guarantee a probabilistic

meaning. Therefore, we set a (suitably high) probability threshold τ , and we say that

an event is sufficiently guaranteed if it occurs with a probability not below τ .

Moreover, we assume that, if we pick a user, the probability that they are alive

and collaborative is p.

It can be realized that the probability that at least one of r users is alive and

collaborative is 1 − (1 − p)r (corresponding to the probability of the complementary

event that all the r users are not available). This supports the following definition.

Definition 6.9. We define the redundancy level of A, denoted by rA, as the minimum

value r such that 1− (1− p)rA ≥ τ (i.e., it is sufficiently guaranteed that at least one of rA

users is alive and collaborative).

The redundancy level is useful to introduce another definition, which takes into

account the distribution of the users over the ring. The aim is to represent the fact

that a given ring schema offers a level of privacy not below kA.

Definition 6.10. We say that the α-ring schema is τ-safe with respect to a given user

mapping h, if for each α-ring y (0 ≤ y ≤ α − 1), |{x ∈ IDA : ring(h(x)) = y}| ≥ kA · rA.

It is easy to see that if the α-ring schema is τ-safe, for any α-ring, it is sufficiently

guaranteed that the ring includes at least kA users alive and collaborative. Therefore,

the ring can play the role of anonymity set with privacy level kA. The value kA · rA is

called kA-anonymity threshold.

Example 6.11. Suppose p = 0.99 and τ = 0.999. The redundancy level (see Definition

6.9) is rA = 1.5. It is easy to see that the ring schema with the users mapped as in

Figure 6.3 is not τ-safe since the anonymity threshold is 5 ·1.5 = 7.5. Indeed, the ring

0 has just 1 user, and the ring 1 has just 4 users. An example of ring schema τ-safe

is reported in Figure 6.5. Here, NA = 19, kA = 5 and α = 2.
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Fig. 6.5: Ring schema τ-safe.

6.3.5 System update

The previous definitions do not take into account possible updates regarding an

application domain. Updates, which are joins and leaves of users, can be managed

as follows.

User Join. When a new user U with real identity RIU joins the application domain

A, an SI SIU = hR(RIU ) is assigned to this user, and it suffices for SN to include the

new user in the hash table H at the index h(SIU ). As this addition cannot threaten

the number of expected users alive in the affected ring (i.e., the ring including the

node h(SIU )), the join does not impact the ring schema.

The new SI SIU and the public key of U are included in the new configuration of

the ring. The new configuration is notified, through SN, to all users in the affected

ring.

No further action is required.

Example 6.12. We take the ring schema of Figure 6.5. If the user U with SIU = 84

joins the application domain, then SIU is simply mapped to the node 4. The resulting

τ-safe ring schema is reported in Figure 6.6

Fig. 6.6: Ring schema after the join of the user with SI 84.

User Leave. When a user U with SN identifier SIU leaves the application domain A,

SN has to remove the user from the hash table H , at the index h(SIU ). The number
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of users is obviously updated as N ′A = NA − 1. Similarly to the case of join, the users

of the affected ring are notified about the changes that occurred in the ring, in such

a way that the local information about the configuration of the ring is kept coherent.

However, the event might threaten the fact that the ring schema is τ-safe. In this case,

as the ring goes below the kA-anonymity threshold, we have to restore the τ-safety

property by changing the hash function h. This is done by properly decreasing nA.

Therefore, SN finds α′ < α (and, then, n′A < nA) such that, for each α′-ring y (0 ≤ y ≤

α′−1), |{x ∈ IDA : ring(h(x)) = y}| ≥ kA ·rA. This implies that SN has to redistribute the

users in the new hash table (of size n′A = α′ · kA), with computational cost O(N ′A). SN

has to notify all users in the domain the updated parameters of the ring schema (i.e.,

N ′A and α′) and the new ring configuration. No computation overhead is required

user-side.

Example 6.13. Consider the ring schema of Figure 6.6. With rA = 1.5, the kA-anonymity

threshold is 5 · 1.5 = 7.5 and both the rings 0 and 1 have a number of users alive ex-

ceeding this threshold.

Suppose the user with SI 29 leaves the ring 1. In this case, the ring 1 will have

7 < 7.5 users. The value of nA has to be decreased. The only possibility is to choose

α′ = 1 and n′A = kA = 5. The new ring schema is reported in Figure 6.7

Fig. 6.7: New ring schema after the user with SI 29 leaves the ring 1 of Figure 6.5

Even though the worst case for leaves triggers a server-side (albeit linear, in the

number of users) computational overhead, we can argue that, in real-life cases, com-

munities tend to grow, or, at worst, joins and leaves are balanced. Therefore, with

proper "safety margins" applied to the set value of α, the above worst case happens

very rarely. Observe that also the growth of the number of users might trigger the

resizing of the hash table even though this is not necessary for the correctness of the

ring schema. Indeed, it could be opportune not to have rings with an actual privacy

level much higher than the required value.
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Finally, concerning system updates, one could think that drastic changes in the

system not corresponding to changes in the communication characteristics can en-

able classical intersection attacks, thus breaking anonymity. However, this is not the

case, because we only consider short communications, whose lifetime is certainly

much less than the lifetime of the ring structure.

6.3.6 Cover-message mechanism

At this point, we describe the cover-message mechanism mentioned earlier, which is

the basis of the anonymity services provided by our solution.

Consider a ring {v0, . . .vkA−1}. With a certain rationale, we choose rA users belong-

ing to the nodes of the ring responsible for maintaining the circulation of dummy

messages called tokens. rA is the value that determines the kA-anonymity threshold

(i.e., kA · rA). Therefore, it is sufficiently guaranteed that at least one responsible user

is alive. Now, we define how the token is built. It is a fixed-length message with

three fields: ⟨M̄, D̄,B⟩, where M̄ is a message possibly encrypted, D̄ is an encrypted

SN identity, B is a bit indicating if the token is empty (B = 0) or filled (B = 1). Observe

that M̄ may also include a dummy message.

The exact meaning of the above fields will be clarified below with the description

of the communication primitives. Each token turns in the ring in which it has been

generated, by crossing, for each node, any alive user associated with this node. This is

done according to the increasing value of the corresponding SIs. To formally describe

the above mechanism, we need the following definition, introducing the notion of

next live user for a given user in a ring.

Definition 6.14. Given a node v of a ring with at least one live user, we denote by f irst(v)

the lowest SI associated with v and by last(v) the highest SI associated with v. The

closeness between two live users with SIs SIX and SIY belonging to a ring (denoted by

closenessA(SIX ,SIY )), is recursively defined as follows:

• closenessA(SIX ,SIY ) = 0, if SIX = SIY ;

• closenessA(SIX ,SIY ) = |{SIZ ∈ IDA | SIZ , SIX is alive,h(SIZ ) = h(SIX ),SIX ≤ SIZ ≤

SIY }|, if h(SIX ) = h(SIY ) and SIX < SIY ;

• closenessA(SIX ,SIY ) = closenessA(SIX , last (h(SIX )))+closenessA (f irst(h(SIY )),SIY )+

j · (NA − 1) for the least j > 0 such that f j
A(h(SIX )) = h(SIY ), otherwise.

We define the function nextA : IDA → IDA as follows. For any user X alive with SN

identity SIX , nextA(SIX ) is the SN identity SIY of the user Y (alive) of the ring such that

SIX , SIY and the closeness between SIX and SIY is minimum.

In words, the next user of a user with SN identity SIX is the first ,live user who

is encountered by moving first in the node of the ring h(SIX ) in the direction of
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increasing SIs, and then (if there is no live user in h(SIX ) with SI higher than SIX ) to

the closest node according to the function fA with live users and, therein, by taking

the user with the lowest SI.

According to Definition 6.14, the token is sent by a live user with SN identity

SIX who received it to the user with SN identity nextA(SIX ), and proceeds in the ring

with the same rule. Therefore, it is not sure that the token moves from the node vi

to the next node fA(vi), because a jump is possible (in the case no live user is present

in the node fA(vi)).

At each hop, the token is encrypted by the current user with the public key of

the next user. Thus, an external eavesdropper cannot distinguish an empty token

from a filled token. For efficiency reasons, the token is encrypted with a symmetric

on-the-fly key which is, in turn, encrypted with a public key and sent along with the

token. When a node receives the token, first it decrypts the symmetric key and then

the token. For the sake of presentation, from now on, when we refer to public-key

encryption, we mean the above procedure.

In Figure 6.8, an example of a route fragment followed by a token is depicted. In

the figure, we highlight only 4 nodes of a ring, each composed of 3 users (in general,

this number could vary among nodes). Green circles represent live users, while red

circles denote non-live users. The token turns in the ring according to the function

next of Definition 6.14.

Fig. 6.8: Example of a fragment of the route of a token in a ring.

Periodically, SN publishes a cross-domain random R ∈N+, with a certain round-

ing protocol obtained through a PRNG verifiable by the users. R, implicitly identifies

a user per ring, called bridge user, as follows. To identify the bridge user of their ring,
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a user with SN identity SIX has to find the live user with the lowest SI belonging to

the node f
j
A(vy), such that j ≥ 0 is the minimum value and at least one live user is

in f
j
A(vy) and vy = ring(h(SIX )) + R · α mod nA. Observe that all the nodes of a ring

identify the same bridge user. The bridge user is responsible for sending the mes-

sages outside the ring (playing the role of exit user) or for injecting into the ring the

messages coming from outside (playing the role of entry user) as explained in the

next section.

6.3.7 Communication primitives

At this point, we are ready to formally define the communication primitives sup-

porting privacy-preserving services. We have three primitives, defined as follows.

• P1: anonymous sending to explicit recipient. This primitive is invoked by a

user U and receives as input a message M and a real identity RID . The message

M (possibly encrypted) is forwarded from U to the user D with real identity RID

by keeping U anonymous.

U knows the SN identity SIX and the public key P KX of the bridge user X of the

ring in which U is located. In this primitive, we say that X plays the role of exit

user.

First, U derives the SN identity SID associated with RID i.e., SID = hR(RID ). Ob-

serve that this operation does not involve SN, so the anonymity of U is not com-

promised.

Then, U waits for the earliest empty token of the ring (recall that a user, when

receives a token, has to decrypt it to decide if forwarding or processing it, be-

cause the token is encrypted with its public key) and fills its fields ⟨M̄, D̄,B⟩ as

follows: M̄ = M, D̄ = E(P KX ,SID ) (i.e., the encryption for the bridge user X of the

SN identity of the destination D), B = 1 (that represents the fact that the token is

filled).

We denote by T the so-obtained token. Now, U encrypts the filled token T with

the public key of the user Z with SN identity SIZ = nextA(SIU ). Then, the token

is sent to Z. The token turns in the ring until the user X, who is the only user

able to decrypt D̄, thus obtaining SID .

At this point, X forwards M to SID .

Finally, X sets B to 0 and M̄, D̄ to random values and forwards the token in the

ring to the user with SI equal to nextA(SIX ).

• P2: response from an explicit recipient to an anonymous sender. This primi-

tive is invoked by the destination D of Primitive P1 to reply to the sender U in

such a way that the latter remains anonymous. The primitive receives as input a
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message R (possibly encrypted). In addition, we assume as implicit input the SN

identity SIX of the bridge user X acting as exit user in Primitive P1.

First, D sends R to X.

X injects the response in the ring just by waiting for the earliest empty token

and filling it with R. In this case, M̄ = R, B = 1, and D̄ remains undefined. Then,

the filled token turns in the ring until U receives R. This is the actual recipient

of the response. U does not empty the token and just forwards it. This operation

is done by X (for security reasons, as discussed in Section 6.6) when the token

reaches them again by setting B to 0 (and the other fields to random values) and

by further forwarding the token in the ring.

• P3: anonymous sending to an anonymous recipient. This primitive is invoked

by a user U and receives as input a message M and a ring identifier vk . The

message M (possibly encrypted) is forwarded from U to a user D with SN iden-

tity SID such that vk = ring(h(SID )), in such a way that both U and D remain

anonymous.

We denote by X the bridge user, with SN identity SIX and public key P KX , of the

ring in which U is located.

As in Primitive P1, U waits for the earliest empty token of the ring and fills it by

setting its fields ⟨M̄, D̄,B⟩ as follows: M̄ = M, D̄ = E(P KX ,vk), B = 1 (representing

the fact that the token is filled).

The token turns in the ring until the user X, who retrieves vk .

At this point, through the collaboration of SN, X identifies the bridge user Y of

the ring vk and forwards M to Y .

Finally, Y injects the message in the ring as in Primitive P2, thus eventually

reaching the actual destination D. As for Primitive P2, D does not empty the

token, which will be emptied by Y .

Observe that a possible reply of D to the message M sent by U can be done by

using the same primitive.

6.4 Comparison with other approaches

After presenting the anonymous protocol, we show, in this section, that the defini-

tion of a new specific protocol represents actually an added value. In other words, by

considering the attempt to apply existing approaches taken from the field of anony-

mous communication networks, we show why design an original anonymous routing

protocol tailored to the considered scenario.
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As mentioned in the introduction, there are two possible approaches in the litera-

ture that can be used to obtain communication anonymity against the global passive

adversary: buses [124, 21, 296] and mixnets [98, 59].

In deterministic buses [124, 21], the route is a path involving all the nodes of

the network. This results in intolerable latency when, as in the case of social net-

works, the number of nodes is huge. Consider that, given an application domain

⟨IDA,NA, kA⟩, for our method, the latency time is Ω(kA), while for deterministic

buses it is Ω(NA). In real-life applications, we expect that NA≫ kA. Coherently with

the experiments shown in Section 6.5.3, any single hop of communication takes a

time of order of magnitude 10−1 seconds. Therefore, for a realistic domain of just

104 users, the latency time for a given message communication is 103 seconds, which

is not acceptable for the considered applications (e.g., proximity testing). Our ap-

proach allows us to modulate the cardinality of the anonymity sets in order to find a

good trade-off between privacy and latency, independently of the size of the appli-

cation domain. As shown in Section 6.5.3, for a good privacy level (i.e., the cardinal-

ity of the anonymity sets) of 102 users, we obtain times of the order of magnitude

of minute for a worst-case anonymous communication (including a number of ex-

changed messages).

Consider now non-deterministic buses [296]. This technique leads to very high

latency times, as analytically highlighted in the paper itself. Indeed, the delivery

time follows an equation of the form K1(
1−( n−2

n−1 )K2
) , where K1 and K2 are suitable con-

stants and n is the number of nodes of the network, meaning that, for large values

of n, we have huge latency time. Indeed, the simulation conducted in [296], which

does not take into account the emulation over social networks, in a network with

only 2048 nodes (and thus a maximum privacy level of the order of magnitude 103)

produces an average latency time of 20 minutes.

Regarding mixnets, we adopt a simplified yet general model extracted from [98],

in which bi-directional cover traffic over any link of the overlay network is enabled

(this is necessary to hide communications from the global passive adversary). The

idea is to obtain the anonymity set by mixing the traffic at each hop of the communi-

cation and by hiding the real traffic inside the cover traffic. This fan-out mechanism

allows us to obtain that the cardinality of the anonymity set increases exponentially

with the length of the communication path. In Figure 6.9, we represent a simple

mixnet with a degree mixing 2 (i.e., the messages of 2 senders are mixed into a re-

ceiver at each step). This way, for a communication path of length l, the anonymity

set resulting from the knowledge of a given receiver, has cardinality 2l . However,

to obtain this level of uncertainty, as clearly stated in [98], bi-directional cover traf-

fic should be injected, over all the links of the network. For simplicity, we assume
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Fig. 6.9: Mixnet with n = 4 and m = 2.

.

that cover traffic is injected at a constant rate so that the amount of traffic can be

represented just by the number of links in which it is injected. Let denote by m the

mixing degree and by n the number of nodes participating in the mixnet. Note that,

to achieve exponential growth of anonymity degree with the number of hops, we

require that the mixing always involves new nodes, as depicted in Figure 6.9.

Hence, the number of links allowing us to protect the communication among n

nodes is (m+ 1) ·n as the degree of each node is m+ 1. For example, in Figure 6.9, the

total number of links is 12 = 4 ·3, where n = 4 and m = 2 and the degree of each node

is 3. As cover traffic is bi-directional, the estimation of the total amount of cover

traffic is 2 · (m+ 1) ·n. This means that the minimum required cover traffic is 6 ·n, as,

to enable the fan-out mechanism, m ≥ 2 should hold.

In our approach, cover traffic corresponds just to tokens 1-directionally turning

in the rings. Therefore, the number of links is exactly n, which is the measure we

can use to represent the total amount of cover traffic. Moreover, when m is fixed to

the minimum value, we reduce cover traffic of a multiplicative factor equal to 6. For

higher values of m, the advantage increases.

Regarding communication latency, we can say that, to achieve the same privacy

level kA in the mixnet, we have to set l = logmkA. Therefore, at the same privacy

level kA, the length of the communication path of our method is kA, while the (av-

erage) length of the mixnet tunnel is logmkA. Therefore, the advantage we obtain

in terms of cover traffic has a price in terms of communication latency. However,

this is not critical for our application domains in which no low-latency connection-

oriented communication should be supported. Indeed, Section 6.5.3 shows that the
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privacy-preserving services implemented on top of our anonymous communication

protocols are performed in a reasonable amount of time.

6.5 Application to the proximity-based services: Prototype and

Experiments

The protocol described in this chapter was applied in [42] to the domain of proximity-

based services [181].

In this section, we describe the prototype we developed to validate our protocol.

In particular, this prototype implements a service called KN-Service and described

in [42]. This service leverages the three communication primitives described in Sec-

tion 6.3.7.

We start by introducing the KN-Service.

6.5.1 KN-Service

The details about this service can be found in [42] and are outside the scope of this

thesis. In this section, we describe just the interface of this service.

The KN-service (standing for known nearby service) is a service aimed to test the

proximity of users who know each other. Roughly, we provide the privacy features

to a service similar to Facebook Nearby Friends.

In particular, we consider two users knowing each other and want to discover

reciprocally if they are in proximity. The test is symmetric. This means that if a user

X discovers the proximity of another user Y , then Y discovers the proximity of X.

To perform this test, some anonymous communications have to be performed on

the social network. In particular, we need user-to-user communications (Primitive

P3) and user-to-SN communications (Primitive P2).

6.5.2 Prototype

To both show the applicability of the proposed protocol and to validate it by experi-

ments, we provide a prototype of a plug-in implementing the KN-Service. In princi-

ple, this plug-in could be integrated into any existing social network. This prototype

is available on https://github.com/vincenzodeangelisrc/KN-Service_UNIRC.

It is implemented in JAVA and uses the WebSocket technology [96] that offers

full-duplex communication channels between a server and a client. It is used for

real-time applications such as chats and real-time games.

The data are exchanged in JSON format.
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The plug-in includes two modules: (1) a server-side module to integrate back-

end functions of our protocol into the social network and (2) a client-side module to

integrate client-side functions into the social-network app of the user.

The server-side module implements the ring mechanism presented in Section

6.3. Specifically, the client app forwards the token to its next in the ring through

the server. This module also includes the data structures necessary to detect the

proximity between two users and to notify them.

The client-side module allows the client to receive a token, fill it (if empty), and

forward it to the next client. The module also implements the role of the proxy node

that empties the tokens and forwards them into the ring. To test the performance,

this module includes several parameters to simulate the activity of more users, the

cells in which they are located, the number of proximity tests to perform, and so on.

6.5.3 Experiments

By using the prototype described in the previous section, we performed an experi-

mental evaluation of the proposed solution. We consider, as a metric of our analysis,

the total time required to obtain the result of a proximity test in the KN-service.

Unlike experiments presented in [38, 41], we do not rely on the API of any spe-

cific social network and implement from scratch the prototype. This better simulates

a real-life implementation of the proposal, which would require, as done in our pro-

totype, the presence of a back-end module also to support quick communication

between client and server. Moreover, this way, our prototype could be integrated

into every existing social network, provided that our server-side module is imported

from it.

In this analysis, we included hash computations, public-key encryptions, symmetric-

key encryptions, xoring, and all the operations required by the service. Furthermore,

to obtain realistic results, the server and the clients are remotely connected through

the Internet (with a ping time of about 50 ms). Observe that, in the available social

networks, lower ping times can be obtained, such as for Facebook (30 ms). Then,

the actual performance of our solution, in a real-life implementation, might be also

better than those experimented through this simulation.

The clients are simulated through threads running on PCs equipped with i7-

8550U CPU (1.80GHz) and 16 GB of RAM. The server-side module is run on a PC

equipped with i7-6500U CPU (2.50GHz) and 12 GB of RAM.

As discussed in [42], the worst case corresponds to a successful proximity test.

Therefore, we measured the time elapsed between the instant in which a user starts

the test and the instant in which the same user receives the ephemeral confirmation
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from the other user. To be precise, we consider, in the analysis, also the time a user

has to wait before receiving the first empty token to start the proximity test.

The main parameters affecting the performance of our solution are three.

The first is the privacy level kA. Indeed, the more users are in the ring, the higher

the time required for the messages to exit from the ring or to reach the destination.

The second parameter is the number of tokens NT circulating in the ring. Indeed,

the more tokens, the higher the probability that a user receives an empty token (and

then that they can transmit).

Finally, the last parameter measures the activity of the user in the ring. Indeed, if

users send messages very often, then the percentage of available tokens for any user

is reduced, and the total time they have to wait to receive the result is reduced too.

Regarding the latter parameter, to have a controllable environment, we define an

activity level σ ∈ [0,1). It represents the probability that, at each turn of the ring, a

given token is empty or filled. In particular, the proxy, with probability σ , sets each

token filled, so that it cannot be used by other users.

At this point, we evaluate the performance of our protocol as the above three

parameters vary.

The results are represented in Figures 6.10, 6.11, 6.12. Therein, we show as the

total time required to perform a proximity test varies as the privacy level kA varies.

We consider kA ∈ [40,100].

Each figure includes three plots, each associated with a different number of to-

kens (NT = 1,5,10) circulating in the rings.

Finally, the three figures differ in terms of activity level. Specifically, we consider

three activity levels 0,0.25,0.5 for the Figures 6.10, 6.11, 6.12, respectively.
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Fig. 6.10: Total proximity-testing time vs privacy level with σ = 0.
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Fig. 6.11: Total proximity-testing time vs privacy level with σ = 0.25.
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Fig. 6.12: Total proximity-testing time vs privacy level with σ = 0.50.

As a first consideration, observe that, for all the possible configurations of kA,σ ,NT ,

the time of a proximity test results acceptable (the worst result corresponds to

k = 100,NT = 1,σ = 0.5 that leads to a total time of about 90 seconds).

As expected, the total time increases with kA (we observe an almost linear

growth). Furthermore, the total time decreases with NT even though (regardless of

the traffic conditions) no significant difference exists between the case with NT = 5

and the case with NT = 10. Observe that an increase of NT results in bandwidth

waste and energy consumption for the devices (since they have to process more to-

kens). Therefore, NT = 5 can represent a good choice that leads to a total time of

about 30− 40 seconds with k = 100 and any σ .

Finally, the total time increases as the activity level σ increases. Anyway, this

effect is more evident when NT = 1 and less relevant for NT = 5 and NT = 10. This
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confirms that NT = 5 allows us to obtain good performance independently of the

activity of the users (in the considered range).

To better highlight the performance of our solution in a realistic scenario, we

report in Figure 6.13 the total time of a proximity test with a high privacy level

(kA = 80) for NT = 5,10 and σ = 0,0.25,0.5.
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Fig. 6.13: Total proximity-testing time with kA = 80.

We note that the total time is in the range of 25−35 seconds and is almost stable

when σ varies.

6.6 Security analysis

In this section, we provide the security analysis of our solution. We start by defining

the threat model TM. We introduce the following assumptions:

• A1: The application domains are well-formed.

• A2: The applied α-ring schema is τ-safe (with respect to a given user mapping

h).

A1 can be obtained as discussed in [42]. A2 is guaranteed by ring schema updat-

ing 6.3.5. We recall that A2 implies that for each α-ring, it is sufficiently guaranteed

that at least kA users are alive and collaborative.

Adversary Model. We consider as an adversary the social network provider SN. It is

honest but curious in the sense that it legally performs the steps of the protocol, but

attempts to break the anonymity of the user victim.
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Observe that SN acts as a global passive adversary able to monitor the entire flow

of messages exchanged between users. The proposed protocol offers anonymity in

this severe adversary model.

The next three Theorems show how the three Primitives of Section 6.3 guarantee

anonymity.

Theorem 6.15. A user U invoking P1 can be identified with probability not greater than
1
kA

(sender anonymity).

Proof. Since the token has a fixed size and changes hop-by-hop due to encryption,

U cannot be identified as the sender when filling the token. Therefore, the only way

for the adversary to identify that U is the sender is to detect a possible transition

empty/filled or filled/empty of a token in another point of the ring and try to draw

some information starting from this observation.

The only point of the ring from which the adversary can draw such information is

the bridge user, say X. Indeed, this is the only point of the ring in which the possible

transition empty/filled or filled/empty of a token could be in principle related to the

observable incoming or outcoming traffic in/from the bridge. Transitions occurring

at other points are not identifiable.

Therefore, we have to consider the following two cases (they are the only cases

potentially helpful for the adversary). Either (1) the adversary observes incoming

traffic in X (i.e., X may play the role of entry user), or (2) the adversary observes

outcoming traffic from X (i.e., X plays the role of exit user). In case (1), two alterna-

tives are possible. Either (1).a X actually injects a token into the ring by inserting the

message coming from outside, or (1).b X empties a token circulating in the ring as

the final step of Primitive P2 or P3, and then X cannot process the incoming traffic.

In case (1).a, the token cannot be filled by U , therefore we are not in the case of the

hypothesis. Consider now case (1).b. The adversary knows that the token injected by

X is empty. Two cases may hold. Either (1).b.1, i.e., the token, after a turn, reaches

X still empty, or (1).b.2, i.e., the token, after a turn, reaches X filled. The adversary

may understand which of the above cases ((1).b.1 or (1).b.2) occurs, just by observing

if outcoming traffic arises from the arrival of the token (i.e., X, after the turn, plays

the role of exit user). In the positive case, we are in case (1).b.2, otherwise, we are

in case (1).b.1. In the latter case, no sender is involved and we are not in the case

of the hypothesis. In case (1).b.2, a sender (possibly, U ) filled the token somewhere

during the turn. But, due to Assumptions A1 and A2, the adversary cannot identify

the sender with probability greater than 1
kA

.

In case (2) (i.e., X plays the role of exit user), the adversary can infer that the

token injected by X into the ring is empty. Two cases may hold. Either (2).a, i.e.,
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the token, after a turn, reaches X still empty, or (2).b, i.e., the token, after a turn,

reaches X filled. The adversary may understand which of the above cases ((2).a or

(2).b) occurs, just by observing if outcoming traffic arises from the arrival of the

token (i.e., X, after the turn, plays again the role of exit user). In the positive case,

we are in case (2).b, otherwise, we are in case (2).a. In the latter case, no sender is

involved in this turn and we are not in the case of the hypothesis. In case (2).b, a

sender (possibly, U ) had filled the token somewhere during the turn. But, due to the

assumptions, the adversary cannot identify the sender with probability greater than
1
kA

. The proof is then concluded.

Theorem 6.16. A user U receiving a message through Primitive P2 (as a response to

Primitive P1) can be identified with probability not greater than 1
kA

(recipient anonymity).

Proof.

This proof follows a similar reasoning to the proof of Theorem 6.15.

Since the token has a fixed size and changes hop-by-hop due to the encryption, U

cannot be identified as the recipient when emptying the token. Therefore, the only

way for the adversary to identify U as the recipient is to detect a possible transition

empty/filled or filled/empty of a token in another point of the ring and try to draw

some information from this transition. The only point of the ring from which the

adversary can draw such information is the bridge user, say it X.

Therefore, we have to consider the following two cases (they are the only cases

potentially helpful for the adversary). Either (1) the adversary observes incoming

traffic in X (i.e., X could play the role of entry user), or (2) the adversary observes

outcoming traffic from X (i.e., X plays the role of exit user). In case (1), two alter-

natives are possible. Either (1).a X actually injects a token in the ring inserting the

message coming from outside or (1).b X empties a token circulating in the ring as

the final step of Primitive P2 or P3, and then X cannot process the incoming traf-

fic. In case (1).a, the adversary can infer that a recipient (possibly, U ) exists for this

token. The only way to draw more information about this recipient is to follow the

token and observe it when it reaches the bridge. At this point, the adversary can

detect a transition filled/empty in X, but this does not give any additional informa-

tion about where the message has been received. Therefore, due to Assumptions A1

and A2, the adversary cannot identify the recipient with probability greater than 1
kA

.

Consider now case (1).b. The adversary knows that the token injected by X is empty.

In this case, no recipient is present for such a token and we are not in the case of the

hypothesis.
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In case (2) (i.e., X plays the role of exit user), the adversary can infer that the

token injected by X into the ring is empty. Again, no recipient is present for such a

token and we are not in the case of the hypothesis. The proof is then concluded.

Theorem 6.17. Let U be a user sending a message to a user D through P3. It holds: (1)

U can be identified as the sender with probability not greater than 1
kA

and (2) D can be

identified as the recipient with probability not greater than 1
kA

.

Proof.

(1) can be proved as in Theorem 6.15. (2) can be proved as in Theorem 6.16.

This concludes the security analysis.
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A Crowd-based approach to achieve anonymity in

MQTT

MQTT is the most popular IoT protocol for communication of constrained devices. Since it

is designed to be lightweight, security issues were not natively addressed in MQTT. While

security aspects have been extensively studied in the literature, to the best of our knowl-

edge, anonymity issues have received very little attention. In this chapter, we propose a

new protocol, called MQTT-A, extending bridging-mode-MQTT to support anonymity of

both publishers and subscribers. This task is accomplished through the P2P collaboration

of intermediate bridge brokers, which forward the publish/subscribe requests of the clients

so that the final broker cannot understand the actual source/destination. Moreover, an

anonymity-preserving topic discovery mechanism is also provided. Importantly, all the

MQTT-A messages are exchanged through the standard MQTT primitives and by lever-

aging the bridging mechanism natively offered by MQTT. This allows us not to require

changes in the standard MQTT infrastructure to apply our solution, making it propos-

able from a practical point of view as well. The experimental validation shows that, from

the performance point of view, we only pay a reasonable price in terms of latency. No

significant impact on goodput occurs.

7.1 Introduction

Internet of things [11] is an evolving paradigm in which smart objects are connected

to each other to deliver services. Since IoT devices can be resource-constrained, tra-

ditional communication protocols such as HTTP cannot be adopted to connect them.

Therefore, researchers proposed new lightweight protocols allowing communication

in scenarios in which limited bandwidth is available and energy consumption is a se-

rious issue. MQTT [251] is the most popular protocol in the current IoT scenario. For

example, Facebook Messenger uses MQTT for instant messaging [300].

Despite its large adoption, MQTT does not include built-in security. The main

reason lies in the fact that complex security solutions require intensive CPU and

memory usage, making them not applicable to constrained devices. Then, in the
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literature, several solutions have been proposed to the trade-off between security

and efficiency [244, 67, 272].

In this chapter, we deal with a specific security aspect, that is anonymity, for

which very little attention has been devoted so far (to the best of our knowledge).

Specifically, we aim to prevent the identification of publishers and subscribers when

sending/receiving data, in every phase of the protocol, including the topic discovery.

As a matter of fact, while anonymity in communication networks has been exten-

sively studied for some decades, no specific solution exists in the domain of MQTT.

Therefore, a practical solution MQTT-compliant borrowed from ideas belonging

to the field of anonymous communication networks [71] is highly desirable. This is

just the contribution of this chapter.

Again, as in the previous chapters, we refer to three types of communication

anonymity that we can reach: sender anonymity, recipient anonymity, and relation-

ship anonymity.

In MQTT, publishers play the role of senders and subscribers play the role of

recipients. Our solution reaches both sender and recipient anonymity, then relation-

ship anonymity too. Furthermore, the proposed approach can be applied just from

one side (publishers or subscribers) achieving just one between sender and recipient

anonymity (but still enough to obtain relationship anonymity).

The problem with the standard MQTT approach is that clients communicate di-

rectly with the broker so that it is able to infer important information about them

[134].

To solve this problem, we take advantage of the bridging architecture that MQTT

offers. In this architecture, clients do not communicate directly with the broker but

through an intermediate broker called bridge broker. The bridging mechanism imple-

ments natively a low level of anonymity since devices are not directly connected to

the final broker hosting the topics. However, this is not enough. Indeed, the bridge

broker simply forwards the requests of the clients without hiding some patterns

(number of requests, topics of interest, and so on) sufficient for the re-identification

of the clients.

The core of our proposal is to set up an anonymous peer-to-peer (P2P) network

composed of the bridge brokers so that the final broker cannot discover which actual

bridge broker has started the communication. Our solution takes inspiration from

[230]. We chose this protocol since it is lighter than alternative solutions (e.g., [258])

and then, more suitable for IoT applications. Moreover, our solution is designed to be

transparent to MQTT clients, leaving all the complexities to the brokers. This leads

to two main advantages. First, clients can use our protocol regardless of whether they
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implement standard MQTT or MQTT-SN [252]. Second, also resource-constrained

clients can leverage our protocol.

The experiments performed in Section 7.7 show that an (acceptable) price in

terms of latency has to be paid if both sender and recipient anonymity are de-

sired (and then relationship anonymity too). However, if just one between sender

and recipient anonymity is enough (maintaining relationship anonymity too), then

the latency required by our protocol is halved. In terms of goodput, no appreciable

difference exists.

To provide a complete and effective solution, we did not neglect an aspect not

strictly regarding the MQTT communication, but still critically important with re-

spect to anonymity. We refer to the problem of topic discovery, that is, how to allow

clients to know which topics are available and which brokers host them. This aspect

is not treated in the standard MQTT protocol [225, 153], in which it is assumed that

clients know in advance topics and where to find them. This can be true for some

applications where publishers can advertise the topics to which they send data or

subscribers can advertise their interest in a given topic. However, when anonymity

is desired, this is not true anymore. Then, a suitable mechanism has to be imple-

mented.

To summarize, the main highlights of this chapter are the following:

• We provide an anonymity protocol supporting publisher and subscriber anony-

mous communication with a remote broker. We call this protocol MQTT-A(nonymous).

• We define a discovery protocol allowing the clients to know the available topics

and the brokers hosting them.

• All the exchanged information used to implement the above protocols is pro-

vided through standard MQTT messages. This avoids infrastructural changes in

the architecture and does not require particular effort for clients and brokers.

7.2 Background

MQTT is a client-server publish/subscribe messaging transport protocol [251]. Two

kinds of agents are involved in the message exchange: MQTT clients and MQTT bro-

kers. In turn, MQTT clients can be of two types: publisher (producer of information)

and subscriber (consumer of the provided information). We stress that an MQTT

client can play both roles of publisher and subscriber even at the same time. The

MQTT protocol requires that the information provided by a publisher must be as-

sociated with a topic, which in general is used to categorize the information itself.

Therefore, a subscriber can manifest that it is interested in receiving certain infor-

mation by just specifying its topic.



146 7 A Crowd-based approach to achieve anonymity in MQTT

A topic can present one or more levels separated by a forward slash (‘/’). This

way, topics can be organized in a hierarchical structure. Nevertheless, there is no

standardized semantic model for MQTT topics, therefore the name of a topic can be

chosen freely by publishing or subscribing entities [221].

Unlike the classical client-server architecture, in the MQTT architecture (Fig.

7.1), publishers and subscribers do not communicate directly between them but

through an MQTT broker. When a publisher sends a message to the broker, it spec-

ifies the information and the topic under which that information should be pub-

lished. Then, the broker forwards the published information to all the subscribers

interested in that topic.

Concerning MQTT messages, they present a limited amount of overhead, since

the protocol header is only 2 bytes. Moreover, MQTT limits the payload dimension

up to a maximum size of 256 MB. These constraints make MQTT suitable for low-

bandwidth networks and resource-constrained clients, such as IoT devices.

Furthermore, in both publish and subscribe messages, an MQTT client can spec-

ify the desired Quality of Service (QoS) level. MQTT supports three different Quality

of Service (QoS) levels (0,1, and 2). In detail:

• level 0 implies that messages are delivered at most once;

• level 1 implies that messages are delivered at least once;

• level 2 implies that messages are delivered exactly once.

Suppose a publisher sets QoS level QoSp when it publishes to a topic t. Simi-

larly, a subscriber chooses QoS level QoSs when it subscribes to the same topic t.

Two cases might occur: i) if QoSp > QoSs, then the broker forwards the data to the

subscribing client using QoSs; ii) if QoSp ≤ QoSs, then the broker forwards the data

to the subscribing client using QoSp.

Another feature provided by the MQTT protocol is represented by the retained

messages. A retained message is an MQTT message, with the retained flag set to true.

When a broker receives a retained message labeled with topic t, it stores it for that

topic. Thus, when a client subscribes to the topic t it will receive the retained mes-

sage immediately after the subscription. A broker can store only one retained mes-

sage per topic. Therefore, to update the retained message for a topic, it is sufficient

for a publisher to send a new message, for that topic, with the retained flag set to

true.

A core MQTT feature is represented by the bridging mechanism (Fig. 7.2) that al-

lows two MQTT brokers to connect together so that they can share messages between

them.
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Fig. 7.1: MQTT architecture.

Fig. 7.2: MQTT bridging mechanism.

This configuration is adopted to connect an edge broker (which will act as a

bridge) to a public broker. In such a way, the bridge broker will act as an MQTT

client for the public broker, thus it can send a subscribe or a publish message to the

latter.

Usually, clients are connected to the bridge broker through the local network,

and it can decide on which local topics to apply the bridging mechanism. This way,

not all the MQTT traffic locally generated is meant to be sent to a remote broker.

Moreover, MQTT allows the remapping of the local topics into public broker’s

topics. This procedure takes place in the bridge broker, in such a way that it is trans-

parent to MQTT clients. It is worth noting that, through the bridging mechanism,

information produced behind different brokers can be aggregated in a single place at

a public broker, thus allowing the subscribers to recover it with a single connection.

7.3 Scenario and motivations

The aim of this chapter is twofold. First, we want to offer anonymity guarantees

to both publishers and subscribers. Indeed, in a classical MQTT architecture, the
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Table 7.1: Notations.

Symbol Description

BR set of the bridge brokers

BP set of the public brokers

BD set of discovery brokers

p a generic publisher

s a generic subscriber

pub(T ,I) publish message of the information I on the topic T

sub(T ) subscribe message on the topic T

B
p
R bridge broker directly connected to the publisher p

BsR bridge broker directly connected to the subscriber s

TN
topic under which new topics available on a certain public broker

are published

TN ′
topic under which new bridge brokers joining the network are

published

TS
topic under which the current set of all the available topics

is published

TS ′
topic under which the current set of all bridge brokers

is published

TF
(forwarding topic) topic-prefix labelling

information coming from remote bridge brokers

TA (actual topic) actual topic labelling an information

REMOTE topic-prefix labelling information coming from MQTT clients

broker can observe which subscribers are interested in which topics and which pub-

lishers send messages to those topics.

The adoption of end-to-end confidentiality mechanisms (regarding messages

and/or topics) is impractical since it would require a key exchange between MQTT

clients. This is possible only in restricted scenarios in which publishers and sub-

scribers are predefined and know each other.

Anyway, data-confidentiality-based solutions do not solve the anonymity prob-

lem. Indeed, the broker is still able to observe which publishers and subscribers are

communicating. Therefore, attacks based on background knowledge about even one

client can allow the broker to infer the topic and, as a consequence, information

about all the clients communicating on this topic.
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On the basis of the above considerations, in this chapter, we choose to achieve the

privacy goals by hiding the identities instead of contents. If the identity of clients

is really hidden, then the broker cannot link contents with clients. Privacy is then

achieved. Consider that the trivial use of a pseudonym for the client is not enough

because de-anonymization is always possible, also by taking into account that the

source and the destination of the communication (i.e., the IP addresses) are quasi

identifiers [68]. Therefore, we have to guarantee that both publishers and subscribers

are entities that the broker is not able to identify in the network. This is a goal typi-

cally reached in the context of anonymous communication networks [71].

To accomplish the above objective, we refer to the MQTT bridging mode (see Sec-

tion 7.2) in which clients interact (publish/subscribe) with a public broker through

a bridge broker. This natively implements a low level of anonymity, in the sense that

clients do not connect directly to a broker but are hidden behind their bridge brokers

acting as proxies. However, it is not enough to achieve actual anonymity. First, also

the identification of the local bridge could threaten privacy in the case in which the

local bridge serves a restricted group of clients. Moreover, two other problems arise.

The first is that it might happen that the bridge broker aggregates similar clients (in

terms of interests). Therefore, the above-mentioned issues still occur. This problem

is related to the concept of l-diversity [178]. In general, inference-based attacks are

still possible.

The idea we follow in this chapter is to hide the identity of the clients by making

anonymous and not identifiable the local bridge from/to which the communication

comes/goes, To do this, we implement, in Section 7.5, an anonymity peer-to-peer

protocol inspired by [230], in which the peers are represented by the bridge brokers.

To make effective the approach, we also provide a protocol allowing the clients

to discover which topics are offered by which public brokers. This is an impor-

tant aspect to take into consideration even when anonymity features are not re-

quired. Indeed, MQTT does not implement any native mechanism to accomplish

this task [225]. Furthermore, this becomes a fundamental pillar when publishers re-

main anonymous. Indeed, being anonymous, a publisher cannot otherwise advertise

the topics on which it will publish.

To conclude this section, we provide the notations we use through the rest of the

chapter. We denote by BR the set of the bridge brokers. They form the peer-to-peer

network of the anonymity protocol. We denote by BP the set of the public brokers.

They represent the actual brokers in which the clients publish or subscribe to topics

anonymously. Finally, we denote by BD the set of discovery brokers. They implement

the discovery protocol allowing the clients to know which public broker offers which

topic. Moreover, they allow peer discovery for the anonymity protocol.
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Finally, we denote by pub(T ,I) the publish message of the information I on the

topic T , and by sub(T ) the subscribe message on the topic T .

We report in Table 7.1 the notations used throughout the rest of the chapter.

7.4 The discovery protocol

Through this protocol, we offer a discovery service to the bridge brokers so that they

can know which topics are available and which public brokers offer them. This ser-

vice is provided by the discovery brokers. In principle, just a single discovery broker

is enough to implement this protocol. Anyway, for scalability, it is more realistic

to distribute the service to more brokers so that bridge and public brokers are not

connected to a single possible point of failure [175].

Each discovery broker in BD maintains:

• a set of pairs S = {(T ,BP )} where BP ∈ BP . Each pair (T ,BP ) ∈ S represents the

information that the topic T is available on the public broker BP . The set S has

to be the same for all the discovery brokers in BD .

• a topic TN that will contain a single pair (T ,BP ) denoting that a new topic T is

available on the public broker BP .

• a topic TS that will provide the current set S to the new bridge brokers joining

the network. S is stored as a retained message for the topic TS .

Since S could exceed the maximum size allowed for the content of a topic, we

may consider more topics T 1
S , . . .T

k
S , each one containing a portion of S. For the sake

of presentation, we consider just a single topic TS , which is also the more realistic

case.

The topics TN and TS are prefixed strings in the system.

The broker BD publishes (to itself) the message S with the retained flag set to

true. In this way, all the clients subscribing to the topic TS receive the retained mes-

sage immediately after subscribing. To update the set S, it is sufficient for the broker

to just re-publish again S (with retained flag set to true). Doing so, as explained in

Section 7.2, only the last retained message will be stored.

Consider now a new bridge broker BR ∈ BR joining the system. It randomly se-

lects a discovery broker BD ∈ BD and sends it the message sub(TS ). In other words,

BR subscribes to the topic TS hosted by the broker BD . This way, BR receives (as a

retained message) the current set S. Then, it removes its subscription to TS so that it

does not receive repeated information (i.e., the set S) when other bridge brokers join

the network.

However, a mechanism to update S (when a new topic is available on some public

broker) is needed to BR and BD . This mechanism is based on TN .
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In particular, when the bridge broker BR joins the network and (randomly) selects

the discovery broker BD , BR also sends sub(TN ) to it. This subscription is maintained

over time.

Consider now a public broker BP ∈ BP receiving a publish message or a subscribe

message to a new topic T ∗ through the anonymity protocol of Section 7.5. BP has to

advertise the fact that it hosts this new topic.

To do this, BP randomly selects a discovery broker BD and sends the message

pub(TN , (T ∗,BP )). BD adds the pair (T ∗,BP ) to the set S. Moreover, since some bridge

brokers are subscribers to TN , they also receive (through the standard MQTT ap-

proach) the new pair and update the set S. To propagate the new information to all

the bridge brokers, BD sends the message pub(TN , (T ∗,BP )) to all the other discovery

brokers. Since each bridge broker is a subscriber on TN on some discovery broker, all

the bridge brokers eventually receive (T ∗,BP ) through the standard MQTT protocol.

7.5 The anonymity protocol MQTT-A

The anonymity protocol we propose in this section takes inspiration from the

Crowds protocol [230]. Our solution relies on a P2P network formed by bridge

brokers collaborating to forward publish/subscribe messages from MQTT clients to

the intended public broker. The collaboration among brokers exploits the bridging

mechanism, which is natively supported by the MQTT protocol, thus not requiring

infrastructural changes in the MQTT architecture.

Similarly to Crowds, our protocol is characterized by a forwarding probability

pf , namely a probability for a message to remain within the peer network. More-

over, as in Crowds, we require that each bridge broker knows all the peers partic-

ipating in the P2P network. To guarantee this, we propose an MQTT-based peer

discovery protocol, thanks to which every peer maintains an updated set of all the

bridge brokers forming the network. This protocol is based on the approach pre-

sented in Section 7.4. It leverages one or more discovery brokers holding a set of

pairs S ′ = (IPBR
,portBR

), where IPBR
and portBR

represent the IP address and the port

of the bridge broker BR participating in the network.

Moreover, each discovery broker stores two additional prefixed topics: TN ′ and

TS ′ . The topic TN ′ is used by the discovery broker itself to publish any update of the

set S ′ (an update typically happens whenever a new peer joins the network). Instead,

the topic TS ′ holds the set S ′ as retained message, so that any new peer joining the

network, after subscribing to this topic, immediately receives the set S ′ .
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When a bridge broker joins the P2P network, it proceeds as follows. First, it sub-

scribes to the two topics TS ′ (to receive the set S ′) and TN ′ of a randomly selected

discovery broker BD .

Then, the bridge broker sends a publish message for the topic TN ′ advertising its

IP address and its port to BD . Doing so, every bridge broker subscribed to the topic

TN ′ of BD receives such a message and, at the same time, BD can update the set S ′ .

At this point, BD sends a publish message to all the other discovery brokers for the

topic TN ′ , advertising the new pair of IP address and port. Since each bridge broker

is a subscriber on TN ′ of some discovery broker, this procedure allows every bridge

broker to learn all other brokers of the network.

We stress that, as described in Section 7.4, every bridge broker, joining the P2P

network, must subscribe to both TN ′ and TS ′ . However, while the subscription to TN ′

lasts over time, the subscription to TS ′ is undone once the set S ′ is received.

This concludes the description of the peer discovery protocol.

In the following, we describe in detail the anonymity protocol we propose.

To describe our solution we set a scenario involving:

• a public broker BP ∈ BP hosting the topic TA (where A stands for actual);

• a publisher p aiming to publish information to the topic TA;

• a subscriber s interested in the topic TA;

• the set of bridge brokers BR, among which the broker B
p
R ∈ BR represents the

bridge broker directly connected to the publisher p, and the broker Bs
R ∈ BR

represents the bridge broker directly connected to the subscriber s.

Among other topics, each bridge broker stores two prefixed topics known to all

the bridge brokers: a topic TF , where F stands for forwarding, and a topic REMOTE.

When a publish or subscribe message is labelled with a topic having prefix

REMOTE or TF , such a message is forwarded to another broker via the bridging

mechanism. Nevertheless, there is a slight difference between the two mentioned

topics. A broker can only receive a message labelled with the topic REMOTE/# from

MQTT clients directly connected with it. On the contrary, publish or subscribe mes-

sages coming from bridge brokers can only be labelled with the topic TF /#.

Consider now a publisher p that wants to publish the information DATA un-

der the topic TA. p sends the message pub(REMOTE/TA,DATA) to the broker B
p
R.

B
p
R randomly selects a bridge broker, say B1

R, among the peers participating in the

network. Then, it remaps the topic of the original publish message (REMOTE/TA)

to TF /TA and sends the message pub(TF /TA,DATA) to B1
R, via the bridging mecha-

nism. We recall that the bridging mechanism allows B
p
R to act as an MQTT client (a

publisher, in this case) towards B1
R.
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Once receiving the message, B1
R acts as follows. First, it extracts a random number

R between 0 and 1. At this point, two cases can occur.

If R ≤ pf , then B1
R randomly selects a bridge broker B2

R among the peers partici-

pating in the network. Then, B1
R sends the message pub(TF /TA,DATA) to B2

R, via the

bridging mechanism. Observe that, no topic remapping is needed in this case.

If R > pf , then the message must be published at the public broker holding the

topic TA, if any. To do this, B1
R finds the pair (TA,BP ) in the locally stored set S. If such

a pair exists, then B1
R simply sends the message pub(TA,DATA) to BP . Conversely, if

such a pair does not exist yet, B1
R chooses at random a public broker BP ∈ BP and then

sends it the message pub(TA,DATA). In this case, being TA a new topic for BP , BP

must activate the discovery protocol (see Section 7.4) to notify all the bridge brokers

of the new topic. This way, each bridge and discovery broker will update the set S.

Consider now the case in which R ≤ pf . In this case, B2
R receives from B1

R the mes-

sage pub(TF /TA,DATA). At this point, the procedure above described is recursively

applied. Therefore, B2
R again extracts a random number R′ and compares it with pf .

If R′ ≤ pf , the message pub(TF /TA,DATA) is sent to a bridge broker B3
R chosen at

random. Observe that, in this case, no topic remapping is needed. On the contrary, if

R′ > pf , then B2
R sends the message pub(TA,DATA) to the public broker BP , follow-

ing the procedure described above.

Fig. 7.3: MQTT-A(nonymous).

The mechanism so far described provides anonymity to publishers. Actually, a

similar mechanism can be employed so that the same anonymity guarantees are pro-

vided to subscribers.
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Consider the subscriber s interested in the topic TA. s sends the message

sub(REMOTE/TA) to its broker Bs
R. Then Bs

R chooses at random a bridge broker, say

B4
R, and sends it the message sub(TF /TA), via the bridging mechanism.

Once receiving the above message, B4
R acts as follows. First, B4

R stores Bs
R in the

list of clients subscribed to the topic TF /TA, creating this topic if it has not already

been locally stored. Afterward, it extracts a random number and compares it to pf to

decide whether to send the subscription message to the public broker BP (retrieved

from its local set S) or to another bridge broker.

In the first case, B4
R sends sub(TA) to BP and then the procedure stops. Observe

that, in this case, the original topic TF /TA needs to be remapped to TA. In the second

case, B4
R sends sub(TF /TA) to a randomly chosen bridge broker, say B5

R. At this point,

B5
R recursively repeats the procedure described above. Therefore, B5

R stores B4
R in the

list of clients subscribed to the topic TF /TA, possibly creating this topic. Then, B5
R ex-

tracts a random to decide where to send the received subscribe message. Eventually,

after a certain number of iterations, the subscribe message will reach the intended

public broker BP .

Finally, when BP receives a publish message, say pub(TA,DATA), it broadcasts

the payload DATA to all the subscribers to the topic TA. Suppose B5
R is the bridge

broker directly subscribed to the topic TA at BP . B5
R will receive DATA and, then, it

will broadcast this payload to all the clients subscribed to the topic TF /TA, among

which there is B4
R. Observe that, being B5

R the bridge broker directly connected to

BP , the topic TA must be remapped to TF /TA. Again, following the same mechanism,

B4
R will send the payload DATA to all the subscribers interested in the topic TF /TA,

among which there is Bs
R. Once Bs

R receives the payload DATA, it will remap TF /TA

to REMOTE/TA and, then, it will broadcast DATA to all the subscribers interested

in REMOTE/TA, among which there is s.

To conclude this section, we summarize the anonymity protocol in Figure 7.3.

7.6 Path intersection and QoS management

In Section 7.5, to simplify the description of the protocol, we considered the case

of a single publisher and a single subscriber. Moreover, we assumed that the paths

followed by the publish and subscribe messages labeled with the same topic do not

intersect.

Now, we remove the above simplifying assumptions and deal with the conse-

quent impact on QoS guarantees of subscribers.

Two cases deserve to be investigated: (i) the paths followed by at least two sub-

scribe messages labeled with the same topic intersect, (ii) the paths followed by at
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least one publish message and at least one subscribe message labeled with the same

topic intersect.

As we will see in the following, the problem of path intersection requires ad-hoc

strategies to guarantee the QoS level chosen by each subscriber.

We recall that QoS levels 0 and 1 allow duplicate messages, while QoS level 2

requires the message to be delivered exactly once. We stress that both publishers

and subscribers can independently choose the desired QoS level for each message

being sent or received. Therefore, as an example, it might happen that a client p

publishes on a topic with QoS level 1, while there is a subscriber s interested in the

same topic but aiming to receive data with QoS level 2. Therefore, s cannot be sure

about the fact that it is not receiving duplicate messages.

This QoS mismatching represents an open problem even in standard MQTT.

Without loss of generality, in the following, we will consider that clients always pub-

lish messages with QoS level 2. This way, any QoS level chosen by subscribers can be

met. Moreover, to improve the readability of our discussion, in the following, unless

otherwise stated, we will implicitly refer to publish and subscribe messages labeled

with the same topic.

7.6.1 Subscribe-Subscribe Path intersection

In this section, we consider a scenario in which a set of subscribers are interested

in the same actual topic TA, hosted by the public broker BP . Each subscriber might

select arbitrarily a certain QoS level for its subscribe message.

Following our protocol, each subscribe message crosses a certain number of

bridge brokers before reaching the public broker BP . Suppose that, before reaching

BP , two or more subscribe messages cross the same bridge broker. In the following,

we will call such a broker as intersection broker.

At this point, the intersection broker can choose one of the following strategies:

• blind strategy;

• topic-aware strategy;

• topic-and-QoS-aware strategy.

These three strategies are sketched in Figures 7.4,7.5, and 7.6, respectively.

An intersection broker, implementing the blind strategy, treats all the subscribe

messages the same, regardless of whether they are labeled with the same or different

topics. Therefore, subscribe messages labeled with the same topic, in principle, can

be routed to different brokers.

An intersection broker, implementing the topic-aware strategy, treats the sub-

scribe messages labeled with the same topic differently from all the other messages
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Fig. 7.4: Blind strategy.

crossing it. In particular, referring back to our scenario, just the first received sub-

scribe message to the topic TF /TA is forwarded according to the protocol described in

Section 7.5. On the contrary, all the other subscribe messages to the same topic that

come later are not forwarded further. For such messages, the intersection broker has

just to memorize the bridge brokers they come from in the list of brokers interested

in topic TF /TA. This is enough to guarantee that all the subscribers will be able to

receive the data later published to the actual topic TA. We recall that this strategy

is not QoS-aware and therefore messages labeled with the same topic but requiring

different QoS are not treated differently.

An intersection broker, implementing the topic-and-QoS-aware strategy, distin-

guishes messages, labeled with the same topic, on the basis of the QoS level they

require. To handle the different QoS levels, each bridge broker hosts three forward-

ing topics TF /Q0, TF /Q1, and TF /Q2. Therefore, subscribe messages sent by clients

interested in the actual topic TA but with different QoS levels will follow different

paths in the network. In fact, subscribe messages requiring different QoS levels are

treated as messages labeled with different topics (either TF /Q0, TF /Q1, or TF /Q2).
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Fig. 7.5: Topic-aware strategy.

On the other hand, concerning messages labeled with the same actual topic and

QoS level, the following strategies are applied:

• concerning topics TF /Q0 and TF /Q1, both blind strategy and topic-aware strategy

can be applied (In Figure 7.6, we consider the topic-aware strategy);

• concerning topic TF /Q2, only the topic-aware strategy can be applied.

7.6.2 Publish-Subscribe Path intersection

In this section, we consider a scenario in which a client aims to publish on the actual

topic TA (hosted by the public broker BP ) and at least one subscriber is interested in

the same actual topic TA.

Following our protocol, each (publish or subscribe) message crosses a set of

bridge brokers before reaching the public broker BP . Suppose that, before reaching

BP , at least one subscribe message and one publish message cross the same bridge

broker. As before, we call such a broker an intersection broker.
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Fig. 7.6: Topic-and-QoS-aware strategy.

At this point, the intersection broker can choose one of the three strategies men-

tioned above (i.e., either the blind strategy, the topic-aware strategy, or the topic-and-

QoS-aware strategy).

An intersection broker, implementing the blind strategy, acts as follows. When it

receives the publish message it does not publish this message locally, regardless of

whether it has locally memorized other bridge brokers subscribed to the same topic

labeling the publish message. Therefore, the publish message is further forwarded

until it reaches the public broker BP .

An intersection broker that implements the topic-aware strategy acts as follows.

When it receives the publish message, it first verifies whether it has locally memo-

rized other bridge brokers subscribed to the same topic of the publish message. If

this is not the case, then the intersection broker behaves as described by the blind

strategy. Conversely, if the above condition is met, the intersection broker publishes

the received message locally. This way, all the bridge brokers subscribed to the same

topic receive the payload associated with the publish message and, in turn, this pay-
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load is forwarded up to the actual subscribers. Observe that, even though the topic-

aware strategy is applied, the publish message has to be further forwarded to the

public broker BP , since this is the only way that message can reach all the interested

subscribers.

As already described, implementing the topic-and-QoS-aware strategy requires a

slight modification to the forwarding topics hosted by each bridge broker. Indeed,

according to this strategy, each bridge broker hosts three forwarding topics: TF /Q0,

TF /Q1, and TF /Q2. When a publish message for the topic TF /TA reaches an intersec-

tion broker, such a broker follows the topic-aware strategy. However, differently from

before, the message is locally published only under topics TF /Q0 and TF /Q1.

7.6.3 Strategies Comparison

To conclude this section, we examine the advantages and drawbacks of the presented

strategies. Overall, the blind strategy represents the easiest solution to implement.

However, adopting this strategy leads to higher bandwidth consumption than other

strategies since messages intersecting in the same broker are simply propagated into

the network without being aggregated [249]. On the contrary, the topic-aware strat-

egy requires the least bandwidth of the three strategies. However, the main draw-

back of this strategy is that it is not QoS-aware. To explain why this may represent

an issue, we consider the following example. Suppose there are two subscribers s1

and s2 both interested in the topic TA but requiring different QoS, 0 and 2 respec-

tively. We consider that the paths followed by the two subscribe messages in the

network intersect. According to the topic-aware strategy, the intersection broker fur-

ther forwards only the first received subscribe message. This way, all the brokers

(including the intended public broker BP ) crossed by such a message will memo-

rize the QoS level that it requires. Such QoS level can be either 0 or 2 depending on

which subscribe message comes first at the intersection broker. Observe that, since

the public broker will be aware of just one subscription out of the two, applying the

topic-aware strategy also turns out to be advantageous anonymity-wise speaking, not

just bandwidth-wise speaking.

Therefore, all the data published on the topic TA will cross all the bridge brokers

from the public broker to the intersection broker respecting the QoS level required

by the subscribe message. Observe that, this may be an issue, either for s1 or s2.

Indeed, supposing the s1 subscription (requiring QoS level 0) comes first at the in-

tersection broker, the QoS level required by s2 cannot be satisfied, since it is higher

than 0. On the contrary, supposing the s2 subscription (requiring QoS level 2) comes

first at the intersection broker, the QoS level required by s1 can be satisfied, since it

is lower than 2. However, this comes with a cost. Indeed QoS level 2 is satisfied in the
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path from the public broker to the intersection broker, while QoS level 0 is satisfied

in the path from the intersection broker to s1. In general, the overhead introduced

by the QoS level 2, in the first part (i.e., from the public broker to the intersection

broker) of the path, may not be acceptable for s1.

A similar case might happen when the paths followed by a publish and a sub-

scribe message intersect. Suppose there are a publisher p and a subscriber s, both

requiring QoS level 2. According to the topic-aware strategy, the subscriber s receives

the publish message by the intersection broker. Actually, s will receive the same pub-

lish message also by the public broker. Therefore, despite the fact that s chose the

QoS level 2, s will receive duplicate messages. This is due to the fact that, regard-

less of whether or not a path intersection has occurred, the publish message, as well

as the subscribe message, must reach the public broker. This way, all the interested

subscribers can receive the publish message and the subscriber s can receive all the

messages published on the topic by all the publishers in the network, not just by p.

As the occurrence of the two situations above described is not acceptable, bridge

brokers can implement the topic-and-QoS-aware strategy. Indeed, referring back to

our last example, when the publish message reaches the intersection broker, it is

locally published just under topics TF /Q0 and TF /Q1, which are also the QoS lev-

els that can tolerate duplicate messages. Such a strategy ensures that the QoS level

required by subscribers is always met, provided that publishers guarantee an appro-

priate QoS level. However, this comes with a cost. Indeed this strategy requires more

bandwidth consumption than the topic-aware strategy.

7.7 Experiments

Through this section, we perform an experimental validation of MQTT-A and com-

pare it with the standard MQTT protocol. To obtain the anonymity features, MQTT-

A introduces a communication overhead. Therefore, the aim of this section is to show

that the price we pay is tolerable and the performance results acceptable.

7.7.1 Experimental Setting

For implementation and testing, we relied on HiveMQ CE [125], which is a Java-

based open source MQTT broker. We customized the bridge brokers to implement

our solution and deployed a P2P network leveraging also Digital Ocean cloud plat-

form [205] to have remote peers. No change is required for clients and public bro-

kers. In detail, for our experiments, we consider two network configurations, one

for MQTT-A and the other for MQTT. The aim is to compare the two protocols by

measuring latency and goodput.
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MQTT-A Configuration In MQTT-A, we have the following components:

• Clients: They are deployed through the Java library provided in [126] with no

change. They are connected to the bridge brokers through a local network.

• Bridge Brokers: They are implemented by customizing the Java library [125]

and deployed to form a P2P network. In particular, they are partially deployed

on standard laptops and partially deployed on the Digital Ocean cloud platform

[205]. To obtain realistic results, the communication bridge-to-bridge brokers

always happens through the Internet.

• Public Brokers: They are deployed on HiveMQ Cloud, a cloud-based platform

hosting MQTT brokers. They are standard brokers and do not require any imple-

mentation change. Clearly, the communication bridge-to-public brokers always

happens through the Internet.

MQTT Configuration In MQTT, the scenario is a simplification of the previous sce-

nario. In particular, clients are connected to bridge brokers through the local net-

work and bridge brokers are directly connected to public brokers through the Inter-

net.

Regarding MQTT-A, we chose to adopt the blind strategy (see Section 7.6), which

is the simplest one but the worst in terms of performance. As a measure of perfor-

mance, we considered goodput and latency.

7.7.2 Goodput

For goodput, we mean the number of useful information bits received by a subscriber

in the unity of time.

To measure it, we fixed a sending rate for the publishers and observed the corre-

sponding goodput for the subscribers. We considered three different sending rates:

1 KBytes/s, 10 KBytes/s, and 100 KBytes/s. We study as the goodput varies as the

forward probability of MQTT-A varies. Since the higher the forward probability the

longer the paths, we expect the goodput of MQTT-A decreases as the forward prob-

ability increases. Obviously, the goodput of MQTT does not depend on the forward

probability.

We performed our experiment by considering two levels of QoS (0 and 2). Since

QoS level 2 requires additional communication overhead with respect to QoS level

0, the goodput of both MQTT and MQTT-A is lower than QoS level 0.

The results with QoS level 0 are reported in Figures 7.7, 7.8, and 7.9, for sending

rate of 1 KBytes/s, 10 KBytes/s, and 100 KBytes/s, respectively. The results with QoS

level 2 are reported in Figures 7.10, 7.11, and 7.12, for sending rate of 1 KBytes/s,

10 KBytes/s, and 100 KBytes/s, respectively.
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Regarding QoS level 0, we observe that for all the sending rates and almost all

the forwarding probabilities, the percentage difference between MQTT and MQTT-

A ranges from 3 to 5%. The worst case corresponds to a forward probability equal

to 0.9 and sending rate of 100 KBytes/s. The corresponding percentage difference is

less than 8%.

Considering QoS level 2, MQTT-A shows a slight worsening. Indeed, for almost

all the sending rates and almost all the forwarding probabilities, the percentage dif-

ference is between 7-10%. The worst case corresponds to a forward probability of

0.9 and sending rate of 100 KBytes/s in which the percentage difference is less than

18%.

However, high forwarding probabilities cannot be adopted also for security rea-

sons (see Section 7.8). Therefore, we can conclude that the price in terms of through-

put is not relevant. For completeness, we show in Figure 7.13, the goodput with a

forwarding probability equal to 0.67 and sending rate of 10 KBytes/s. We can ob-

serve that the goodput is essentially the same for MQTT and MQTT-A and it is very

close to the sending rate.
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Fig. 7.7: Goodput with sending rate 1 KBytes/s and QoS level 0.

7.7.3 Latency

The second considered metric is the end-to-end latency measured between the in-

stant in which a message is sent by the publisher and the instant in which it is re-

ceived by the subscriber. We study how this latency varies as the forwarding proba-

bility of MQTT-A varies. We measured the latency for three different message sizes
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Fig. 7.8: Goodput with sending rate 10 KBytes/s and QoS level 0.
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Fig. 7.9: Goodput with sending rate 100 KBytes/s and QoS level 0.

(100 Bytes, 1000 Bytes, and 10000 Bytes), considering two QoS levels (0 and 2). The

results are reported in Figures 7.14, 7.15, and 7.16, respectively.

As a first observation, we see that there is no appreciable difference when the

packet size changes in both protocols.

Second, latency increases for both protocols by approximately the same factor

(1.4-1.5) when the QoS level goes from 0 to 2.

Finally, as expected, the latency of MQTT-A increases with the forward proba-

bility (corresponding to longer paths). This is the main drawback of the proposed

approach.
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Fig. 7.10: Goodput with sending rate 1 KBytes/s and QoS level 2.
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Fig. 7.11: Goodput with sending rate 10 KBytes/s and QoS level 2.

However, we have to consider that this condition guarantees both sender and

recipient anonymity. If we relax this constraint and require just one of the two, the

latency of MQTT-A is halved.

In Figure 7.17, we set the forward probability to 0.67 and show the value of la-

tency of MQTT (in blue) and MQTT-A when both sender and recipient anonymity

are achieved (green) or when just one of two properties is supported (red).

We observe that in the first case (green bar) the ratio between the latency of

MQTT-A and MQTT is less than 3, while in the second case, it is less than 1.5. This

applies with minimum differences for the two QoS levels and packet sizes.
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Fig. 7.12: Goodput with sending rate 100 KBytes/s and QoS level 2.
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Fig. 7.13: Goodput with pf = 0.67 and sending rate 10 KBytes/s.

7.8 Threat Model and Security Analysis

Since our anonymity protocol is based on [230], we consider the threat model of the

original paper. However, a very significant difference exists. In [230], the recipient of

the communication to protect is an end server that in our solution corresponds to a

public broker. Anyway, such a public broker is not the actual recipient that, instead,

is a subscriber to a topic on this public broker. Then, this difference has to be taken

into account in our analysis. For example, in Table 1 of [230], when considering the

protection of the recipient against the end server as an attacker, it results N/A since

the recipient is the end server itself. On the other hand, in our solution, it is not true

anymore.
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Fig. 7.14: Latency with packet size of 100 Bytes.
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Fig. 7.15: Latency with packet size of 1000 Bytes.

We now describe the considered threat model.

We consider the same adversaries and security properties of [230]. Clearly, they

are properly adapted (and contextualized) to our approach to take into account the

fact that the recipient of the communication is not a central server (i.e., the pub-

lic broker), but a subscriber connected to a bridge broker participating in the P2P

network.

Attackers.

• Local Eavesdropper: An attacker that compromises the bridge broker directly

connected to a publisher or subscriber.



7.8 Threat Model and Security Analysis 167

0

100

200

300

400

500

600

700

800

900

0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9

L
at

en
cy

[m
s]

pf

MQTT-A QoS 0
MQTT-A QoS 2

MQTT QoS 0
MQTT QoS 2
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Fig. 7.17: Latency with pf = 0.67 and packet size of 100 Bytes.

• Collaborating bridge brokers: A set of bridge brokers participating in the P2P

network that collaborate to identify publishers and subscribers.

• Public broker: The public broker hosting the actual topics in which MQTT

clients are interested. It represents the end server of [230].

Clearly, as [230], our proposal is not oriented to the protection against a global

adversary able to observe the entire flow of messages exchanged in the network. As

a matter of fact, MQTT (and our proposal too) is designed for wide-area networks,

in which the existence of a global adversary is unrealistic.

Security properties [219].

• Sender Anonymity: The identity of the publishers is hidden.
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• Recipient Anonymity: The identity of the subscribers is hidden.

• Relationship Anonymity: The attacker cannot discover that a publisher and a

subscriber are communicating with each other.

By [219], it is sufficient to guarantee either sender anonymity or recipient anonymity

to obtain relationship anonymity.

Now, we analyze how the attackers perform against the security properties. To

do this, we consider the following scenario.

We have a publisher p directly connected to a bridge broker B
p
R that publishes

data on a topic TA hosted by the public broker BP . Similarly, we consider a subscriber

s directly connected to a bridge broker Bs
R interested in the topic TA hosted by BP .

In favor of security, we neglect the low level of anonymity introduced natively

by the bridging mechanism and assume that sender anonymity is broken when the

adversary identifies Bp
R (in place of p). Similarly, we assume that recipient anonymity

is broken when the adversary identifies Bs
R (in place of s).

Resistance against the local eavesdropper. In this case, the attacker compromises

either B
p
R or Bs

R. When the attacker is B
p
R, it is able to observe directly the incoming

publish messages coming from p, then sender anonymity is not achieved. However,

B
p
R is not able to identify the subscriber s interested in the offered topic. Indeed, even

in the case B
p
R receives a subscribe message to forward towards BP on the same topic,

it cannot distinguish Bs
R from the other bridge brokers of the network. Therefore,

if the P2P network is sufficiently huge, recipient anonymity is guaranteed and then

also relationship anonymity.

Similar considerations can be applied when the attacker is Bs
R. In this case, since

it is able to observe directly the incoming subscribe messages coming from s, then

recipient anonymity is not achieved. However, Bp
R cannot be identified by Bs

R, thus

preserving sender anonymity and then relationship anonymity.

Resistance against collaborating bridge brokers. Regarding this type of adversary,

in [230], it is provided a detailed probabilistic analysis that can be applied also to

our solution. For the sake of presentation, we report directly the two main results of

the analysis and do not repeat the calculations.

The first result is that, given n nodes forming the peer network, we obtain

probable innocence with respect to sender anonymity against c collaborators, if n ≥
pf

pf − 1
2

(c+ 1).

Probable innocence means that, from point of view of the attacker , the sender

appears no more likely to be the originator of a message than to not be the originator.

According to this result, a higher probability pf allows us to resist a higher num-

ber of corrupted nodes.
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The second result is that if n is sufficiently high, we obtain absolute privacy for

sender anonymity with a probability approaching 1. However, the growth of prob-

ability can be slow if pf is large since it is more likely to involve a corrupted node

in the path. Therefore, there exists a security trade-off regarding the value of the

probability pf .

Absolute sender privacy against an attacker means that the attacker can in no

way distinguish the situations in which a potential sender actually sent communica-

tion and those in which it did not.

Clearly, in our application, the role of the sender considered in [230] is played

both from B
p
R and Bs

R. As a consequence, if we have a sufficiently high number of

bridge brokers, then our solution offers both sender and recipient anonymity and

then relationship anonymity.

Resistance against the public broker. In this case, the attacker is BP . Similarly to

[230], sender anonymity is achieved since the publish message sent by B
p
R cannot

be distinguished by BP from a publish message originated from any other bridge

broker. Unlike the previous adversary, this result does not depend on the probability

pf .

Regarding recipient anonymity, while in [230] it is not applicable since the re-

cipient is the server itself, in our application we can consider the recipient from the

point of view of BP simply as a sender of a subscribe message. Then, by applying the

same reasoning done for Bp
R, also Bs

R cannot be distinguished from any other bridge

broker.

Then, we obtain sender, recipient, and relationship anonymity against this ad-

versary.

7.9 Related Work

Security in MQTT is an open problem [215, 217, 184]. On the one hand, implement-

ing security mechanisms is crucial to protect end-to-end clients. On the other hand,

since MQTT is adopted when constrained devices are involved [263], complex se-

curity solutions cannot be applied. Therefore, MQTT does not provide any built-in

security mechanism.

A first issue regards confidentiality. The basic approach consists of using TLS to

establish secure channels [80]. However, it has a negative impact on performance

and energy consumption [224]. Therefore, more advanced solutions have been pro-

posed in the literature [182, 253, 2, 244, 237, 81, 204, 138].

Often, the confidentiality mechanisms are adopted to reach also authorization

(with a focus on access control) [198, 187]. A lot of works pursuing both authorization
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and confidentiality are based on CP-ABE or KP-ABE [116, 31, 185, 172]. Clearly,

these schemes differ from the standard ABE schemes since they are tailored for being

used by constrained devices.

Another security feature investigated in MQTT is authentication [48, 30, 15]. For

example, in [46], a multi-factor blockchain-based solution for authenticating clients

is provided.

The problem of privacy in MQTT [9, 133] is more related to our work. An inter-

esting solution aimed to obfuscate the topics when public brokers are involved is

provided in [97]. However, it requires pre-shared keys between clients making this

solution not compliant with more general scenarios (such as that described in this

paper) in which publishers and subscribers do not know each other. The same con-

sideration applies for [133]. In principle, the above techniques aim to protect the

content of communication, while our proposal is devoted to protecting peer identi-

ties. Clearly, the two approaches are not in contrast and could be combined to obtain

a higher level of privacy.

The exact context in which our paper falls is anonymity, in which the aim is to

prevent the identification of the clients publishing or subscribing to some topics. In

the literature, to the best of our knowledge, no relevant and complete proposal is

available in this direction. The only approach that presents some similarities with

our proposal is [227]. Therein, a Tor-like [258] solution is designed in which clients

connect to the brokers through a path of intermediate brokers that forward messages

encrypted in Onion fashion. However, in the short paper, only the rough idea of the

approach is presented without providing any implementation or experimental vali-

dation. Furthermore, no discovery protocol and no security analysis are included.



Part III

Anonymous Service delivery
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When a given service is provided on the basis of some personal data, the pro-

tection of the communication between the user and the service provider may not be

enough to protect the identity of the users.

A typical example is provided by location-based services (LBS) in which a user

obtains a service after disclosing their position. As well-known in the literature, the

position is a quasi-identifier [240], easily linkable with user’s identity. In this case,

also by relying on a perfect anonymous communication network, the identity of the

user may be retrieved by a service provider receiving the position. Then, new chal-

lenges arise.

The goal of this third part of the thesis is twice. On the one hand, we want to

provide users with privacy-preserving services so that their identity is kept secret

from all the non-trusted parties. This is achieved in Chapter 8, in which we propose

a hierarchical LTS system offering protection against a global adversary. The services

we consider in this solution are location-based services and the aim is to provide the

users with guarantees about the fact that the provider is not able to identify their

positions. As with many state-of-the-art approaches, our solution relies on the pres-

ence of some location-trusted servers (LTSs) that build, starting from the position

of a user u, a cloaking area including at least k − 1 different users indistinguishable

from u. However, in standard LTS-based solutions, the LTS is a centralized entity

with a global view of all the positions of the users. In our approach, we reduce the

trust required of a single LTS by splitting its competence on a given set of positions

among many LTSs, each possibly managed by an autonomous organization.

The second goal of this part is to give an answer to the following question. It is

possible to enable new useful features, by relaxing the anonymity requirements. The

answer to this question is positive and it is the objective of Chapters 9 and 10.

In Chapter 9, we present a solution to the trade-off between accountability and

anonymity. In particular, we consider a scenario in which a user is known to the ser-

vice provider just by means of a pseudonymous username. To enable the possibility

to re-identify the user in case of malicious or illegal behavior, we require the collab-
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oration of three parties. This is the main advantage with respect to other solutions in

which just the collaboration of two parties is enough. This solution can be adopted

to support an anonymous social network in which users can interact anonymously

also with respect to the service provider itself. However, in the case of acts of cyber-

bullying or incitement to hate, a law-authorized party can identify the user with the

collaboration of the three parties involved in our protocol.

Regarding Chapter 10, we present a solution that enables the anonymous linkage

of open data only by some authorized parties. Specifically, we are in a smart city sce-

nario in which a user interacts with several subsystems by producing data published

in the form of open data. Even though these data are anonymized for privacy rea-

sons, our solution enables their linkage only to authorized parties which, however,

are unable to discover the real identity of the user to whose data refers.
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A hierarchical LTS system offering protection against a

global adversary.

Privacy-aware location-based services (LBS) can be obtained by protecting the user’s iden-

tity so that queries cannot be linked with users. A way to do this is to use a Location

Trusted Service (LTS, for short), to transform the exact position of the user into a cloaking

area including at least k users (thus, obtaining k-anonymity). In wide-area scenarios, a

centralized LTS organization might represent a serious threat in terms of security and pri-

vacy. This chapter proposes a hierarchical multi-provider distributed LTS organization,

which mitigates the above security privacy risks by splitting competence areas and mini-

mizing access to punctual data. This hierarchical organization of the LTS enables also the

possibility to gain protection against a global passive adversary without flooding the net-

work as would occur with a centralized approach. Finally, the hierarchical organization

traces the road for a possible edge-cloud-based implementation, whose benefits are also

highlighted by our experiments. Some preliminary results of this approach are published

in a research paper [39].

8.1 Introduction

Location-based services (LBS) occupy an important position within pervasive, ubiq-

uitous, and wide-area computing systems. There are many types of location-based

services, such as navigational, resource-discovery (typically, points of interest), traf-

fic, news, weather, emergency, advertising, location-based games, etc. [255, 28, 174,

298, 154]. They can be continuous (such as navigational services), may require dif-

ferent localization precision, and can be delivered as push services. LBS may repre-

sent a serious threat to people’s privacy. Indeed, the link between the content of the

required service and the location itself may allow an honest-but-curious provider

to link the user’s identity with sensitive information like habits, health state, reli-

gious, or sexual orientation. This is a very well-known problem in the literature,

and basically, it depends on the fact that location data are quasi-identifiers, allowing
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the adversary to discover the identity of the victim if combined with background

knowledge or through collusion among different adversary parties.

One of the approaches used to contrast the above problem is to protect the user’s

identity. The goal is to prevent location-based queries from being linked to users’

identities. This can be obtained by relying on a Trusted Third Party, named Loca-

tion Trusted Service (LTS, for short). The role of the LTS is to mediate the queries

coming from the users proxying them to the LBS provider. However, each query is

not forwarded as it is. Instead of the exact user position, the LTS builds a cloaking

area including at least k users and such that, for each of those k users, the associated

cloaking area is the same. This way, location k-anonymity [102, 145, 113] is achieved.

The stability condition of the cloaking area, called reciprocity [149, 106, 63] is funda-

mental, because it prevents reverse-engineering attacks [63] that can reduce actual

anonymity. Cloaking areas should also satisfy the effectiveness property [106] that

requires the minimization of their extension.

A problem with the LTS-based approach is that the concrete implementation of

the LTS in wide-area scenarios is a complex task. Indeed, implementing the LTS as a

centralized entity might represent a serious threat in terms of security and privacy.

This is due to the fact that the LTS keeps the entire location data of users and tracks

them every time and everywhere. Moreover, if the LTS is compromised, it will pose

user information in jeopardy.

This chapter deals with the above problem by providing a concrete location-

trusted service system based on a hierarchical multi-provider distributed organi-

zation. The proposed system is distributed and hierarchically organized, in such a

way that the competence is split among many LTSs, each possibly managed by an

autonomous organization. Moreover, multiple services and possible overlapping of

regions are managed.

Clearly, a hierarchical approach can really mitigate the above security privacy

risks only if the providers covering wide areas (thus, high in the hierarchy) do not

manage exact location data, but only aggregate values.

Therefore a problem to study for an effective hierarchical LTS implementation,

is how to exploit any existing cloaking-area-construction algorithm that works on

exact positions to build cloaking areas on aggregate data preserving both reciprocity

and effectiveness.

In this chapter, we propose a solution to the above problem.

Observe that the LTS-based approach is completely nullified if a global passive

adversary is allowed, able to monitor the flow of messages, as the source of the query

can be identified among the anonymity set of users. In real-life contexts, this is for

example the case in which we want to provide LBS completely within a mobile so-
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cial network. In this case, the LTS could be an entity that interacts with the users

and the LBS provider (possibly, the social network itself) by using communication

mechanisms provided by the social network (and thus completely observable by the

provider). Concerning this aspect, a nice feature of our approach is that the hierar-

chical organization of the LTS enables the possibility to use position notification as

cover traffic to hide queries and multicast to hide responses against the global ad-

versary, without flooding the network as would occur with a centralized approach.

In this chapter, we also highlight that our hierarchical distributed approach can

benefit from the edge-cloud paradigm [151, 171] for a real-life implementation. In-

deed, the lower the LTSs in the hierarchy, the closer to the user they can be imple-

mented, thus reducing network latency for local queries and better distributing the

computational load.

8.2 Background

In this section, we provide the background knowledge useful for the comprehension

of the rest of the chapter. Specifically, we give the fundamentals of the location-

trusted-service-based approach used to protect privacy in location-based services.

Location-based services (LBS) are services based on the location of users. They may

lead to serious threats to privacy. There are different approaches used to contrast this

problem. Our proposal refers to the approach aimed to protect the user’s identity.

This approach is based on the presence of a Trusted Third Party (TTP), called Loca-

tion Trusted Service (LTS), which plays the role of anonymizer of the user’s requests

towards the LBS provider. The LTS receives the query from the user and, instead

of the exact position, sends a cloaking area to the LBS provider including at least

k users (including the requester), in such a way that location k-anonymity [113] is

achieved. This means that the probability for the adversary (i.e. the LBS provider) to

identify the user requesting a location-based service is at most 1
k , provided that an

additional feature (detailed below) is adopted.

To give the flavor of the approach based on the location k-anonymity, let’s con-

sider the following example. Suppose that Bob wants to know the points of interest

close to his position by relying on an LBS provider. To prevent an honest-but-curious

LBS provider from learning information about Bob related to the query, a possible

way is to protect Bob’s identity, so that the LBS query cannot be linked to him. Un-

fortunately, the use of anonymous IDs is not enough. Indeed, the location itself is a

quasi-identifier and, therefore, allows the LBS provider to identify Bob if the location

data are combined with other public data, background knowledge, or through col-

lusion with external parties. To avoid this, the LTS is placed in the middle, between
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Fig. 8.1: An example of construction of a cloaking area.

.

Bob and the LBS provider. The query is submitted by Bob to the LTS (playing as

Trusted Third Party), along with his exact position. The LTS builds a cloaking area,

including an anonymity set of users (AS), to which Bob belongs. If the required pri-

vacy level is k, then the cardinality of the anonymity set must be no smaller than k.

These users are selected in such a way that, on the basis of the knowledge available

for the LBS provider, they are indistinguishable to the latter. The LTS removes the

user ID and submits the query to the LBS provider along with the cloaking area,

instead of the exact position. This is done with the objective to obtain that the prob-

ability for the adversary (i.e., the LBS provider) to identify Bob and link him to the

query is not higher than 1
k , which is acceptable for a sufficiently large value of k.

The LBS sends the answer to Bob’s query to the LTS, which can filter it based on

Bob’s exact location, and sends the refined response to Bob to minimize client-side

communication overhead. The above scheme is summarized in Figure 8.1.

More formally, we define the following.

Definition 8.1. Consider a user u issuing a query with privacy level k. A cloaking

area (built by the LTS) is any area A such that a set of users AS (called, anonymity set)

can be found by the LTS within A such that u ∈ AS and |AS | ≥ k.

Unfortunately, a cloaking area so defined is not enough to guarantee the required

privacy level, even though users inside AS are really indistinguishable to the adver-

sary. Indeed, a technique only satisfying the above requirements is vulnerable to

reverse-engineering attacks [63].

To prevent this problem, the following property has to be required.

Definition 8.2. (Reciprocity Property [106]). Consider a user u issuing a query

with privacy level k, associated by the LTS with a cloaking area A, and involving

the anonymity set of users AS. We say that A satisfies reciprocity if every user in AS

also generates the same anonymity set AS for the given privacy level k. A cloaking-

area-construction algorithm is reciprocal, if every returned cloaking area A (for each

possible user, and each possible privacy level k) satisfies reciprocity.
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Clearly, the condition stated in Definition 8.2 is also satisfied if every user in AS

also generates the same cloaking area A (which then involves the same anonymity set

AS). As a matter of fact, this is the condition satisfied by reciprocal algorithms pro-

posed in the literature, starting from the first proposal given in [106]. On the other

hand, different returned cloaking areas, even including the same AS, could enable

reverse-engineering attacks if not adequately built.From Definition 8.1, immediately

follows that a cloaking area satisfying reciprocity satisfies also location k-anonymity.

However, Definition 8.2 entails that k-anonymity ensures equal probability 1
|AS | for

the adversary to identify a user. As shown in [106, 63], without reciprocity, reverse-

engineering attacks are possible allowing the adversary to reduce the above prob-

ability below the aimed level 1
k . Observe that reciprocity has been independently

formulated as the k-shared property in [63].

8.3 Approximate Cloaking Areas

Our approach relies on any existing reciprocal cloaking-area-construction algorithm

(see Definition 8.2). Since reciprocity, for a given privacy level k, implies location

k-anonymity, for a reciprocal cloaking-area-construction algorithm and for the re-

turned cloaking areas, we say that they satisfy the k-reciprocity property, to highlight

the privacy level k. Recall that if the returned cloaking area includes at least k users

and is the same for all those users, then the algorithm is reciprocal. As highlighted in

Section 8.2, coherently with the reciprocal algorithm proposed in the literature, Def-

inition 8.2 is applied in our approach in the sense that the returning cloaking area is

the same for every user in the anonymity set AS. Moreover, throughout the chapter,

we implicitly assume that the anonymity set is the set of all the users belonging to

the cloaking area.

Consider a geographical area A that is a set of GPS coordinates, called positions,

identifying the portion of a territory with a certain degree of granularity. We denote

by P ⊆ A the set of the positions associated with all the users located in A. P is called

actual position set.

Definition 8.3. A Cloaking Oracle OA (for the area A) is a partial function that receives

as input a privacy requirement k, a set of positions Q, and a position p ∈ Q, and returns,

if any, a cloaking area CQ ⊆ A such that p ∈ CQ and satisfies k-reciprocity.

According to the definition of reciprocity recalled in Section 8.2, from the above

definition it follows that there exist at least k positions p1, . . . ,pk ∈ CQ ∩Q including

p such that OA(k,Q,p1) = . . . = OA(k,Q,pk) = CQ.

Observe that, the Cloaking Oracle is a partial function because, depending on k,

on a certain input, it could happen that there is no way to build the cloaking area.
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Anyway, this is not a limit of our work, which considers an ideal algorithm. This case

only refers to the intrinsic non-compliance of the distribution Q with the privacy

requirement (for example, if |Q| < k).

Now, consider a partition ZA of A identifying sub-areas of the territory. Even

though the partition we consider in Section 8.4 divides A into a grid of equi-sized

squares, the next result works for any shape of the sub-areas. Each element of ZA is

called cell.

We introduce the following two definitions.

Definition 8.4. The aggregation mapping (on P ) is a function DP : ZA →N which, for

each cell, returns the number of positions of P in it included. Formally, DP (z) = |z∩P |, for

each z ∈ ZA.

Definition 8.5. Given DP , a set of positions P ′ ⊆ A is said equivalent to P , if DP =

DP ′ (i.e., |z∩ P | = |z∩ P ′ |, for each z ∈ ZA).

In words, P ′ is any redistribution of the users (starting from the actual distribution

represented by P ) preserving the number of users occurring in each cell. We denote

by R(DP ) a given fixed generation schema (i.e., a deterministic function) of a set of

positions equivalent to P . Therefore, given DP , any party that is aware of this schema

can deterministically generate the same set of positions P ′ =R(DP ) equivalent to P .

From now on, throughout the chapter, consider given the geographical area A, the

actual position set P , the partition ZA, and the generation schema R.

Given a cloaking area CQ, for a certain set of positions Q, we denote by SCQ
= {z ∈

ZA|z∩CQ , ∅}. SCQ
represents the set of cells that are involved by CQ.

Definition 8.6. We define the approximate cloaking area (of CQ) as CQ =
⋃

z∈SCQ
z.

Observe that CQ identifies a sub-area of A including CQ.

Given a set of positions P ′ equivalent to P , consider the cloaking area CP ′ ob-

tained as output of OA(k,P ′ ,p). The idea is that, from just the knowledge of DP , any

agent may construct a cloaking area by satisfying the k-reciprocity requirement, just

by calling the Cloaking Oracle on a set of positions P ′ equivalent to P .

We are ready to define the algorithm that an LTS can follow to build a valid

clocking area (with respect to a given privacy requirement k), by relying only on the

aggregation mapping DP , instead of P .

The Algorithm 1, called approximate cloaking-area construction (denoted as

Acloak(k,DP ,p
′)), has input: (1) the privacy requirement k, (2) an aggregation map-

ping DP , and (3) p′ ∈ R(DP ), and output either fail or an approximate cloaking

area. Acloak proceeds as follows: (1) Relying on DP and R, it builds the position

set P ′ = R(DP ) (recall that P ′ is equivalent to P ); (2) It calls OA(k,P ′ ,p′). If the Ora-

cle is not able to respond (i.e., OA(k,P ′ ,p′) is not defined), then Acloak returns fail,
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Algorithm 1 Approximate cloaking-area construction
Notation OA: the Cloaking Oracle for the area A

Notation R: the generation schema

Input k: privacy requirement

Input DP : aggregation mapping

Input p′ : a position in R(DP )

Output fail or CP ′

1: P ′ =R(DP )

2: if (OA(k,P ′ ,p′ ) is not defined) then

3: return fail

4: else

5: CP ′ = OA(k,P ′ ,p′ )

6: return CP ′ of CP ′

7: end if

else (CP ′ = OA(k,P ′ ,p′)), the execution goes to the next step; (3) Acloak returns the

approximate cloaking area CP ′ of CP ′ .

In Figure 8.2, an example of execution of the approximate cloaking-area con-

struction is reported.

Specifically, map (a) represents the geographical area A divided into cells by ZA,

including a certain set of users with actual positions P , and a given position (in red),

which the LBS request comes from. To understand the meaning of the red and green

areas, we need first to describe the other maps. Suppose that the privacy require-

ment is k =12, so that the final cloaking area must include at least 12 users. Map

(b) denotes the application of the aggregation function on P . Finally, map (c) shows

the redistribution P ′ = R(DP ) of users (preserving the aggregation mapping), the

cloaking area CP ′ (in green) returned by the Cloaking Oracle, and the approximate

cloaking area CP ′ (in red). The example shows that even though the Cloaking Or-

acle returns on P ′ the green cloaking area fulfilling the privacy requirement (as it

includes k=12 positions), being P ′ a set of dummy positions, the cloaking area itself

could be not valid if applied to the actual position set P . This is the case we are rep-

resenting. Indeed, when projecting the green cloaking area from map (c) to map (a),

we see that the actual involved positions are less than the required number (as they

are 10 positions).

In contrast, the red approximate cloaking area, which, by construction, includes

the same number of positions if applied to either P or P ′ (for P and P ′ equivalent),

satisfies the privacy requirement as the number of actual (or dummy) included po-

sitions equal to 16.

For simplicity, in this example, we did not consider the reciprocity property.
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Fig. 8.2: An example of construction of an approximate cloaking area.

.

8.4 The Distributed LTS

In this section, we describe the LTS organization. The area A is divided into n rect-

angles each containing a number of square cells in ZA. Let denote by AZ = {A1, . . .An}

the set of such rectangles. The choice of the rectangle as a shape of an elementary

group of cells is done only for the sake of simplicity. Any other shape could be in

principle utilized.

In our system, multiple hierarchical LTSs are adopted, each possibly managed by

an autonomous organization. They are organized as follows. Each rectangle, called

0-zone, is under the responsibility of an LTS of level 0. Each LTS of level 0 respon-

sible for the 0-zone Ai (with 1 ≤ i ≤ n) knows a subset of actual positions Pi ⊆ P

representing the actual positions of the users in the 0-zone Ai .

The LTSs system basically implements a forest of tree spatial indices. Specifi-

cally, a number of LTSs of level 0 managing adjacent 0-zones constitutes the set of

children of an LTS of level 1. Such an LTS is responsible for a 1-zone obtained as the

union of the 0-zones which each of its children is responsible for and knows only the

restriction of the aggregation mapping DP to the subset of P involved by the 0-zones

forming the 1-zone of its competence.

In general, a number of LTSs of level i managing adjacent i-zones constitutes

the set of children of an LTS of level i + 1. Such an LTS is responsible for an (i + 1)-

zone obtained as the union of the i-zones which each of its children is responsible

for and knows only the restriction of the aggregation mapping DP to the subset of P

involved by the 0-zones mapped to the (i+1)-zone of its competence. In other words,

each LTS of level i > 0 has competence on a number of rectangles of A and, then, on

the involved cells but knows only, for each cell, the number of users positioned in it

and not the exact position. This happens also for the root of each tree, which is set in

such a way that the size of the map of its competence is feasible. This is the reason

why we do not have a single tree, but a forest of trees. We assume that all the LTSs

share the generation schema R.
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The LTS hierarchical organization is sketched in Figure 8.3.(a). In detail, there are

three 0-zones, colored in green, red, and blue, respectively, and their LTSs of level

0. Users are also represented. The red user is submitting an LBS query. The union

of these three 0-zones forms the 1-zone of competence of the black LTS of level 1.

Figure 8.3.(b) reports the view from the black LTS of this 1-zone (which includes

only the aggregation mapping). The red dot corresponds to the position which the

query comes from. The red-line ellipse and the black-line region will be described

later.

8.4.1 Registration

When a user enters a 0-zone, it performs a pseudonymous registration to the LTS of

level 0 responsible for such a zone. Each LTS of level i ≥ 0 (in a tree of the forest)

knows its parent LTS (of level i + 1) according to the LTS hierarchy defined above.

Similarly, each LTS of level i ≥ 1 knows all its children (LTS of level i − 1).

8.4.2 Position Notification

Periodically, with a given frequency, each user located in a 0-zone Ai sends their

position to the LTS of level 0 responsible for such a 0-zone. Therefore, such LTS, say

L, knows the set of positions Pi of the users in the 0-zone. The above component of

the position notification process is called detailed position notification.

Now, we describe how aggregate positions are notified to the higher levels of the

LTS hierarchy. We call this task aggregate mapping notification. Let’s consider the LTS

L again. We denote by DPi , the restriction of DP to Pi . L can compute P ′i = R(DPi ).

Then, it builds and maintains a one-to-one correspondence S between the sets Pi

and P ′i in such a way that any actual position p ∈ Pi is associated with a dummy

position S(p) ∈ P ′i such that p,S(p) ∈ z for some z ∈ ZA (i.e., p and S(p) are in the

same cell). As will be clarified in Section 8.6, this is done to guarantee k-reciprocity

(not with the purpose of hiding the actual position).

Periodically, L sends DPi to its parent LTS (of level 1). This counts the number

of users for each cell contained in its 0-zone. At this point, the LTS of level 1, by

merging the information coming from its children, is able to know the restriction of

DP to P ∗, where P ∗ is the set of the positions of the users in the 1-zone which such an

LTS is responsible for. Observe that, it does not know P ∗. Periodically, this restriction

of DP is sent to its parent LTS (of level 2). The process is iterated until the root of the

tree is reached.
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8.4.3 LBS Request Processing

Suppose a user in position p performs an LBS request. To prevent the global adver-

sary can identify that a user submits a query to the LBS provider, the user replaces

one of the messages of the detailed position notification (intended for the LTS of

level 0 responsible for the 0-zone which the user is located in) with the LBS request

including the position p and an on-the-fly key K . Suppose that such 0-zone is Ai and

the set of positions of the users including in it is Pi , this LTS invokes the Cloaking

Oracle OA(k,Pi ,p).

We distinguish 2 cases. The first case is when the Cloaking Oracle outputs a

cloaking area CPi , then the LTS can directly perform the request to the LBS provider

and after receiving the response and (possibly) filtering it, sends the response en-

crypted with K in multicast to the users included in the cloaking area.

The second case occurs when the Cloaking Oracle fails. If this happens, the LTS

of level 0 forwards the request to its parent LTS (of level 1), by replacing p with

p′ = S(p).

Again, to hide that a request is sent, the LTS of level 0 replaces one of the mes-

sages of the aggregate mapping notification (intended for its parent) with the request

itself. At this point, the LTS of level 1 invokes Acloak by passing as input the privacy

requirement k, the restriction of the aggregation mapping to the positions set in-

cluded in the 1-zone of its competence, and the position p′ .

Since Acloak might positively respond or fail, we have to distinguish two cases

again. If Acloak succeeds, then it returns an approximate cloaking area and the LTS

of level 1 performs the request to the LBS provider. When it receives the response,

filters it, and starts what we define as the cloaking multicast mechanism. This mech-

anism first requires the selection of the children LTSs of level 0 which the filtered

response has to be sent to. The selection is done by finding the LTSs of level 0 which

are responsible for at least one cell included in the approximate cloaking area. Then,

the filtered response is multicasted to such LTSs encrypted with K . In turn, each LTS

sends the response in multicast to all the users belonging to the involved cells.

Otherwise (i.e, Acloak fails), the request is forwarded (by replacing, as usual, an

aggregate-mapping-notification message) by the LTS of level 1 to its parent. The

process is iterated until the root of the tree. The LBS request can be satisfied only if,

eventually, an LTS is able to positively respond.

In Figure 8.3.(b), an example of an approximate cloaking area built by an LTS of

level 1 is depicted. The red-line ellipse represents the cloaking area returned by the

Cloaking Oracle invoked by the black LTS. The black-line region is the approximate

cloaking area of the previous cloaking area.
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Fig. 8.3: Example of LTS hierarchy and approximate cloaking area for the LTS of

level 1.

.

8.5 Service Management, LTS overlapping, and Implementation

Aspects

The aim of this chapter is to provide a concrete solution based on a theoretical back-

ground to implement a real-life LTS system. Then, in this section, we provide some

enhancements to the model, to capture some practical aspects. Specifically, we in-

troduce the dimension of the service, to allow an LTS to be involved only in some

specific services from those available in the territory.

We start by defining the role of the organizations involved in the system. The

users belong to the set U . We assume that they are identified by their positions in P .

• An organization, called SP, providing the set of location-based services SA in the

area A.

• A set of organizations Li = {Li1, . . . ,Limi
} (0 ≤ i ≤ imax}) interested in providing

the LTS services at level i. imax represents the highest level of the LTS hierarchy

(possible real-life values for imax are 3 or 4) and mi represents the cardinality of

the set of organizations at level i.

• The telephone service provider TSP supporting communications.

An agreement between SP and TSP exists, to implement an edge-cloud solution

sketched at the end of this section. Let ST be the entity representing this agreement.

Observe that this entity can play the role of global passive adversary, because it has

the technological capabilities to monitor the entire traffic generated and received by

the users.

We define now a number of mappings associating services with 0-zones, LTSs,

and users, and defining the LTS hierarchy.
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• A mapping returning the set of services on which a given LTS of level 0 works

in a certain 0-zone: services : L0 ×AZ → 2SA . To define this mapping, every LTS

of level 0 establishes which services it wants to support. A given LTS of level 0

keeps only the restriction of the function services regarding itself. This allows

us to store the information just close to the user, coherently with the edge-cloud

paradigm. Obviously, this information is notified to all the registered users.

• A mapping returning the set of LTSs of level 0 working on a given 0-zone:

zero_lts : AZ → 2L0
. This mapping is managed by ST, and, again, notified to all

the users occurring in a given 0-zone, concerning its restriction to this 0-zone.

• A mapping returning the set of LTSs of level i + 1 with which a given LTS of

level i (0 ≤ i ≤ imax − 1) has established an agreement to forward users’ requests:

upi : Li → 2Li+1
, and a mapping returning the set of LTS of level i − 1 with which

a given LTS of level i has established an agreement to receive users’ requests:

downi : Li → 2Li−1
.

• A mapping defining the set of services on which a user does not want to collab-

orate for the construction of the cloaking area: deny_s : U → 2SA . This mapping

is defined by the user and is notified to and kept by the LTSs of level 0 to which

the user is registered.

• A mapping returning, for a given LTS of level 0, say L, a service s ∈ SA, and a

0-zone Aj ∈ AZ , a set of positions P L
j corresponding to users belonging to Aj of

competence of L, registered with the LTS L, who did not deny the service s and

s ∈ services(L,Aj ): position : L0 × SA ×AZ → 2P , where P , we recall, is the set of

all the positions as defined in Section 8.3.

The set P L
j , referring to the 0-zone Aj , will be used by any LTS of level 0 L of

competence of Aj , to build a cloaking area only for a query regarding the service

s. Each LTS of level 0 keeps the proper restriction of the above mapping, which is

populated thanks to the detailed position notification described in Section 8.4.2.

Given a cell z ∈ ZA included in Aj , we denote by P L
j [z], the subset of the positions

of P L
j belonging to the cell z.

Since the LTSs of level i may require the collaboration of LTSs of level i + 1 to satisfy

a request on a given service, we require that each LTS of level i (with i > 0), say Lix,

supports all the services supported by the LTSs in downi(Lix).

The inclusion of multiple services and the changes introduced in the LTS hier-

archy do not have an impact on the mechanism by which the cloaking area is con-

structed, provided that this is done by selecting just the proper dimension (i.e., the

service), to avoid intersection attacks. For example, suppose that in the 0-zones Ai

the services s1 and s2 are provided, and, in the adjacent 0-zone Aj the services s2 and

s3 are provided. Now, consider a user belonging to Ai who submits a query regarding
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the service s1 that cannot be resolved by the LTS of level 0. If we allow the LTS of

level 1 to use all (independently of the service) the positions in Ai and Aj to build

the cloaking area, then the adversary can infer that the actual anonymity set of users

is restricted to Ai thus breaking k-anonymity. To avoid this, for a query on a service

s, the positions that can be used for this service at any level of the hierarchy must

come from 0-zones in which s is provided. This allows us, for the security analysis

provided in Section 8.6, to consider the simpler model of a single service.

The introduction of the new features in the system model affects only the regis-

tration phase and the position notification.

8.5.1 Impact on the Registration Phase

The registration phase defined in Section 8.4.1 is affected by the inclusion of multiple

services and LTS competence overlap basically due to the mapping denys and to the

fact that the user can choose the LTSs to contact for any service.

Specifically, the registration is modified as follows. Each user performs a global

registration (in pseudonymous form) with ST and obtains a global pseudonymous

ID.

When a user requires the collaboration of an LTS of level 0 to obtain a service,

they perform a local registration with such an LTS and provide it with their global

pseudonym. Therefore, all the LTSs of level 0 to which the user is registered will own

its global pseudonymous ID. As it will be clear in the next section, we need a unique

identifier for the users because the higher-level LTSs should have a global view (even

in aggregate form) of the user distribution. Therefore, users who are registered with

multiple LTSs of a given 0-zone, should be counted once, and then their records

should be reconciled. The exact mechanism to obtain this goal without breaking

users’ privacy is explained in Section 8.5.2.

Given a user u belonging to a 0-zone Aj , u can perform the local registration with

one or more LTSs of level 0 belonging to the set zero_lts(Aj ).

For each LTS L0
i chosen by the u, we assume by default that u provides their

positions to build cloaking areas for all the services in services(L0
i ,Aj ). Anyway, u

can specify the services on which they do not want to adhere and notify them to

the selected LTSs of level 0. This latter operation represents the way in which the

function deny is updated.

8.5.2 Impact on the Position Notification

The revision of the basic model provided in the above section has an impact on

the position notification defined in Section 8.4.2. This basically happens due to the

presence of multiple services and to LTSs competence overlapping.
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The presence of multiple services induces a trivial change. Indeed, when a user

denies a service, all the LTSs of level 0 in which the user is registered should make

aware of this denial. Therefore, the position of that user is not considered for that

service. Moreover, the view of the positions of the users is specific for a certain ser-

vice, as induced by the definition of the mapping positions introduced earlier.

From now on, consider implicitly given a service s, and only those users who did

not deny this service.

Concerning the detailed position notification, the only difference with respect to

the basic definition is that the set of positions that is updated by an LTS of level 0,

say L, working on a 0-zone Aj , is just the partial view P L
j = positions(L,s,Aj ) of the

overall set of positions of users belonging to Aj . Therefore, two LTSs A and B of level

0 working on the same 0-zone, may have a different view of the positions of the users

occurring in this 0-zone. In other words, it may happen that P A
j , P

B
j , because there

could be a difference between the set of users registered with A and registered with

B.

Also the aggregate mapping notification to the higher level is affected by the

overlapping of LTSs of level 0. For instance, it might happen that on a given cell

z ∈ ZA, belonging to the 0-zone Aj , there are two LTS of level 0 of competence, say A

and B. In this case, some users located in the cell z could be registered only with A,

some users could be registered just with B, and other users could be registered with

both A and B. Let denote by kA (kB, respectively) the number of users registered only

with A (B, respectively) and let kAB the number of users registered with both A and

B. It happens that, the actual restriction of the aggregation mapping to notify to the

proper LTSs of level 1 should be kA + kB + kAB. Unfortunately, thanks to the detailed

position notification, the only information available to A is |P A
j [z]| = kA+kAB, whereas

the information available to B is |P B
j [z]| = kB + kAB. To overcome this drawback, the

two LTSs should know the cardinality of the intersection between the |P A
j [z]| users

registered with A and the |P B
j [z]| users registered with B. To avoid unwanted leakage

of privacy, this task can be accomplished by using an efficient protocol for multi-

party private set intersection cardinality (MPSI-CA), like those proposed in [155, 76],

or an approximate technique, to achieve better efficiency, like that proposed in [83]

(in this case, an extra value of the privacy level k should be set to guarantee that the

anonymity threshold 1
k is fulfilled). MPSI-CA is a secure multi-party-computation

(SMPC) protocol, allowing any party among a group of participants, each owning

a private set of items, to compute the cardinality of the intersection of these sets,

without learning anything about the sets of the other participants. This way, in our

case, A knows nothing about users of B (not registered to A) and vice versa.
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To generalize the above case (and then, also to understand why we need to com-

pute private set intersection cardinality among multiple parties –more than two), we

introduce the following notions.

Definition 8.7. Given a cell z ∈ ZA, we denote by Lz the set of LTSs of level 0 supporting

the service s in z. Given a set of LTSs of level 0 X ⊆ Lz, we define now the following

recursive notion:
c∅ =

∣∣∣∣⋂Y∈Lz P
Y
j [z]

∣∣∣∣
cX =

∣∣∣∣⋂Y∈Lz\X P Y
j [z]

∣∣∣∣−∑
Y⊂X cY

The next result holds.

Theorem 8.8. Given a cell z ∈ ZA, and a set of LTSs of level 0 X ⊆ Lz, cX represents the

cardinality of the set of the users who are registered with all and only the LTSs of level 0

belonging to the set Lz \X.

Proof. We proceed by induction on the cardinality of the set X, by proving that the

property stated in the theorem holds when |X | ≤ k, for any k ≥ 0.

Basis. (i.e., |X | ≤ 0). In this case, X = ∅, and then, trivially, c∅ =
∣∣∣∣⋂Y∈Lz P

Y
j [z]

∣∣∣∣ repre-

sents the set of the users who are registered with all and only the LTSs of level 0

belonging to the set Lz.

Induction. We have to show that if the theorem statement holds for any set X with

|X | ≤ k, it also holds for any set X with |X | ≤ k + 1. According to Definition 8.7,

cX =
∣∣∣∣⋂Y∈Lz\X P Y

j [z]
∣∣∣∣−∑

Y⊂X cY .

The term
∣∣∣∣⋂Y∈Lz\X P Y

j [z]
∣∣∣∣ counts all the users who are registered with all the LTSs

of level 0 belonging to the set Lz \X.

However, the above summation also includes those users who are registered also

with LTSs in X. To prove induction, we have to show that cX does not also count

these users. This actually happens thanks to the subtractive second term. Indeed, by

the inductive hypothesis, for any Y ⊂ X (and, thus, |Y | ≤ k), cY represents the set of

the users who are registered with all and only the LTSs of level 0 belonging to the

set Lz \ Y . Then, sumY⊂XcY represents the number of users that are registered with

all the LTSs of level 0 belonging to the set Lz \X and at least one LTS of level 0 in X.

Therefore, the difference
∣∣∣∣⋂Y∈Lz\X P Y

j [z]
∣∣∣∣ −∑

Y⊂X cY = cX represents the number

of users that are registered with all the LTSs of level 0 belonging to the set Lz and

are not registered with any LTSs of level 0 in X. The proof is then concluded. ⊓⊔

Thanks to the above result, we describe now how each LTS of level 0 in Lz can

compute the number of users belonging to the cell z to notify it to the higher LTS

level. Observe that, this number, denoted by nz, is independent of the LTS counting

it because it counts the overall number of users not denying the service s registered

with any of the LTSs in Lz.
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Assume that, preliminary, in each 0-zone Aj , all the LTSs of level 0 operating

on it (Lz, for each z in Aj ) know each other (this task can be supported by ST). The

protocol can proceed as follows, cell by cell (in parallel) in the 0-zone:

• For each subset of LTSs in Lz, the MPSI-CA (multi-party private set intersec-

tion cardinality) protocol is executed among the corresponding sets of registered

users to obtain the cardinality of the intersection of such sets. The overall ef-

fort of this step is 2|Lz | − |Lz | − 1 MPSI-CA executions. Observe that, this is not

prohibitive because we expect, in real-life situations, very few LTSs per 0-zone.

Moreover, due to the parallel execution of the intersections, the overall compu-

tation is bounded by one MPSI-CA execution among |Lz | sets.

• Each LTS in L ∈ Lz notifies to all the LTSs of level 1 in up0(L) the following in-

formation: (1) |P L
j [z]|, and (2) the result of any executed intersection in which L

is involved. To avoid duplication of communications, a P2P protocol could be

established among the LTSs involved. For simplicity, we omit this aspect. Even-

tually, each LTS of level 1 is aware of all the needed information to compute cXs,

for each subset X ⊆ Lz.

• At this point each LTS of level 1 can compute nz. This is done by choosing any

LTS of level 0, say A, and then by computing: nz = |P A
j [z]|+

∑
{Y∈2Lz | A∈Y } cY . This

immediately follows from Definition 8.7 and Theorem 8.8, due to the fact that,

for two distinct subsets of LTSs X1 and X2, the corresponding cXs refer to disjoint

sets. Therefore, the second term of the above expression counts all the users not

registered with A.

• The value nz is forwarded by the LTSs of level 1 to the higher level, and so on.

In the next example, we give an instance of the application of the above protocol

to a case with three LTSs of level 0 and 1 LTS of level 1.

Example 8.9. Suppose that, for a given cell z in the 0-zone Aj , there are three LTSs of

level 0 operating on it, i.e., Lz = {A,B,C}. Suppose that up0(A) = up0(B) = up0(C) =

{D}, that is the three LTSs of level 0 are down just 1 LTS of level 1. Now, we show

how the above protocol is executed. For simplicity, we denote by IX = P X
j [z], for any

LTS X ∈ Lz. The overall number of MPSI-CAs to perform is 4 (i.e., 23 − 3 − 1). They

are: (1) IA,B,C = |IA∩IB∩IC |; (2) IA,B = |IA∩IB|, (3) IA,C = |IA∩IC |, and (4) IB,C = |IB∩IC |.

Once they are executed, IA,B,C , IA,B, IA,C , IB,C , |IA|, |IB|, and |IC | are notified to D.

At this point, D is able to compute the following:



8.5 Service Management, LTS overlapping, and Implementation Aspects 191

c∅ = IA,B,C

c{A} = IB,C −
∑

Y subset{A} cY = IB,C − IA,B,C
c{B} = IA,C −

∑
Y subset{B} cY = IA,C − IA,B,C

c{C} = IA,B −
∑

Y subset{C} cY = IA,B − IA,B,C
c{A,B} = |IC | −

∑
Y subset{A,B} cY = |IC | − (c{A} + c{B} + c∅) =

= |IC | − (IB,C − IA,B,C + IA,C − IA,B,C + IA,B,C) =

= |IC | − IB,C − IA,C + IA,B,C

c{B,C} = |IA| −
∑

Y subset{B,C} cY = |IA| − (c{B} + c{C} + c∅) =

= |IC | − (IA,C − IA,B,C + IA,B − IA,B,C + IA,B,C) =

= |IC | − IA,C − IA,B + IA,B,C

c{A,C} = |IB| −
∑

Y subset{A,C} cY = |IB| − (c{A} + c{C} + c∅) =

= |IB| − (IB,C − IA,B,C + IA,B − IA,B,C + IA,B,C) =

= |IB| − IB,C − IA,B + IA,B,C

Now, D can compute nz, by choosing any LTS, say A:

nz = |IA|+
∑

{Y∈2Lz | A∈Y }

cY = |IA|+ (c{A} + c{A,B} + c{A,C})

8.5.3 Implementation Aspects

As highlighted earlier, our hierarchical distributed LTS system enables the possi-

bility to adopt the emergent edge-cloud architecture for mobile applications, like

that presented in [264]. Indeed, the above paper is a state-of-the-art architecture

that deploys cloud servers at the network edge and designs the edge-cloud as a tree

hierarchy of geo-distributed servers. Therefore, this architecture perfectly fits our

case. Indeed, even though the use of cloud resources appears necessary for any LTS-

based solution, to serve the spatial peak loads from mobile users, our LTS organi-

zation enables a hierarchical architecture of edge cloud, which allows incremental

local management of the peak loads across different tiers of cloud servers to better

distribute the mobile workloads and reduce network latency. Differently from the

approach presented in [264], in which a workload placement algorithm is defined

to hierarchically distribute the computation load, we expect that the decentraliza-

tion of computation is a for-free side-effect of the inherent locality of cloaking areas

for even high privacy levels. Indeed, supposing to consider a 5G scenario [260], if

we implement the LTSs of level 0 at the small cells, and then, the higher levels at the

higher tiers (by using the various levels of macro cells), placing the highest LTSs at the

(traditional) cloud, we expect that the most queries can be resolved by LTSs of low

level (0 or 1), with a significant positive impact both in the overall computational

workload and, importantly, from the side of service latency.
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Even though, in this proposal, we do not provide an edge-cloud implementation

of our system, the aim of this section is to highlight this implementation aspect

as a relevant nice feature of our approach. In Section 8.7, we analyze the impact

on the latency of a 4-tiers edge-cloud implementation against a traditional 1-tier

implementation by simulating users’ requests in different configurations, obtain a

confirmation of the above expectation.

8.6 Security Analysis

In this section, we provide the security analysis of our solution. We start by defining

the threat model.

Actors. We consider the following actors:

Users: They submit LBS queries.

LTSs: They process the queries of the users, build the cloaking areas and contact ST.

Finally, they provide the answers to the users.

ST: It represents the agreement between TSP, providing the communication infras-

tructure, and SP, which receives the requests from LTSs and replies to them.

As discussed in Section 8.5, for a query submitted by a user on a service s, the po-

sitions that can be used for this service at any level of the hierarchy must come from

0-zones in which s is provided. This allows us, for the security analysis provided in

this Section, to consider the case of a single service.

Assumptions. We make the following assumptions.

A1: All the messages exchanged between users and LTSs and between LTSs them-

selves have the same size and are encrypted by using a secure probabilistic encryp-

tion scheme.

A2: The LTSs are considered trusted.

A3: The Cloaking Oracle is reciprocal, according to Definition 8.3.

Observe that, regarding the Assumption A2, the LTSs of level 0 know the exact

positions of the users but only limited to the 0-zone of their competence. This is the

standard assumption of each LBS system employing LTSs. However, the LTSs of level

i > 0 have less power than the LTSs of level 0. Indeed, they know only the number of

users for each cell of the i-zone of their competence.

Adversaries. We consider as adversary ST playing also as a global passive adversary.

Indeed, ST (1) is able to monitor all the exchanged messages (this is performed by

TSP that controls the communication infrastructure), (2) can maliciously exploit the

received information (this is accomplished by SP when receives the queries along

with the cloaking areas), and (3) thanks to the background knowledge (SP) and/or
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physical tracking of the users in the cells through the antennas (TSP), it is able to

know the positions of the users in the territory.

Observe that, due to Assumption A2 no other adversary can exist, because a user

does not access any information regarding other users.

We guarantee the following security property.

SP: It is not possible for the adversary to link an LBS request with the identity of the

user performing it with probability greater than 1
k (this property coincides with the

classical notion of location k-anonymity).

It is easy to see that SP would be immediately broken if ST, playing as a global

adversary able to monitor all the traffic in the system, can identify the source of the

query. However, this is not possible according to the following reasoning. Indeed, the

requests are hidden into the position-notification messages and, due to Assumption

A1 and A2, the adversary is not able to know when a user sends a request instead

of a detailed-position-notification message. Similarly, the adversary is not able to

know when an LTS forwards a request to an LTS of a higher level. However, the ad-

versary detects that a request has been originated, because it receives such a request

(forwarded by a certain LTS). The adversary can identify from where the query has

been originated by observing the response. Clearly, if the coverage of the response

that the adversary can track reduces someway the cloaking area, then the adversary

is able to break SP. It is easy to see that this is not the case. Indeed, thanks to the

multicast mechanism, the response messages are directed to all the users belonging

to the constructed cloaking area.

Therefore, it remains to prove that our method preserves the property fulfilled

by the Cloaking Oracle stated in Assumption A3 (i.e., k-reciprocity). This guarantees

Property SP.

To do this, recall that the cloaking area is the result of either (i) the invocation

of the Cloaking Oracle OA (if the area can be constructed by an LTS of level 0) or

(ii) the invocation of Algorithm Acloak. In case (i), due to Assumption A3, the above

statement is clearly satisfied. In case (ii), the cloaking area is built by an LTS of level

greater than 0. Recall that, in this case, Algorithm Acloak returns an approximate

cloaking area CP ′ of CP ′ = OA(k,P ′ ,p′) where P ′ = R(P ), and p′ = S(p) ∈ P ′ where

p ∈ P is the actual position of the user performing the request.

The next theorem states that our approximate construction-cloaking-area tech-

nique is reciprocal.

Theorem 8.10. Acloak is reciprocal.

Proof. We have to prove that there exist at least k positions p1, . . . ,pk ∈ CP ′ ∩ P such

that CP ′ =Acloak(k,DP ,x), for each x = S(pi), for any 1 ≤ i ≤ k.
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By Assumption A3, being CP ′ = OA(k,P ′ ,p′), there exist at least k positions

p′1, . . . ,p
′
k ∈ CP ′∩P ′ such that CP ′ = OA(k,P ′ ,p′i), for any 1 ≤ i ≤ k. Since p′i ∈ P

′ (for any

1 ≤ i ≤ k), by definition of S (that is a one-to-one mapping) there exist at least k posi-

tions p1, . . . ,pk ∈ P such that p′i = S(pi) for each 1 ≤ i ≤ k. Since CP ′ = OA(k,P ′ ,p′i), for

any 1 ≤ i ≤ k, by definition of Acloak, CP ′ = Acloak(k,DP ,x), for each x = p′i = S(pi),

for any 1 ≤ i ≤ k. Indeed, CP ′ depends only on CP ′ . Therefore, it suffices to prove

that Pr = {p1, . . . ,pk} ⊆ CP ′ . Let q be a position in Pr . We have to prove that q ∈ CP ′ . By

definition of S , there exists q′ ∈ P ′ such that q′ = S(q) and q,q′ ∈ z, for some z ∈ ZA.

Therefore, we show that z ⊆ CP ′ . By definition of CP ′ = OA(k,P ′ ,q′), q′ ∈ CP ′ , and

then z ∩ CP ′ , ∅. Therefore by definition of SCP ′ , z ∈ SCP ′ . Finally, by definition of

CP ′ =
⋃

y∈SCP ′
y, therefore z ⊆ CP ′ . The proof is then concluded. ⊓⊔

8.7 Experiments

Through this section, we perform a deep experimental analysis of the proposed so-

lution to validate it in terms of both cloaking-area minimality (i.e., effectiveness) and

network-performance advantages of its decentralized architecture.

8.7.1 Experimental set-up

We start by recalling that our approach is parametric with respect to any cloaking-

area-construction algorithm. In the theoretical framework, we called Cloaking Or-

acle the underlying cloaking-area-construction algorithm. For the experiments, we

consider a state-of-the-art approach, called Casper [189].

Casper is an LTS-based system aimed to achieve location k-anonymity. The

Casper system architecture consists of two components: the location anonymizer and

the privacy-aware query processor.

The location anonymizer plays the role of LTS. It is responsible for the construc-

tion of cloaking areas. The user, at registration time, sets a privacy profile, which is de-

fined as a pair (k,Amin). k is the privacy level, while Amin represents the lower bound

of the size of the returned cloaking area (too small cloaking areas can threaten users’

privacy). Mobile users can change their privacy profile at any time. The anonymizer

maintains the locations of the clients using a pyramid data structure, similar to a

Quad-tree, in which minimum cell size corresponds to the anonymity resolution.

The privacy-aware query processor is embedded inside the LBS provider. It handles

anonymous queries and cloaking areas. The privacy-aware query processor returns

a list of candidate answers to the location-based query via the location anonymizer.

The size of the candidate list largely depends on the user’s privacy profile (for ex-

ample, a strict privacy profile would result in a large list of candidates). Casper is
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set in our experiments with a very high granularity level (indeed, as mentioned ear-

lier, it allows granularity modulation), in such a way that negligible approximation

is introduced by Casper itself.

To execute Casper, we exploited its JAVA implementation provided in [277]. We

modify this JAVA project also to implement our solution. Due to the computational

effort required to conduct the experiments, to reduce the time to complete experi-

ments, we employ three personal computers in parallel equipped with 1.8 GHz Intel

i7-8850 CPU and 16 GB of RAM, 2.5 GHz Intel i7-6500 CPU and 12 GB of RAM, and

1GHz Intel i5-1035G1 CPU and 8 GB of RAM respectively. As in [297], in our ex-

periment, the user data are generated by using the Thomas Brinkhoff data generator

[34]. Furthermore, we also consider the mobility pattern, provided by the generator,

to study the stability of our approach when users move into the map.

According to different metrics that we will explain next, we execute our tech-

nique by using Casper as an underlying technique, by varying different parameters.

In other words, Casper plays the role of Cloaking Oracle.

We chose to conduct our experiments on a portion of the center of the city of

Reggio Calabria (Italy) in which a huge presence of users is possible in real life. In

fact, we also analyze the performance as the number of users varies. In Figure 8.4, the

considered 2 km × 2 km map provided by OpenStreetMap (OSM) [117] is depicted,

including the distribution of 6000 users generated by [34] at a given instant.

As for the implementation of our approach, in favor of the clarity of the analysis,

we referred to the basic tree-like LTS hierarchy, with a single-service assumption and

square zones. We considered a four-layer LTSs hierarchy.

Specifically, there is a single 3-zone of size 2 km × 2 km. This 3-zone is divided

into four 2-zones of size 1 km×1 km. Each 2-zone includes twenty-five 1-zones of size

200 m×200 m. In turn, each 1-zones includes twenty-five 0-zones of size 40 m×40 m.

Finally, we consider cells of size 8 m × 8 m. Therefore, the 0-zones include 25 cells,

the 1-zones include 625 cells, the 2-zones include 15,625, and the 3-zone include

62,500 cells.

Observe that such configuration of zones and LTSs is aligned to the edge-cloud

implementation discussed in Section 8.5.3. Indeed, the 0-zones are of the order of

5G small cells.

8.7.2 Metrics

In our experiments, we consider three metrics: Cloaking Area Size, Stability, and

Transmission Latency.
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Fig. 8.4: Distribution of the users in the selected area of Reggio Calabria.

(a) Ratio between the size of the cloaking area

returned by our approach and the size of the

cloaking area returned by Casper as k varies.

(b) Size of cloaking area of our approach and

Casper with N = 6000.

(c) Size of cloaking area of our approach and

Casper with N = 12000.

(d) Size of cloaking area of our approach and

Casper with N = 18000.

Fig. 8.5: Performance as k varies.
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(a) Ratio between the size of the cloaking area

returned by our approach and the size of the

cloaking area returned by Casper as N varies.

(b) Size of cloaking area of our approach and

Casper with k = 50.

(c) Size of cloaking area of our approach and

Casper with k = 150.

(d) Size of cloaking area of our approach and

Casper with k = 300.

Fig. 8.6: Performance as N varies.

Cloaking Area Size

Since, in our approach, the approximate cloaking area includes the cloaking area re-

turned by the Cloaking Oracle (considering a redistribution of the users), we expect

that our performances are worse than Casper regarding this metric. Indeed, once a

privacy level k is fixed, to minimize the cloaking area including at least k users is in

general aimed. In the literature, this property is called effectiveness [106]. As a matter

of fact, large cloaking areas incur high processing overhead from the side of LBS and

network cost, due to the high numbers of candidate results to return to the LTS. In

our business model, coherently with what is stated in the literature [106], the users

are charged depending on the required privacy level, but also on the overhead that

this requirement imposes on the system.

The aim of our experiments is to show that the extra size of the cloaking area

returned by our method with respect to the underlying cloaking-area-construction

algorithm is very limited. Therefore, the price we pay in terms of minimality is ac-

ceptable.
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First, we measured the size of the cloaking area as the privacy requirement k

varies. Specifically, since the cloaking area varies according to the user performing

the query, we repeat the query, for each value of k, 50 times for different users and

calculate the average value. The plots in Figure 8.5a show as the ratio between the

size of the cloaking area returned by our approach and the size of the cloaking area

returned by Casper as k varies.

The three plots correspond to three different numbers of total users in the consid-

ered area of 2 km× 2 km. We denote by N such a number. We observe that for small

values of k, the ratio is almost 1. The reason is that such queries can be resolved

(in most cases) by the LTSs of level 0 and, therefore, the approximate cloaking area

is equal to the cloaking area returned by Casper. As the value of k increases, the

queries involve also the LTS of level i > 0. Thus, the ratio increases too. Anyway, as k

reaches a certain value, the queries are resolved (in most cases) only by the LTSs of

higher level (2 or 3). In this case, the areas returned by Casper are bigger and the ap-

proximation introduced by our cells has a smaller impact so that the ratio decreases.

Regarding the differences between the total number of users on the map, we observe

that, basically, the plots are translated. Indeed, if the density of the users increases

for the same value of k, the queries can be resolved by lower LTSs. Therefore, as N

increases, we require a greater value of k before the ratio rises from 1 and a greater

value of k before the ratio decreases. We observe that the maximum ratio is about

1.3 and it is obtained for a limited range of values of k. For most of the values of k

the ratio ranges from 1 to 1.1. Therefore, our performance regarding such a metric

appears acceptable.

The actual size of the average cloaking areas (for our approach and Casper) as

k varies are shown in the plots in Figures 8.5b,8.5c,8.5d for different values of N .

Clearly, as expected, such size increases as k varies. We observe that, by fixing a

value of k, the value of the size of the cloaking area for both approaches decreases as

N increases. Again, this is due to the fact that the more users occurring in the map,

the lower the level of the LTSs able to construct the cloaking areas is.

Dual to the first analysis, we fixed the value of k and studied the size of the

cloaking area as N varies. The result is reported in Figure 8.6a.

We expect that this plot is mirrored with respect to the plot in Figure 8.5a. In-

deed, for small values of N , the queries are resolved by the LTSs of higher level

that results in greater areas with a smaller approximation. Therefore, the ratio as-

sumes small values (even if greater than 1). As N increases, the LTSs of lower lev-

els start to get involved in the resolution of the queries and the ratio increases.

When N reaches a certain threshold only the LTSs of level 0 are involved, there-

fore the ratio approaches 1. This is evident for the plot with k = 50. For the other
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plots (k = 150, k = 300), this is less evident since we considered the maximum value

of N = 25000 and a greater value of N is required. Anyway, we did not consider

N > 25000 since it is not realistic in the city of Reggio Calabria inside the considered

area (2 km×2 km). For completeness, in Figures 8.6b, 8.6c, 8.6d we report the actual

size of the cloaking area as N varies.

Clearly, in accordance with the plots in Figures 8.5b,8.5c,8.5d, such size increases

as k increases and decreases as N increases.

Stability

Another metric we considered in our experiment is the stability of our approach with

respect to Casper when users moving into the map (a real-life case mapping this

situation is for example when the user in a vehicle wants to continuously visualize

the gasoline stations available on the map).

Specifically, we follow a user in different time instants and evaluate the size of

the cloaking area obtained for a query coming from this user with our approach and

with Casper. We consider three mobility models of the users provided by [34]: Slow,

Middle, and Fast.

In our experiment, we measure the cloaking area size of 80 users (randomly se-

lected) when they move on the map. Since each user experiments a different cloak-

ing area instant by instant (according to their position) we selected a representative

user and show as the size of the cloaking area obtained with our approach and with

Casper, varies in the time domain.

We consider two approaches to selecting the representative user. The first repre-

sentative user is an average user, in which the cloaking area at each instant is given

by the average of the cloaking area of the 80 users at the same instant. The limit of

this approach is that the average user is not any real user and could obtain cloaking

areas very different from any real user.

Another approach to select the representative user is to find a real user who ex-

periments a median standard deviation σ of the distribution of ratios (in the time)

between the size of the cloaking area returned by our approach and the size of the

area returned by Casper. This way, we select a user well representing the sample

from the stability point of view because the above standard deviation is a measure

of stability. Indeed, a lower value of σ , means that the user obtains similar ratios

(and then, probably, similar cloaking area for our approach and Casper) as the time

varies. After filtering the data by removing outlier users, we selected the median user

as those with the median σ (if the number of users was even, we selected one of the

two users with σ nearest to the median σ ).
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For completeness, we considered both the above representative users, namely,

average and median.

The result of both the approaches is shown in Figures 8.7a, 8.7b, 8.7c, 8.8a, 8.8b,

and 8.8c for different values of k and N = 6000.

We observe that, as expected, the plots in the Slow scenario are less variable (and

then more stable) than the plot in the Middle and Fast Scenario for both Casper

and our approach. This is due to the fact that the distribution of the users does not

change rapidly in the time and then the cloaking areas obtained are similar. The

plots are more stable with higher values of k since they involve, in most cases, the

higher LTSs, which return similar cloaking areas due to the exponential growth of

the areas in Casper.

For the median user, we observe that they maintain the same area for some in-

tervals and then suddenly change. This is due to the discontinuity arising when the

user crosses different zones. This effect is smoothed for the average user.

Finally, to confirm the previous considerations, we show the average relative

standard deviation of the size of the cloaking area experimented by the 80 users

moving into the maps. The result is shown in Figures 8.9a, 8.9b, and 8.9c for differ-

ent values of k and N = 6000.

As expected, no appreciable difference exists between our approach and Casper.

Our method slightly outperforms Casper (since we have a lower average relative

standard deviation) due to our approximation. Indeed, a little modification in the

Casper cloaking area does not result in a modification of our cloaking area.

Clearly, the Slow scenario is more stable than the middle scenario, which is more

stable than the fast scenario.

Finally, the scenarios with higher values for k are more stable than the scenarios

with lower values for k.

Advantage of the Decentralized Implementation

The last considered metric is the network latency required to solve the queries. The

aim of this experiment is to provide a first validation of the advantages that our

decentralized solution can give when an edge-cloud implementation is adopted. As

recently reassessed in [75], in today’s Internet, although there can be considerable

delay variation over very short time scales, end-to-end latencies can be considered

operationally constant on long timescales (e.g., the order of a day). Latencies can be

considered operationally constant if they remain within bounds that could be con-

sidered operationally equivalent. With no the ambition to give a conclusive evalua-

tion of an edge-cloud implementation of our solution (not provided in this paper),



8.7 Experiments 201

(a) Size of the cloaking area of the average user as the time varies with k = 50 and N = 6000.

(b) Size of the cloaking area of the average user as the time varies with k = 150 and N = 6000.

(c) Size of the cloaking area of the average user as the time varies with k = 300 and N = 6000.

Fig. 8.7: Average User.
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(a) Size of the cloaking area of the median user as the time varies with k = 50 and N = 6000.

(b) Size of the cloaking area of the median user as the time varies with k = 150 and N = 6000.

(c) Size of the cloaking area of the median user as the time varies with k = 300 and N = 6000.

Fig. 8.8: Median User.

but only to have a validation of this implementation direction, we study by simu-

lation the network latency, according to the above results, by setting the bounds to

10-20 ms, 50-80 ms, 100-150 ms, and 200-300 ms for queries resolved by the LTSs

of level 0, 1, 2, and 3, respectively. Indeed, we recall, we consider an edge-cloud

implementation based on hierarchic tiers like that proposed in [264].

Regarding Casper, we consider a unique LTS of level 3 of competence of the en-

tire zone that solves all the requests. Regarding our approach, if a request cannot be
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(a) Average relative standard deviation with k = 50 and N = 6000.

(b) Average relative standard deviation with k = 150 and N = 6000.

(c) Average relative standard deviation with k = 300 and N = 6000.

Fig. 8.9: Average relative standard deviation.
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(a) Average transmission delay as k varies with N = 6000.

(b) Average transmission delay as k varies with N = 12000.

(c) Average transmission delay as k varies with N = 18000.

Fig. 8.10: Median User.
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resolved by an LTS of level i, it is forwarded to an LTS of level i + 1 and the total

latency is the sum of the single latencies associated with the level i and i + 1 (it is

slightly overestimated in favor of the fairness of the experiments. Indeed, the hier-

archical edge-cloud architecture might allow lower end-to-end latency when an LTS

of level i + 1 is contacted by an LTS of level i instead of directly the user).

The average latency as k varies is reported in Figures 8.10a, 8.10b, and 8.10c for

three values of N (i.e., 6000, 12000, 18000).

Clearly, for Casper, the delay is constant as k and N vary. Regarding our ap-

proach, the latency increases with k and decreases with N since higher values of k or

lower values of N involve higher-level LTSs to resolve the queries.

We observe that, in the plots, for all the values of k considered, our approach

outperforms Casper. This occurs since the LTS of level 3 is never involved to build a

cloaking area. Anyway, higher values of k are not required in real-life applications.

8.8 Related Work

In this section, we review the literature related to the subject of our work. Our

proposal is related to the wide literature existing in the field of privacy-preserving

location-based services (LBS). In this field, different types of protection techniques

are available in the literature depending on the asset to be protected, as described in

[28, 29, 160, 145, 292]. In detail, it is possible to categorize the LBS services, accord-

ing to the technique used, into user’s location, query content and user’s identity.

In the case of user’s location, the goal is to protect the location information

through a perturbation on location data or by hiding realistic data within dummy

information [152, 294, 201]. In [281], the authors emphasize the importance of de-

centralized approaches, in which secret sharing is used to obtain position obfusca-

tion. The proposed techniques aim to ensure, however, a good quality of the ser-

vice despite the obfuscation allowing to contrast also inference attacks. A specific

focus on inference attacks is given in [254, 161]. A type of perturbation used to

obtain obfuscation is enlarging, adopted in many works available in the literature

[70, 62, 10, 121, 214].

Query content techniques have the purpose to protect the content of LBS queries.

There exist many proposals belonging to this category [222, 283]. Also this approach

is prone to inference attacks. Differential-privacy or machine-learning-based tech-

niques [8, 285, 232, 200, 90] exist to increase robustness of obfuscation and pertur-

bation techniques against inference attacks. Other approaches, giving privacy guar-

antees, are based on PIR (Private Information Retrieval) [101].



206 8 A hierarchical LTS system offering protection against a global adversary.

The last category of techniques is user’s identity, which is the category our paper

belongs to. In this case, by making sufficiently anonymous the user, the sensitivity

of the query does not threaten their privacy. In the literature, the approach well-

consolidated aimed to protect the user’s identity is based on cloaking areas which are

zones that include at least k users and allow us to achieve location k-anonymity [113].

Some very recent papers using this approach are [302, 1, 287, 304, 95, 141].

Our work falls within this type of technique, and, in particular, in those reach-

ing this goal by using a Trusted Third Party, called Location-Trusted Service (LTS)

[240, 113, 216]. This approach is explained in detail in Section 8.2. To have effective

location k-anonymity, it is necessary to satisfy reciprocity [106, 63] that is fulfilled if

the returned anonymity set includes at least k users whose anonymity set is the same.

A considerable effort has been devoted (also recently) in the literature [280, 16, 115]

to obtain cloaking areas with robust privacy guarantees.

A different class of techniques aimed to obtain cloaking areas are those based on

density services [278, 140]. In this case, no trusted party is involved (thus, the LTS

does not exist). The users, in collaboration, relying on public services making avail-

able the distribution of people in the territory, construct autonomously the cloak-

ing area. Then, through an anonymous communication network, submit the query

along with the cloaking area directly to the LBS provider. Filtering the response is

also in charge of the users. Observe that, the density-service-based system proposed

in [140], is hierarchical too. Anyway, this class of techniques is not comparable with

the LTS-based techniques, for evident reasons.

Despite the fact that a number of LTS-based hierarchical approaches exist in the

literature [166, 66], this aspect is restricted to the cloaking-area-construction algo-

rithm. In our case, the hierarchy is at the basis of a multi-organization distributed

implementation of the LTS system. To the best of our knowledge, the only existing

proposal of distributed LTS system is given in [306]. However, there are many dif-

ferences with our approach.

First, the solution proposed in [306] is not hierarchical and requires the presence

of a secure comparison server and a directory server. Furthermore, the user has to ac-

tively participate in the protocol by encrypting some data. Another difference is that

even though the authors enable location broker overlapping, each user can register

only with a single broker. On the other hand, in our approach, we allow users to

register with multiple LTSs (playing the role of location broker). Finally, in [306],

no explicit mechanism is provided to protect the anonymity of the communication

against a global adversary able to observe the flow of exchanged messages.

Concerning the global adversary threat model, the only existing approach is

based on P2P collaboration among users to mix LBS requests and prevent traffic
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analysis ([179] is a paper well representing this approach). Other P2P approaches

to resolve the single-point-of-failure problem of the LTS have been proposed [104].

However, in our paper, we refer to scenarios in which P2P collaborative approaches

can be considered little realistic since users are in general not inclined to open their

device to incoming anonymous traffic. Moreover, the mechanism of incentives is not

effective. The only non-P2P previous approaches rely on a further Trusted Third

Party (TTP) [216, 301] (called Function Generator and Converter, resp.). Even though

these approaches could be in principle combined with our technique, the authors

themselves highlight the serious drawback that both the LTS and these additional

TTPs are not allowed to collude with malicious users, thus forgetting that any entity

can always play the role of user.
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Anonymous service delivery with accountability

guarantees

Anonymous service delivery has attracted the interest of research and industry for many

decades. To obtain effective solutions, anonymity should be guaranteed against the ser-

vice provider itself. However, if full anonymity of users is implemented, no accountability

mechanism can be provided. This represents a problem, especially when referring to sce-

narios in which a user, protected by anonymity, may perform illegally when leveraging the

anonymous service. In this chapter, we propose a blockchain-based solution to the trade-off

between anonymity and accountability. In particular, our solution relies on three indepen-

dent parties (one of which is the service provider itself) such that only the collaboration of

all three actors allows the disclosure of the real identity of the user. In all the other cases,

anonymity is guaranteed. To show the feasibility of the proposal, we develop a prototype

with user-friendly interfaces that minimize client-side operations. Our solution is then

effective also from the point of view of usability. The results of this solution are published

in a research paper [45].

9.1 Introduction

Anonymous services are privacy-preserving services offered to users without requir-

ing them to disclose their identities.

We can distinguish two types of services. The first type is represented by one-

time services exploited by users just once. Some examples are electronic auctions

[119, 173], anonymous surveys [128], or e-voting [52]. In the second type of services,

users keep an anonymous account and exploit the same service more times. Each

user is associated with a pseudonymous username to which their account’s activity

is linked. The action of users includes also possible data generated by the user when

leveraging the service. A typical example is represented by anonymous social net-

works [276, 103], in which a pseudonymous username is associated with some data

such as private messages or posts. In this chapter, we refer to the second type of

services.
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A minimal requirement is to provide anonymity to the users with respect to other

users leveraging the same service. However, to be effective, anonymity should be

guaranteed also against the service provider itself.

Even though, for the first type of services, full anonymity may be required, when

referring to the second type, it is impractical to pursue user anonymity without tak-

ing accountability into consideration. Indeed, without the fear of being identified,

held responsible, and punishable when they abuse the services, users are likely to

misbehave due to selfishness or malice, thereby disrupting system operations and

harming everyone else [132]. Therefore, a trade-off between anonymity and account-

ability exists [92].

In this chapter, we try to solve this trade-off by proposing a blockchain-based

protocol including two further parties in addition to the user and the service

provider. They are: (1) an identity provider, which knows the real identity of the

user, and (2) a linkage agency, acting as a third independent party, which allows the

re-identification of the users if needed (e.g., when required by a court order).

In particular, our solution allows the identification of the users only when all

three parties (i.e., service provider, identity provider, and linkage agency) collabo-

rate. In all the other cases, anonymity is guaranteed. The present solution reaches

similar goals of approaches like [47, 44, 236] with the relevant difference that, in our

solution, the collaboration of just two third parties is not enough to de-anonymize

the user.

From the security point of view, in our threat model, we require only a minimum

degree of trust in the identity provider, in the sense that it does not perform active at-

tacks such as impersonation. However, we allow it to passively collude with at most

one of the other entities by disclosing the information it knows (i.e., the real iden-

tity of the users) while preserving unlinkability. No trust is required in the service

provider and in the linkage agency.

At the basis of our solution, we rely on a challenge-response mechanism lever-

aging a smart contract deployed on the Ethereum blockchain. This smart contract

also provides an account recovery mechanism in case the user loses their access cre-

dentials. Indeed, traditional recovery mechanisms based on the telephone number

or email address cannot be adopted, since they would reveal personal information

about users.

To show the applicability of our proposal, we provide a user-friendly implemen-

tation including a time-cost analysis. In this implementation, we care about usability

by reducing the number of operations performed client-side. This shows that our so-

lution can be easily applied in real-life contexts.
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9.2 Background

In this section, we provide some background notions about blockchain technology

with a focus on Ethereum.

Blockchain is a peer-to-peer network that keeps track of the occurrence of events.

An entity can generate a transaction towards another entity to exchange a value.

This transaction is validated by peers participating in the network, thus without re-

quiring any third-trusted party to validate the transaction. This represents the main

advantage offered by this technology. Other features are:

• The transactions have to be validated and cannot be modified after their valida-

tion.

• Users cannot repudiate a transaction that they had generated.

• Anyone can access and verify the transactions stored on the blockchain.

• The users generating the transactions should remain anonymous.

Regarding the latter point, for example, Ethereum guarantees pseudonymity, in

the sense that the identity of the users is not revealed, but their transactions are

linkable.

The above properties are generic of the blockchain technology and apply to al-

most all the existing public-permissionless implementations [25, 265], even though

there exist blockchains supporting full anonymity [191, 131].

To give a concrete proposal, in the proposed solution, we refer to the Ethereum

blockchain.

In Ethereum, there are two types of accounts. The first type is represented by

the External Owned Accounts (EOAs), which are controlled by users through pri-

vate/public key pairs. Specifically, a user U generates a random string of 32 bytes. It

represents the private key P RKU of U .

Ethereum leverages the Elliptic Curve Digital Signature Algorithm (ECDSA)

[147], by selecting the curve secp256k1. Then, by applying the ECDSA algorithm

to P RKU , U obtains a public key P BKU of 64 bytes (it represents the coordinates of

a point of the elliptic curve). Finally, U applies the hash function Keccak256 [27]

to P BKU and takes the last 20 bytes to obtain an Ethereum address. This Ethereum

address is used to send and receive transactions and identifies (in pseudonymous

form) U in the network.

Each transaction generated by U is signed with the private key P RKU . The signed

transaction is broadcast in the blockchain network. Anyone can verify the signature,

by retrieving the public key of the signer (from the signature and the transaction)

and checking that it is equal to the expected public key. Furthermore, the Ethereum
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address of the signer can be obtained from the public key by applying Keccak256 as

described above.

The second type of account is called contract account, and represents an account

controlled by code (i.e., a smart contract). A smart contract [220] can be viewed as a

collection of data and functions. To deploy an instance of a smart contract, an EOA

sends an Ethereum transaction containing the compiled code (on the Ethereum VM)

of the smart contract without specifying any recipient. Each instance has its own

data (also called state) and functions, and it is associated with an Ethereum address.

To invoke a function of the smart contract, an EOA generates a transaction includ-

ing the input of the function, intended for the address of an instance of the smart

contract. This function may change the state of such an instance. Since the transac-

tion invoking the function is stored on the blockchain, due to the properties of im-

mutability and non-repudiation, anyone can verify the correct state of any instance

at any time.

9.3 Actors and notation

Our solution involves four actors:

• The user U : they require access to an anonymous service offered by a service

provider SP .

• The service provider SP : it offers the anonymous service to U . U interacts with

SP through a pseudonym username userU not linkable to the real identity IDU of

U .

• The identity provider IP : it knows and manages the real identity IDU of U .

• The linkage agency LA: it is a third independent party that, after receiving an

order by a court, is able, through the collaboration of IP and SP , to link the real

identity IDU with the username userU .

As discussed in Section 9.1 and shown in Section 9.7, just the collaboration of

two out of IP , SP , and LA is not enough to associate IDU with userU , but all the

three parties have to be involved.

During the interaction between U and SP , some information is generated and

associated with userU (since SP does not know the real identity IDU ). We denote

by IU such account information. For example, if SP is an anonymous social network,

IU is represented by the private messages exchanged between U and other users,

the messages posted by U , the “likes" released by U , and so on. Like almost all web

services, IU is maintained server-side by SP . Observe that the access to IU is what

the user has to recover in case of loss of credentials.
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An association among EOAs (see Section 9.2) and actors is established. Specifi-

cally, U owns two Ethereum addresses AddU1 and AddU2 . SP owns the Ethereum ad-

dress AddSP . IP owns the Ethereum address AddIP . Finally, LA owns the Ethereum

address AddLA.

Observe that AddU1 and AddU2 are pseudonyms of U not linkable between them

or with IDU . AddSP , AddIP , AddLA are made publicly available by SP , IP , and LA,

respectively.

As we will see in Section 9.4, our proposal is based on a challenge-response mech-

anism implemented by the smart contract reported in Listing 1. A number of in-

stances of such a smart contract are deployed by SP , IP , and LA.

Specifically, SP deploys two instances CSP
1 and CSP

2 with Ethereum addresses

AddC
SP
1 and AddC

SP
2 , respectively. CSP

1 is used by U during the registration phase

with SP . It allows SP to associate the Ethereum address AddU2 with userU . Clearly,

this operation is performed by SP without knowing the real identity IDU of U . More-

over, userU is not publicly disclosed. CSP
2 is used by U to retrieve IU , in case U loses

the credentials to connect with SP .

IP deploys the instance CIP with Ethereum address AddC
IP

. It is used by IP to

associate AddU1 with the real identity IDU of U without disclosing it.

Finally, LA deploys the instance CLA with Ethereum address AddC
LA

. CLA is used

by LA to link the Ethereum addresses AddU1 and AddU2 of U (without knowing the

real identity IDU and the username userU ).

To conclude this section, we introduce a notation to model the Ethereum trans-

actions. In our application, the transactions are generated by the actors only towards

instances of a smart contract to invoke some functions. No user-to-user transaction

is performed and no Ether transfer is needed. Therefore, we model an Ethereum

transaction as a tuple T = ⟨sender,destination,f unction(params)⟩.

sender ∈ {AddU1 , AddU2 , AddSP , AddIP , AddLA} represents the Ethereum address

of the actor generating the transaction. destination ∈ {AddC
SP
1 , AddC

SP
2 , AddCIP ,

AddCLA} represents the destination address of the transaction. It can be an instance

of the smart contract. Finally, f unction(params) represents the invoked function of

the smart contract along with the input parameters.

9.4 Challenge-Response mechanism

At the basis of our protocol, there is a challenge-response mechanism implemented

by the smart contract reported in Listing 1.

It offers the following three security properties.
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Listing 1 Smart Contract implementing a challenge-response mechanism.

1 contract SmartContract {

2

3 address private owner;

4

5 mapping(address => string ) public stateMap;

6 mapping(address => bytes32 ) challengeMap;

7

8 modifier isOwner() {

9 require(msg.sender==owner, "Caller is not owner");

10 _;

11 }

12

13 constructor() {

14 owner=msg.sender;

15 }

16

17 function setChallenge(address user, bytes32 challenge) public isOwner {

18 stateMap[user]="To Confirm";

19 challengeMap[user]=challenge;

20 }

21

22 function solveChallenge(bytes32 solution) public{

23 address sender=msg.sender;

24 if(compareStrings(stateMap[sender],"To Confirm")){

25 bytes32 challenge=challengeMap[sender];

26 if(keccak256(abi.encode(solution))==challenge){

27 stateMap[sender]="Confirmed";

28 }

29 }

30 }

31

32 function compareStrings(string memory a, string memory b) public view

33 returns (bool) {

34 return (keccak256(abi.encodePacked((a))) ==

35 keccak256(abi.encodePacked((b))));

36 }

37 }
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• P1: IP , SP , LA have to be sure that the users really own the claimed Ethereum

addresses.

• P2: if the previous check is satisfied and the owner of an address is able to solve

a given challenge, then the smart contract sets, in a verifiable way, the state of

such an address as "Confirmed".

• P3: the smart contract allows us to notarize some information.

Even though, at this stage of the chapter, it is not clear why we need these prop-

erties, we show as the smart contract allows us to satisfy them. Further details are

provided in Section 9.5, where we exploit the proposed mechanism to implement

our protocol.

Our smart contract includes two mappings, called stateMap and challengeMap,

and two functions, called setChallenge and solveChallenge.

stateMap associates an Ethereum address with a string representing the state

of such an address. We admit three possible states: "" (the built-in default state of

Ethereum smart contracts), "To Confirm", and "Confirmed". By default, all the ad-

dresses are in state "".

challengeMap associates an Ethereum address with a bytes32 variable contain-

ing the challenge that such an address has to solve.

setChallenge can be invoked only by the owner (i.e., the entity who deployed)

of the instance of the smart contract (in our application, the owner can be IP , SP ,

or LA). It receives as input an Ethereum address and a challenge. Then, it associates

the challenge with the address in the challengeMap and sets the state of the address

to "To Confirm" in the stateMap.

solveChallenge can be invoked by anyone and receives the solution to the chal-

lenge as input. The solution to the challenge is a 32-byte word (corresponding to the

digest of a cryptographic hash function). The technical detail about how this solution

is computed is described in Section 9.5. First, it checks that the address originating

the transaction invoking this function is in state "To Confirm". This guarantees P1,

since only the owner of an Ethereum address can generate a transaction from such an

address. If the check is positive, then the function verifies that the solution solves the

challenge associated with this address. In the positive case, the state of the address is

set to "Confirmed" in the stateMap. This clarifies as the smart contract guarantees

P2.

The mechanism to verify the solution to the challenge is straightforward. The

smart contract simply checks that challenge = Keccak256(solution).

Regarding P3, the solution to the challenge itself represents the information

to notarize. Observe that, since this information is published in plaintext on the
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blockchain, it should not compromise the anonymity of the user. This will be ex-

plained in the next section, in which the whole protocol is described.

9.5 The proposed approach

Our solution involves three interactions performed just once (in a registration phase)

by U with IP , SP , and LA, respectively. The goal is to obtain accountability only if

LA collaborates with SP and IP to discover the real identity of a user performing il-

legally when using the anonymous service offered by SP . Furthermore, the proposed

approach provides a mechanism to recover the account information IU when U loses

the access credentials.

9.5.1 Interaction between U and IP .

Through this interaction, IP associates the Ethereum address AddU1 with the real

identity IDU of U . At the end of this phase, AddU1 will result in state "Confirmed"

and will be used by LA in the next interaction. This phase proceeds as follows.

First, U authenticates with IP and provides it with AddU1 . Then, IP picks a ran-

dom R and generates a challenge ch = Keccak256(Kekkac256(R∥IDU )). We recall that

U is preliminarily registered with IP , which knows their real identity IDU .

IP generates a transaction T1 = ⟨AddIP ,AddCIP
, setChallenge(AddU1 , ch)⟩ intended

for the instance CIP of the smart contract. This transaction invokes the function

setChallenge that associates the challenge ch with the address AddU1 and sets AddU1

in state "To Confirm". Finally, IP sends U the random R.

After receiving R, U computes the solution to the challenge as

sol=Kekkac256

(R∥IDU ) and generates the transaction T2=⟨AddU1 ,AddC
IP
, solveChallenge(sol)⟩. This

proves to IP that U is the owner of AddU1 . The function solveChallenge sets AddU1

in state "Confirmed". Observe that the random R acts as a salt for the hash function

Kekkac256. This way, IDU cannot be reversed by sol even performing dictionary

attacks by testing all the possible real identities. On the other hand, if IP discloses

R to LA, the association IDU −AddU1 can be verified through the instance CIP of the

smart contract.

Finally, IP verifies the state "Confirmed" of the address AddU1 and stores locally

the tuple ⟨AddU1 , IDU ,R⟩ to provide LA if needed.

The above steps are summarized in the sequence diagram of Figure 9.1.

The next two interactions are between U and LA and between U and SP , respec-

tively. They have to be performed in an anonymous form without any authentication

of U . Clearly, to avoid IP geolocation, anonymous communication protocols like Tor
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Fig. 9.1: Sequence diagram of the interaction between U and IP .

[258] and VPNs [234] can be adopted. We do not treat this aspect in detail. For fur-

ther details about the anonymous communication protocols, the reader can refer to

parts 1 and 2 of this thesis.

9.5.2 Interaction between U and LA

Through this interaction, LA links AddU1 and AddU2 without knowing the real iden-

tity of U .

First, U contacts (anonymously) LA and provides it with AddU1 . LA needs to ver-

ify two conditions. The first is that AddU1 is an Ethereum address associated with a

real identity by IP . However, LA does not need to know such a real identity. This con-

dition can be easily verified by checking that AddU1 is in state "Confirmed" on CIP .

The second condition is that AddU1 really belongs to the user contacting LA. This is

done to avoid a user trying to impersonate another user already authenticated with

IP .

Even though the challenge-response mechanism used in the previous section al-

lows this task, we should not use it. Indeed, it requires some interactions through

the blockchain that would disclose the linkage AddU1 −Add
U
2 to anyone.

Therefore, to verify the second condition, LA generates a random R′ and pro-

vides U with it. U signs R′ with the private key associated with AddU1 , obtaining a

signature σ . Finally, U replies to LA with the pair (σ,AddU2 ).

Starting from σ and R′ , LA verifies the signature and retrieves the public key as-

sociated with AddU1 . Then, as explained in Section 9.2, LA computes the hash func-
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tion Keccak256 on this public key and takes the last 20 bytes to obtain the address

AddU1 . If AddU1 = AddU1 , then LA is sure that the user contacting it owns AddU1 .

At this point, LA needs to verify that U owns AddU2 . The same challenge-response

mechanism used with IP is adopted. This way, AddU2 will move to the state "Con-

firmed" on the instance CLA and will be used by SP in the next interaction with

U .

In detail, LA picks a random R̄ and generates a challenge

ch = Keccak256(Kekkac256(R̄∥AddU1 ∥Add
U
2 ∥σ )).

Then, LA generates a transaction T3 = ⟨AddLA, AddCLA
, setChallenge(AddU2 , ch)⟩.

This transaction invokes the function setChallenge that associates the challenge

ch with the address AddU2 and sets AddU2 in state "To Confirm". The random R̄ is

provided to U .

U computes the solution of challenge as sol = Kekkac256(R̄∥AddU1 ∥Add
U
2 ∥σ ) and

generates the transaction T4=⟨AddU2 ,AddC
LA
, solveChallenge(sol)⟩. This proves to LA

that U is the owner of AddU2 , which will be set in state "Confirmed" by the function

solveChallenge.

Finally, LA verifies the state "Confirmed" of the address AddU2 and stores locally

the tuple ⟨AddU1 ,AddU2 , R̄,σ⟩.

The above steps are summarized in the sequence diagram of Figure 9.2.

9.5.3 Interaction between U and SP

Through the third interaction of our protocol, SP associates AddU2 with a pseudonym

userU chosen by U . For simplicity, we assume that the access credentials of U are

represented by a pair username-password. However, the password can be replaced

by the DeviceID of the user’s phone as with Whisper [276].

Again, we exploit the challenge-response mechanism of Section 9.4.

U provides SP with (AddU2 ,userU ,passU ), where passU is the password chosen

by U . SP verifies AddU2 is in state "Confirmed" on the instance CLA. Then, it picks

a random R̂ and generates the challenge ch = Keccak256(Kekkac256(R̂∥userU )). Fi-

nally, SP generates a transaction T5=⟨AddSP , AddC
SP
1 , setChallenge(AddU2 , ch)⟩. This

transaction invokes the function setChallenge that associates the challenge ch with

the address AddU2 and sets AddU2 in state "To Confirm". The random R̄ is provided

to U .

U computes the solution to the challenge as sol = Kekkac256(R̂∥userU ) and gen-

erates the transaction T6 = ⟨AddU2 ,AddC
SP
1 , solveChallenge(sol)⟩. This proves to SP

that U is the owner of AddU2 , which will be set in state "Confirmed" by the function

solveChallenge.
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Fig. 9.2: Sequence diagram of the interaction between U and LA.

Finally, SP verifies the state "Confirmed" of the address AddU2 on the instance

CSP
1 and stores locally the tuple ⟨AddU2 ,userU , R̂,passU ⟩. Observe that the password

passU is not included in the notarized information since it is used by SP only to

authenticate U .

The above steps are summarized in the sequence diagram of Figure 9.3.

We conclude this section by observing that, as we will see in Section 9.6.2, to de-

velop a user-friendly application, almost all the client-side operations are performed

automatically by some scripts without requiring the interaction of the users. They

have just to confirm some operations (generation of the transactions and signature of

messages) for security reasons. Furthermore, to simplify the client-side operations,

the interactions of U with SP and LA are merged into a single interaction with SP

in which the user is redirected to LA.

9.5.4 Account information recovery

Suppose U loses the access credentials with SP and wants to recover the account

information IU . U has just need to prove to SP the ownership of the Ethereum ad-

dress AddU2 with which U is registered at SP . This is done, as already discussed in

the previous sections, through the challenge-response mechanism involving the in-
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Fig. 9.3: Sequence diagram of the interaction between U and SP .

stance CSP
2 of the smart contract. After verifying the possession of AddU2 , SP enables

the standard module to change the password and provides U with IU .

9.5.5 Law-enforced re-identification of U

Suppose a law court receives a notification about an illegal behavior of a user with

username userU , when leveraging the anonymous service provided by SP . After ver-

ifying whether such behavior violates the law, it emits an order to ask LA to retrieve,

in a verifiable way, the real identity IDU of the user with username userU . First, LA

contacts SP to obtain the Ethereum address AddU2 associated with userU . Then, LA

retrieves the Ethereum address AddU1 linked with AddU2 (this linkage is maintained

by LA itself). Finally, LA contacts IP to obtain the real identity IDU of U associ-

ated with AddU1 . Observe that, the mapping userU −AddU2 is verifiable through the

instance CSP
1 by disclosing the random R̂. Similarly, the mapping AddU1 −Add

U
2 is

verifiable through the instance CLA by disclosing the random R̄. Finally, the map-

ping AddU1 − IDU is verifiable through the instance CIP by disclosing the random

R.

9.6 Implementation and Time-Cost Analysis

In this section, we describe the prototype developed to implement the solution pro-

posed in Section 9.5.
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Fig. 9.4: User interface of IP .

Fig. 9.5: Selection of a IP -validated Ethereum Account.

Fig. 9.6: Completion of Step 1.

9.6.1 Adopted technologies

We developed three JAVA web applications to implement IP , SP , and LA. Each appli-

cation leverages the Apache Struts2 web framework [235]. Struts is an open-source

framework that employs a Model, View, Controller (MVC) architecture and that en-

ables you to create maintainable and flexible web applications. The View part of

our web applications is constructed using JavaServer Pages (JSP) [163]. To improve

the user experience we used Asynchronous JavaScript and XML (AJAX) [100], thus

allowing the user’s interaction with the application to happen asynchronously.

As explained in the previous sections, our web applications need to interact with

the Ethereum blockchain both server-side and client-side.
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Fig. 9.7: Signature of the LA challenge.

Fig. 9.8: Selection of the Ethereum address AddU2 .

Server-side, our applications leverage Infura [137]. The Infura API suite allows

you to access the Ethereum network through HTTPS and WebSockets. Infura has

the main advantage of providing all the necessary tools to develop on Ethereum,

without the need to run locally any blockchain node.

Client-side, our applications interface with MetaMask [186] via JavaScript. Meta-

Mask is a very popular application allowing users to write on the blockchain. One

of the main benefits of using MetaMask is that users’ passwords and keys remain on

the user’s device since they are not shared with any other parties interacting with it.

9.6.2 Implementation detail and prototype functionalities

Through this section, we describe in detail the implementation of the prototype (in-

cluding the three web applications) and describe how it works.

The implementation of the IP web application (whose user interface is repre-

sented in Figure 9.4) follows what has been described in Section 9.5. The selection of

the address AddU1 is executed client-side via JavaScript connecting to MetaMask. It

replies with the address that is currently selected in the application. At this point, the
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Fig. 9.9: Transaction to solve the LA challenge.

Fig. 9.10: Completion of the interaction with LA.

Fig. 9.11: Subscription to SP .

challenge-response mechanism starts. IP generates the challenge server-side and in-

vokes the smart contract function setChallenge via Infura API. After this, the user,

client-side, solves the challenge by invoking the smart contract function solveChal-

lenge via MetaMask.

Now, we move to the other two applications.

Even though the high-level workflow described in Section 9.5 only require sepa-

rate interactions between U and the two parties SP and LA, the technical implemen-
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tation of the prototype does this transparently for the user, through a redirection

from SP to LA of the web traffic.

In detail, when the user asks to subscribe to SP , it will redirect the user to LA

for the verification of their Ethereum addresses. The procedure executed with LA is

divided into four steps, as represented in Figure 9.5.

The first step is to aid the user in the selection (on Metamask) of the address

AddU1 , so that the user does not have to remember it. The LA client-side application

asks MetaMask the current address selected by the user and verifies whether or not

it is validated by the IP (i.e., if it is memorized in state "Confirmed" in the instance

CIP ). In the case it is not validated, the LA application returns to the user a message

asking them to select a different address (Figure 9.5). The procedure continues until

the user selects an address validated by IP . At this point, the user can proceed with

the second step (Figure 9.6).

During the second step, the user is asked to sign a random provided by the server

(Figure 9.7). Then the signature is sent to the server along with the address AddU1 ,

so that the server can verify that the user owns the address AddU1 .

During the third step, the user is asked to switch to an address different from

AddU1 (Figure 9.8). After doing this, the newly selected address (AddU2 ) is sent to LA.

At this point, the challenge-response mechanism starts. Therefore, LA sets a chal-

lenge on the instance CLA and provides the client with all the information necessary

to solve this challenge (i.e., a random R̄). Once received, the user has just to autho-

rize the transaction on MetaMask, in order to invoke the solveChallenge function

of the smart contract (Figure 9.9).

Once this transaction is confirmed, the user can proceed to the fourth step, which

consists of a message confirming that the whole procedure succeeded. At this point,

LA will redirect the user to SP forwarding the address AddU2 (Figure 9.10).

On SP (Figure 9.11), after another challenge-response mechanism, the user can

subscribe by entering a username and a password, which will be memorized by SP

along with the address AddU2 .

This address is used also in the case the user forgets their login credentials. Again,

the procedure to recover them consists of the application of the challenge-response

mechanism. We recall that the user needs to select the right address to invoke the

solveChallenge function of the smart contract. To aid the user in the selection of

the right address, the client-side module of SP implements the same mechanism

seen in the first step of the procedure executed with LA. We highlight that this de-

sign choice has two main benefits: (i) the user does not have to memorize AddU2 , (ii)

being a procedure performed exclusively client-side, the user’s other addresses are

not disclosed to the server.
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9.6.3 Time-Cost analysis

Fig. 9.12: Timeline of the interactions between user, IP , and blockchain.

.

Fig. 9.13: Timeline of the interactions between user, LA, SP , and blockchain.

.

We analyzed our implementation measuring the time to perform the operations

required by our solution. The measurements are performed by using a personal com-

puter equipped with 2.8 GHz Intel i7-1165G7 CPU and 16 GB of RAM. The obtained

results are reported in Figures 9.12 and 9.13.

In Figure 9.12, the interaction between user, IP , and blockchain is represented.

In Figure 9.13, the interaction between user, LA, SP , and blockchain is reported.

We distinguish between the tasks executed client-side (marked by CC) and the

tasks executed server-side (marked by SC). The time intervals necessary to perform

these two kinds of tasks are represented with a solid grey line. For each of these

intervals, the time needed to complete it is reported in the figures.
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We also represent the user-dependent time intervals (marked by UDT ) with a

grey dashed line. Since the duration of these time intervals depends on the time the

users need to click the buttons, we assume realistic average times of 2− 3s.

Finally, the measurements of the time intervals between sending a transaction to

the blockchain and confirming the transaction itself are reported in the two figures.

To perform these measurements, we choose the Ropsten test network [233], since it

is able to reproduce the network conditions of the live Ethereum mainnet.

Our measurements show that the time intervals pertaining to the blockchain

timeline last 15−25s. From our experiments, these values, compared to the duration

of the other measured time intervals, appear to be predominant but still acceptable.

A factor influencing the duration of the time intervals pertaining to the blockchain

is the selected gas price. Indeed, a high gas price causes a transaction to be processed

faster, at the cost of greater transaction fees. For our experiments, we adopt the de-

fault gas price suggested by Metamask.

To summarize the results, we obtain that the entire registration procedure with

IP requires less than 1 minute while the registration procedure with SP (including

the interaction with LA) requires less than 2 minutes.

By using the default gas price suggested by Metamask, we also measured the

costs, in terms of Ethers, resulting from the following operations: smart contract

deployment, the execution of the setChallenge function, and the execution of the

solveChallenge function.

In the following, we report the resulting costs in terms of Ethers (ETH) and US

dollars ($), in June 2022:

• smart contract deployment: 0.00296997 ETH / 5.34 $;

• setChallenge execution: 0.00029962 ETH / 0.54 $;

• solveChallenge execution: 0.00013468 ETH / 0.24 $.

We stress that, although the smart contract deployment has a relatively high cost,

it is a one-time operation performed by SP , LA, and IP , and therefore its cost is

sustainable.

From the above results, we can estimate the overall cost of a user registration,

which is about 2.20$. In a real business model, this cost can be charged to the user

willing to use the anonymous service. Thereby, our solution does not result in signif-

icant costs either for the user or for the service providers.

9.7 Security analysis

In this section, we discuss the security guarantees offered by our solution.

We analyze the following two compromises possibly affecting our protocol.
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• C1: an adversary, not including the collaboration of IP , SP , and LA simultane-

ously, is able to discover the link between the username and the real identity of

a user.

• C2: an adversary is able to forge a fake link, publicly verifiable on the blockchain,

between the username and the real identity of a user.

Regarding C1, it represents a privacy compromise. As already discussed, our pro-

tocol allows the de-anonymization of a username only when IP , SP , and LA collab-

orate. In the other cases, the link real identity-username should not be disclosed to

anyone.

Concerning C2, we refer to attacks in which the adversary attempts to associate a

username userU of a user U with an identity IDŪ of another user Ū to falsely accuse

the latter of an illegal behavior performed by U .

Regarding the trust required of the involved actors, we make only the following

assumption.

• A: IP is honest but curious, in the sense that performs legally the steps of the

protocols but attempts to cause the two compromises C1 and C2.

In other words, A requires that IP does not swap the real identities of two users.

It is a standard assumption of all identity management systems. Indeed, the role of

an identity provider is just to certify the real identity of users. However, in our threat

model, we allow IP to disclose the identities it knows and show that this does not

affect the privacy of the users.

No assumption is made on LA and SP . They can be considered fully malicious

with respect to the considered compromises.

Now, we discuss in detail the two compromises and show how our protocol pre-

vents them.

Compromise C1. This compromise occurs when the adversary identifies the real iden-

tity IDU of a user U associated with a given username userU .

Since external users just see the transactions originating from some Ethereum

addresses on the blockchain, we consider SP , IP , and LA as adversaries. They can

access the blockchain too, then they have at least the knowledge of all external users.

By excluding the collaboration of all three (by hypothesis), we consider as adversary

the collaboration of the pairs (IP ,LA), (LA,SP ), and (IP ,SP ) and show as C1 does

not occur.

We start by considering the collaboration of IP and LA. Given the user U , IP

knows the real identity IDU of U and the Ethereum address AddU1 . Through the col-

laboration with LA, IP can discover the Ethereum address AddU2 linked with AddU1 .

However, no information about the username userU of U is available to IP and LA.
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Indeed, the only public information containing userU (in obfuscated form), is the

transaction T6 generated by U with the address AddU2 . This transaction contains the

solution to the challenge sol = Kekkac256(R̂∥userU ). Without R̂ (maintained by SP ),

it is not possible to reverse the hash function Kekkac256 also through dictionary

attacks on all possible usernames.

Similar reasoning applies considering the pair (LA,SP ). Their collaboration just

allows the linkage of AddU1 , AddU2 , and userU , but no information is available to

LA and SP about IDU . Indeed, the only public information containing IDU (in ob-

fuscated form), is the transaction T2 generated by U with the address AddU1 . This

transaction contains the solution to the challenge sol = Kekkac256(R∥IDU ). Without

R (maintained by IP ), it is not possible to reverse the hash function Kekkac256.

Finally, consider the pair (IP ,SP ). IP maintains the mapping AddU1 − IDU , while

SP maintains the mapping AddU2 − userU . However, without the mapping AddU1 −

AddU2 (maintained by LA), they are not able to link IDU with userU . The only public

information containing this mapping (in obfuscated form), is the transaction T4 gen-

erated by U . It contains the solution to the challenge sol = Kekkac256(R̄∥AddU1 ∥Add
U
2 ∥σ ).

Again, without R̄ and σ (maintained by LA), it is not possible to reverse the hash

function Kekkac256.

Compromise C2. This compromise occurs whether an adversary forges a valid link

(publicly verifiable on the blockchain) between the real identity IDŪ of a user Ū and

a username userU of a different user U .

To forge a valid link, IDŪ has to be present (in obfuscated form) in a transaction

intended for the instance CIP . By Assumption A, IP performs legally the steps of

the protocol and does not notarize the real identity of a user Ū not requiring the

anonymous service. Therefore, we consider Ū as a user with Ethereum address AddŪ1

such that the link between IDŪ and AddŪ1 can be verified through the instance CIP .

To perform the compromise C2, the attacker has two possibilities. The first

possibility is to forge a fake link between AddŪ1 and AddU2 verifiable through

the instance CLA such that AddU2 is associated with userU by SP . To do this, the

blockchain would have a transaction originated by AddLA including the challenge

ch = Keccak256(Kekkac256(R̄∥AddŪ1 ∥Add
U
2 ∥σ̄ )), where σ̄ is a signature obtained

from the private key associated with the address AddŪ1 . Moreover, another transac-

tion originated by AddU2 , including the solution to the challenge, would be present

on the blockchain. Even though the attacker coincides with the collaboration of LA

and U (the only parties who can generate these two transactions), it is not able to

forge the signature σ̄ without the collaboration of Ū . Therefore, this first case can-

not occur.
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The second possibility is that, a valid link between AddŪ1 and AddŪ2 (both

belonging to Ū ) exists and the attacker attempts to forge a fake link between

AddŪ2 and userU . However, similar to the previous case, to accomplish this, the

blockchain would have a transaction originated by AddSP including the challenge

ch = Keccak256(Kekkac256(R̂∥userU )) and a transaction originated by AddŪ2 , includ-

ing the solution to the challenge. Even though the attacker coincides with the col-

laboration of SP and U , it is able to forge the first transaction but not the second.

Therefore, this possibility also cannot occur.

This concludes the security analysis.

9.8 Related work

In the scientific literature there exist several papers dealing with the general issue of

balancing anonymity and accountability in different fields.

[49, 12, 262] relies on anonymous credential systems and related schemes. Anony-

mous credential systems allow users to interact with a service provider in an anony-

mous yet accountable way [176, 69, 50].

[49] is the first paper proposing an anonymous credential system, in which, to

prevent misuse of anonymity, the anonymity property can be revoked for particular

transactions.

[12] introduces an approach relying on anonymous credentials that allows access

control systems to offer fully anonymous access to resources along with strong ac-

countability guarantees. It is worth noting that the proposed approach relies on a

trusted third party to build a mechanism to escrow the identity of the user.

Most of the solutions present in the literature assume a client-server architecture

in which only the clients care about their privacy. On the contrary, [267] aims to

reach the right balance between privacy and accountability in P2P systems, where

both clients and servers are peer users.

In [82], the authors deal with the issue of accountability in anonymous publi-

cation and storage services where malicious servers can make documents unrecov-

erable. To discourage this kind of behavior, the authors propose the creation of a

“buddy system", that creates an association between pairs of shares from a given

document. Therefore, a server holding a given share is responsible for detecting any

anomaly regarding its buddy.

[85] proposes a framework to provide an anonymous mutual authentication pro-

tocol in wireless mesh networks. The proposed framework utilizes group signatures,

where the private key and the credentials of the users are generated through a secure

three-party protocol. User accountability is implemented via user revocation proto-
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col, whose execution can be done by two semi-trusted authorities, one of which is

the network operator.

[13, 79] deal with the issue of accountability in anonymous communication net-

works. Indeed, [79] highlights that both anonymity and accountability requirements

should be satisfied to gain support for the deployment of large-scale anonymity in-

frastructures. To do this, [13] presents a mechanism that provides practical repu-

diation for the proxy nodes by tracing back selected traffic to the predecessor node

through a cryptographically verifiable chain.

A proposal including some similarities to our work is presented in [202]. Indeed,

the authors proposed a solution that leverages the Bitcoin blockchain as a platform

to manage and determine ownership of users’ access credentials. The authors design

an authentication scheme able to provide anonymity and accountability without re-

lying on any trusted third party.

Anyway, the proposed solution achieves accountability only in the sense that the

service provider can blacklist the misbehaving credentials related to a user. Indeed,

as highlighted by [266], accountability can still be obtained by eliminating the re-

liance on a third trusted party for credentials revocation, but this comes with a cost:

the revoked user remains anonymous.

Another solution relying on blockchain to support anonymous authentication in

VANET is provided in [180].

We conclude this section by discussing some proposals about anonymous social

networks [103]. Indeed, these appear as services that might take advantage of adopt-

ing our solution.

Anonymous Social Networks completely shift the traditional social networks

paradigm. Indeed, while the latter put first the user identity and its social link,

anonymous social networks encourage communication between strangers and allow

users to express themselves without fear of bullying or retaliation [276]. Among the

most famous anonymous social networks, we found Whisper [276] and Yik Yak [32].

Several studies in the literature focus on the anonymity guarantees offered by

popular anonymous social networks [57, 32, 276]. However, to the best of our knowl-

edge, no paper concerning the accountability problem is available, although several

studies suggest that the lack of accountability may encourage users to engage in il-

legal behavior, potentially harming other users [132].
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Anonymous linkage of open data

User profiling activity has captured the attention of modern enterprises. To maximize the

benefits, a huge quantity of data is needed. Then, the analysts often rely on open data

publicly released and freely accessible. However, privacy threats arise when personal data

is treated. Therefore, anonymizing techniques to hide the identity of the users are adopted.

In this chapter, we consider the case in which data regarding the same user comes from

multiple sources relying on different anonymizing techniques. In this case, on the one

hand, the analysts are interested in linking data (regarding such a user) coming from

different sources. On the other hand, it is not adequate to disclose such linkage to other

parties different from the analysts. Therefore, our aim is to enable the sole analysts to link

data by keeping unknown to them the real identity of the users. We propose a solution to

the above problem, by instantiating it in the domain of smart cities, in which the sources

of the data are represented by city subsystems such as cinemas, theaters, shopping, and

so on. To offer a concrete solution, we refer to an existing open-data standard and we

implement the protocol through a SAML-based SSO framework adhering to the eIDAS

regulation. To the best of our knowledge, our solution is the first proposing the publication

of linkable-by-design open data

10.1 Introduction

User profiling [89] is the process of collecting, analyzing, and inferring new infor-

mation about users. This aspect is particularly critical for modern enterprises [241],

since it allows them to capture users’ interests and offer customized products and

services. Clearly, in order to obtain the most accurate results possible, an enormous

amount of data is required. In the literature and in real life, an effective source of

such data for the activity of user profiling is represented by open data [130], i.e.,

data that can be accessed, used, and shared by anyone [194]. However, when deal-

ing with personal information (even non-sensitive), serious privacy issues have to

be taken into account. In the literature, several proposals are available with the aim
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to anonymize the data published by a source and prevent the linkage with the real

identity of the users [240, 178, 170]. In this chapter, we deal with a different problem

in which data regarding the same user is provided by several sources. In these cases,

the various sources may apply different anonymizing techniques and, as a result, it

is not possible to link the different data, albeit in an anonymous form.

Although this can be viewed as a desirable feature from the point of view of pri-

vacy, it limits considerably the effectiveness of user profiling activity performed by

the analysts, since they cannot link useful information belonging to the same users

but coming from different sources. On the other hand, it appears unnecessary and

potentially dangerous to disclose such a linkage to other parties, except for analysts.

Therefore, we propose a privacy-preserving solution for the linkage of open data

coming from different sources relying on different anonymizing techniques. In par-

ticular, we pursue the following goals:

1. The data coming from different sources have not to be linkable for any party but

the analysts. This also includes the sources themselves of data.

2. The analysts can link the data coming from different sources, but cannot know

the real identity of the user associated with them.

To be concrete, we instance our solution in a smart city scenario [293] in which

the sources of data are represented by city subsystems such as cinemas, theaters,

shopping, and so on. Clearly, they represent the natural sources of useful data for

user profiling [192]. As supported by the literature [14, 3], we assume the subsystems

publish data in the form of open data.

Observe that, this scenario adheres perfectly to the two above-discussed objec-

tives in terms of interoperability and privacy which represent two fundamental pil-

lars for the development of smart cities.

Another contribution of the proposed solution is that it can be easily integrated

into the Single-Sign-On authentication framework [228]. In particular, we refer to

the eIDAS regulation relying on the SAML-based SSO authentication and show how

it can be extended to support our proposal. Finally, the implementation of the solu-

tion, along with a case study, is also provided to witness the feasibility of our pro-

posal.

As highlighted in Section 10.7, all proposals available in the literature aim to

tackle the problem of linking data only in the aftermath. In these approaches, the

linking process requires a lot of computational effort and can fail with a given per-

centage of error. On the contrary, our proposal aims to let the subsystems publish

open data, which are anonymous and linkable by design only to authorized parties.

Thereby, (i) our solution is able to protect individual privacy, (ii) linking data is a
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straightforward procedure, i.e., it doesn’t require a lot of computation, (iii) our solu-

tion guarantees the correctness of the linkage process.

10.2 Background

10.2.1 Open data

Open data is data that can be accessed, used, and shared by anyone. The only con-

straints are represented by the obligation to acknowledge the source and to share

them by using the same type of license under which they had been previously re-

leased. In modern contexts, such as smart cities, users interact with several subsys-

tems (e.g., cinemas, theaters, shopping, and so on) resulting in the production of sev-

eral data. These data, properly pre-processed, can be published as open data so that

they can be analyzed by other parties. Clearly, this exposes the users to several pri-

vacy concerns since their habits can be disclosed. Therefore, traditional anonymiza-

tion techniques such as k-anonymity [240], l-diversity [178], and t-closeness [170]

can be adopted before data are exposed. More recent and advanced techniques are

reported in Section 10.7.

As a best practice, Tim Berners-Lee introduces 5 levels [26] for the definition

of the format in which open data should be published. The first level regards data

made available on the web in any format (not necessarily machine-readable). Level

5 refers to Linked Open Data [18] by requiring that machine-readable data coming

from different sources can be linked to perform much more interesting analyses with

respect to data coming from a single source. In this chapter, we refer to level 5, since,

in smart cities, the citizens use several subsystems by producing different data that

may be linked.

10.2.2 eIDAS and SAML 2.0

The eIDAS regulation aims to “provide a common normative basis for secure elec-

tronic interactions between citizens, businesses and public administrations and at

increasing the security and effectiveness of electronic services and e-business and

e-commerce transactions in the European Union” [270]. In this Chapter, we focus

on the eIDAS authentication framework for the management and verification of the

digital identities of the citizens. This framework is based on the concept of inter-

operability in such a way that the member states recognize the digital identities of

other member states to promote cross-border cooperation.

The most famous standards to implement the eIDAS authentication framework

are two: SAML 2.0 [135] and OpenID Connect [238]. To be concrete, in this chapter,
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we refer to the former that is largely diffused in government and enterprise espe-

cially when the single Sign-On (SSO) approach is adopted. SSO is an authentication

method allowing users to authenticate with multiple services by using a single set of

credentials.

SAML 2.0 is an XML-based standard for the exchange of secure authentication

and authorization messages. There are three main actors:

• The users: they are associated with a digital identity registered at an identity

provider. They need to prove such an identity to a service provider to obtain a

service.

• Service provider: it provides a service to the users after obtaining guarantees

about their digital identity.

• Identity provider: it manages the digital identities of the users and provides the

service provider with an assertion certifying a digital identity.

We conclude this section by describing the details of the SAML authentication

procedure involving the above-mentioned actors. This procedure performs in several

steps reported in Figure 10.1, in which the browser represents a user.

Fig. 10.1: SSO SAML authentication procedure.

1. The user asks the service provider for a resource.

2. Since the user is not authenticated, the service provider generates an Authenti-

cation request that is forwarded to the identity provider by the user.

3. The Identity provider asks the user for the credentials.

4. The user authenticates with the identity provider.
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5. If the authentication is successful, the identity provider generates a Response

containing an Assertion certifying the success of the authentication. This asser-

tion is digitally signed and forwarded (through the user) to the service provider.

6. The service provider checks the digital signature and the validity of the asser-

tion.

7. If the previous check is successful, the service provider supplies the required

resource.

Observe that the user can leverage the same credentials to authenticate with a

different service provider. Indeed they are provided to the identity provider and not

directly to the service provider. This is exactly the goal of SSO.

10.3 Problem formulation and notation

In this section, we introduce the notation to model the access to the services offered

by the smart city and the publication of the associated open data. We denote by

{S1, . . . ,Sn} a set of subsystems in a smart city. Each of these subsystems offers a cer-

tain service to the population. We say that a subsystem represents a service provider

in the eIDAS framework. We express the data generated by a service provider Si

as ⟨I j ,Dj
i ⟩, where I j represents the real identity of an individual j registered at an

identity provider that is known to the service provider Si , while D
j
i stands for the

set of data, belonging to j, collected by Si . We consider the case where each ser-

vice provider is willing to publish its data as open data, thus making them publicly

available so that they can be freely used for different purposes. Actually, before be-

ing published, these data must undergo several transformations (the so-called data

anonymization process) in order to make them compliant with privacy regulations.

More formally, we will express these transformations with two functions: αi and

δi , which are applied, by the subsystem i, to the real identity I j and its data D
j
i ,

respectively. In detail, αi aims to hide sensitive information about a person’s iden-

tity. Although the data may appear anonymous after hiding just all the sensitive

information, this procedure alone does not prevent the risk that individuals can be

re-identified. Indeed, the remaining information (i.e., Dj
i ) can be used to re-identify

individuals by linking or matching the data with other data or by examining unique

features found in the released data [257]. Therefore, as discussed in Section 10.2,

more advanced privacy-preserving techniques must be applied to the data. In the

following, we denote by δi the overall transformations applied to D
j
i not only to re-

move any useless details for the purpose of publication, but also to make the data

difficult to de-anonymize. At this point, we assume that each subsystem Si publishes

its own data as the pair: ⟨P j
i , D̄

j
i ⟩ = ⟨αi(I j ),δi(D

j
i )⟩. We denote by P

j
i a pseudonym
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of the real identity j as published by Si and by D
j
i the result of the transformation

applied on D
j
i .

Observe that, different subsystems, in principle, use different α and δ. Thus, even

if the data belonging to the same individual I i are published by two different sub-

systems Sj and Sk (in the form of ⟨P i
j , D̄

i
j ⟩ and ⟨P i

k , D̄
i
k⟩, respectively), neither the

subsystems Sj and Sk , nor any other party, can link these data to I i . Certainly, this

feature is highly desirable, as it aims to protect the privacy of citizens. Indeed, if,

on the contrary, the subsystem Sj is able to reverse the function αk (i.e., to compute

I i = α−1
k (P i

k )), it is able to link D̄ i
k with D̄ i

j , and to relate these data to the real identity

Ii , which is known to it.

However, as a drawback, this solution prevents, for any party, the linkage of open

data belonging to a single individual, even in an anonymous form. Indeed, for ex-

ample, researchers may need to combine anonymized data from many subsystems

related to an individual in order to identify new patterns of relationships that would

otherwise remain unknown. Clearly, these analyses cannot be performed with a sin-

gle data source. Thus, this chapter aims to allow a third authorized party (e.g., a

research institute) to find out which of the published data are linked to the same

individual without violating that individual’s privacy.

10.4 The proposed protocol

In this section, we propose a solution to the problem tackled in Section 10.3.

In detail, we will present our solution from a theoretical point of view, while in

Section 10.5 we will show a practical implementation of it.

We will distinguish four different actors in our system:

• Users: denoted by U ;

• Service providers: denoted by the set {S1, . . . ,Sn};

• Identity provider: denoted by IP ;

• Analysts: denoted by the set {A1, . . . ,At};

The first three mentioned actors are the three parties that should interact in a

classical SSO approach as described in Section 10.2. In the following, we will re-

fer interchangeably to the actor Si as service provider or subsystem. In particular,

the service provider has the faculty of collecting data from the interaction with the

users. Such data, properly anonymized, will be published in some format as open

data so that they will be publicly available to any other external party (i.e., par-

ties non-directly involved in the authentication process). To be concrete, we refer to

an identity provider adhering to the eIDAS regulation as described in Section 10.2.

However, the solution can be easily adapted to any different SSO-based approach.
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Fig. 10.2: SSO SAML proposed solution

The peculiarity of our problem demands the definition of a fourth actor, the an-

alysts, which should be treated differently from any other external party. Indeed,

once the service provider publishes the collected data, while any other external party

should not be able to link the data related to the same individual, the analysts should

have this capability. Suppose a user U accesses the subsystem Si , after authenticat-

ing through the IP , and interacts with it. From these interactions a new set of data

⟨IU ,DU
i ⟩ will be available. As highlighted in Section 10.3, such information will be

published in the form of ⟨P U
i , D̄U

i ⟩ = ⟨αi(IU ),δi(D
U
i )⟩. We aim to redefine the func-

tion α in such a way that only the analysts will be able to link the published open

data referring to the same user U . No change is required for the function δ.

In particular, referring to Figure 10.1, our solution requires a simple modification

of the SAML standard. Indeed, in our proposal, we need to include, in the Assertion

message (step 5 of Figure 10.1) the following information:

• an order number N . This value represents the number of authentications per-

formed (through the identity provider IP ) so far by the user U . In other words,

N will be incremented by a unity every time a user is successfully authenticated

through the IP , regardless of the service provider U is willing to connect to.
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• a value Y = MAC(IU ,SecrU ), where MAC represents a secure message authenti-

cation code applied to IU with key SecrU that is a secret owned by the IP associ-

ated with the user U . This secret will prevent an external party from discovering

IU through a dictionary attack performed on Y . Moreover, as Y is the output of

a hash function, no collision can be found. Therefore, Y can be uniquely associ-

ated with the user U . Finally, observe that two different subsystems will receive

the same Y when the same user requires two different services. This is on the

basis of the procedure performed by the analysts allowing the data linkage.

We assume that for each subsystem Sk , there is a subset Ak ⊆ {A1, . . . ,At} of the

analysts interested in the data collected by Sk . Moreover, all the analysts inAk share

a secret Xk associated with the subsystem Sk .

Once the subsystem Si receives the assertion containing ⟨Y ,N ⟩, the following

steps are performed:

• Si sends the pair ⟨Y ,N ⟩ to each analyst in the subset Ai , as defined above.

• Si chooses randomly an analyst Ax belonging to Ai , to obtain a label to associate

with D̄U
i

At this point the chosen analyst Ax proceeds as follows:

• Ax computes Ti = MAC(Y ,Xi), where Y is the value described above, and Xi is

the secret shared with all the analysts in Ai and associated with the subsystem

Si as defined above;

• Ax uses Ti as seed of a PRNG, and computes the value P RNGN (Ti), denoting the

N -th number obtained by the PRNG;

• Ax sends Si the pair ⟨Y ,P RNGN (Ti)⟩.

We recall that Ti is related to the identity of the user U (since it depends on Y

that in turn depends on IU ). Therefore P RNG(Ti) represents the re-definition of the

α function we propose in our solution.

Lastly, the subsystem Si matches the message ⟨Y ,P RNGN (Ti)⟩ to the data DU
i

related to Y and publishes it (as open data) in the form ⟨P U
i , D̄U

i ⟩ = ⟨αi(IU ),δi(D
U
i )⟩ =

⟨P RNGN (Ti),δi(D
U
i )⟩.

Suppose now, U performs Z further authentications with other subsystems after

connecting with Si . We denote by Sj the subsystem with which U performs the N+Z-

th authentication.

Sj will publish the data DU
j , related to U , in the form ⟨P RNGN+Z (Tj ),δ(DU

j )⟩.

The value P RNGN+Z (Tj ) is provided by an analyst Ax′ belonging to the subset Aj ⊆

{A1, . . . ,At} of the analysts interested in the data of Sj .
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At this point, both δ(DU
i ) and δ(DU

j ) result to be linkable, albeit in an anonymous

form, only for authorized third parties, i.e., the analysts in Aj ∩Ai , representing the

analysts interested in both the data published by Si and Sj .

Indeed, the analysts in Aj ∩Ai owns both the secrets Xi and Xj . Since such ana-

lysts receive the values N and N +Z associated with the same Y from the subsystems

Si and Sj respectively, they are able to compute Ti and Tj and then P RNGN (Ti) and

P RNGN+Z (Tj ). Therefore, they are able to spot all the open data related to the same

user. Moreover, the intrinsic properties of the PRNG assure that no other party can

do the same. These points are analyzed more in detail in Section 10.6.

The steps of our solution are summarized in Fig. 10.2, in which we extend the

standard SSO approach of Figure 10.1.

10.5 Case study and implementation

Through this section, we provide the implementation of the protocol described in

Section 10.4 and show how it works in a simple case study.

Our implementation consists of four modules corresponding to the actors of the

protocol, i.e., the user, the identity provider, the service provider, and the analyst.

The user module is simply represented by a web browser. The identity provider

module is based on Keycloak [65], an open-source JAVA implementation of an iden-

tity management system allowing the SSO authentication. To implement the func-

tions described in Section 10.4, we properly modified the saml-core.jar library, by

adding the components we need, and by intervening, in particular, on the SAML as-

sertion. We will provide further details in the sequel of the section. Finally, the ser-

vice provider and the analyst modules have been implemented from scratch through

Servlet and JSP technology [218]. As the format for the open data, we choose JSON-

LD [250], a lightweight Linked Data format recommended by W3C. It implements

the level 5 format for open data described in Section 10.2.

The case study considered is the following. We have a single user named John

Smith, an identity provider IP , two subsystems S1 and S2, and two analysts A1 and

A2. Suppose S1 is a streaming service (such as Netflix) and S2 is a DVD rental activity.

Furthermore, suppose both A1 and A2 are interested in analyzing the data coming

from S1 and S2, i.e., A1 =A2 = {A1,A2}.

John authenticates with S1 through the IP to see the movie Ghostbuster. The

IP has to compute the values Y and N as described in Section 10.4, and send them

to S1. In our implementation, the IP maintains a folder for each registered user in

which it stores the secret SecrJ (where J represents the user John) and the number

N counting the number of authentication performed by John. Suppose the secret of
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Listing 2 Fragment of code to integrate in the library saml-core.jar included in

Keycloak.

1 byte[] Y= null; Integer N;

2 try {

3 File file = new File("PATH_TO_SECRET_KEY");

4 BufferedReader br = new BufferedReader(new FileReader(file));

5 String key=br.readLine();

6 Mac mac = Mac.getInstance("HmacSHA256");

7 SecretKeySpec secretKeySpec = new

SecretKeySpec(key.getBytes(), "HmacSHA256");↪→

8 mac.init(secretKeySpec);

9 Y = mac.doFinal(idp.getNameIDFormatValue().getBytes());

10

11 file = new File("PATH_TO_N");

12 br = new BufferedReader(new FileReader(file));

13 String n=br.readLine();

14 N= Integer.parseInt(n)+1;

15 FileWriter myWriter = new FileWriter("PATH_TO_N");

16 myWriter.write(String.valueOf(N));

17 myWriter.close();

18

19 String pair=encodeHexString(Y)+"-"+String.valueOf(N);

20 nameIDType.setValue(pair);

21 }catch (Exception e) {

22 }

John is SecrJ=superSecretPassword and N = 0 (i.e., this is the first authentication

of John). Since the computation of Y requires an identifier of John maintained by IP ,

we used, for simplicity, the Keycloak username of John, say johnSmith20. Finally, we

implemented the MAC function through HMAC [159] based on the cryptographic

hash function SHA256.

In Listing 2, we show a fragment of code to compute ⟨Y ,N ⟩ and set them in

the SAML Assertion for the service provider. This code has to be included in the

class org.keycloak.saml.processing.api.saml.v2.response.SAML2Response of

the saml-core.jar library. Observe that the instruction in Line 20 sets the pair

⟨Y ,N ⟩ in field SubjectID of SAML Assertion in place of the standard username.

With the values set as above, S1 will receive the pair

⟨d94fe9ff76414b9e742819635f7dccf5fddd03c45e201ab34976f2cd9b4459a7,1⟩.
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Listing 3 Fragment of code to compute the P RNGN (T ) in the analyst module.

1 SecureRandom sr = null;

2 try

3 {

4 sr = SecureRandom.getInstance

5 ("SHA1PRNG");

6 }

7 catch (NoSuchAlgorithmException e)

8 {

9 }

10 sr.setSeed(T);

11 long PrngN = 0;

12 for (int i=0;i<N;i++)

13 PrngN=sr.nextLong();

Such a pair is retrieved by a service provider (implemented through Servlet) with

the instruction String pair=request.getUserPrincipal().getName()+"-"+

UUID.randomUUID().toString().replace ("-", "").

At this point, S1 forwards such a pair to A1 and A2. Moreover, it selects A1 ∈ A1

to obtain the pseudonymous to associate with John’s data.

A1 computes T1 = MAC(Y ,X1), where X1 is a secret shared among A1 and A2 and

associated with S1. Suppose X1 = AnalystSecret. Again, we chose HMAC to imple-

ment the MAC function, then resulting in T1 =13715fb857d317962073856cbedbbf41

7c9d68eb1fe411d6713f260b7ec8af4a. To obtain the pseudonymous to associate

with the data, A1 needs to compute P RNG1(T1). We implemented the PRNG through

a cryptographically strong random number generator (CRNG)[208]. In particular,

we relied on the Java class SecureRandom and chose the algorithm SHA1PRNG. The

complete code implemented in the analyst module is reported in Listing 3.

The result of this computation is P RNG1(T1) =1807256804637968330 that is pro-

vided, along with Y , to S1.

At this point, S1 can publish the data in JSON-LD format as shown in Listing 4.

Therein, we refer to the Schema.org vocabulary [112], managed by a collaborative

community with the aim to create, maintain, and promote schemas for structured

data on the Internet. This way, our solution maintains full interoperability between

data generated by different service providers. In this example, we have an array con-

taining two objects: a Person identified by the pseudonymous obtained through our

solution, and a Movie that includes, among its properties, the property "provider"
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Listing 4 Open data published by S1

1 [

2 {

3 "@context": "https://schema.org/",

4 "@type": "Person",

5 "identifier": "1807256804637968330"

6 },

7 {

8 "@context": "https://schema.org/",

9 "@type": "Movie",

10 "name": "Ghostbusters",

11 "productionCompany": {

12 "@type": "Organization",

13 "name": "Black Rhino"

14 },

15 "countryOfOrigin": {

16 "@type": "Country",

17 "name": "USA"

18 },

19 "genre":"science fiction",

20 "provider": {

21 "@type": "Organization",

22 "legalName": "S1"

23 }

24 }

25 ]

standing for the subsystem releasing such a movie. Observe that no useful informa-

tion identifying John is published.

Now, we continue the description of the case study.

Since John is a fan of the genre science fiction, it interacts with the subsystem

S2 to rent the movie Interstellar. The procedure is very similar to the interaction

of S1. Then, John authenticates with IP and obtains a new pair ⟨Y ,N ⟩ where Y is the

same as before, while N is increased by one. In our case study, S2 receives the pair

⟨d94fe9ff76414b9e742819635f7dccf5fddd03c45e201ab34976f2cd9b4459a7,2⟩ and

forwards it to both A1 and A2. Moreover, it selects A2 ∈ A2 to obtain the pseudony-

mous to associate with John’s data.
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Listing 5 Open data published by S2

1 [

2 {

3 "@context": "https://schema.org/",

4 "@type": "Person",

5 "identifier": "8871020241650837923"

6 },

7 {

8 "@context": "https://schema.org/",

9 "@type": "Movie",

10 "name": "Interstellar",

11 "productionCompany": {

12 "@type": "Organization",

13 "name": "Syncopy Films"

14 },

15 "countryOfOrigin": {

16 "@type": "Country",

17 "name": "USA"

18 },

19 "genre":"science fiction",

20 "provider": {

21 "@type": "Organization",

22 "legalName": "S2"

23 }

24 }

25 ]

A2 computes the seed T2 = MAC(Y ,X2), where X2 is a secret shared among A1

and A2 and associated with S2. Suppose X2 =AnalystSecret2. Then, A2 generates

a pseudonymous P RNG2(T2) =8871020241650837923 that forwards to S2. At this

point, the data can be published by S2 as shown in Listing 5.

We conclude this section by observing that, for any entity except for A1 and A2,

the identifiers 1807256804637968330 and 8871020241650837923 are not linkable.

This includes also the subsystems S1 and S2. On the other hand, since both A1 and

A2 receive the same Y and know the same secrets X1 and X2, they can link the two

data, but they do not know the identity of John.
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10.6 Security analysis

Through this section, we provide a security analysis of the proposed solution. We

start with two basic assumptions.

A1: The used cryptographic functions are secure.

A2: The anonymizing functions δ used by the subsystems prevent privacy attacks.

A3: The SSO authentication is secure and prevents impersonation attacks.

In our setting, A1 involves the MAC and P RNG functions. This assumption is easily

satisfied if the identity provider and analysts use secure implementations available

in the literature for such functions. Some examples, used for our implementation in

Section 10.5, are HMAC based on SHA256 for the MAC and the CRNG offered by

the class SecureRandom implemented with the algorithm SHA1PRNG.

Regarding A2, again several techniques are available in the literature as dis-

cussed in Section 10.7. Finally, A3 is a standard requirement and it is realistic since

it is adopted in several real-life systems.

Consider a user U who has performed the N -th authentication with the subsys-

tem Si . We recall that the analysts involved in this process are in the subsetAi . Now,

consider U performs the (N + Z)-th authentication with the subsystem Sj . In this

case, the involved analysts are in the subset Aj .

Our system offers the following properties.

P1: The analysts inAi∩Aj are able to link the data published by Si and Sj associated

with U .

P2: A user Ū cannot make a subsystem publish data linkable with the data associ-

ated with U .

P3: No entity but the analysts in Ai ∩Aj is able to link the data published by Si and

Sj associated with U .

P4: No analyst can discover the real identity of U .

Property P1

Since the identity provider maintains the same secret SecrU for the user U , it

computes the same Y = MAC(IU ,SecrU ). Si receives ⟨Y ,N ⟩ and Sj receives ⟨Y ,N+Z⟩.

⟨Y ,N ⟩ is sent to all the analysts in Ai and ⟨Y ,N +Z⟩ is sent to all the analysts Aj .

The data provided by Si are associated with a label P RNGN (Ti), where Ti =

MAC(Y ,Xi). Similarly, the data provided by Sj are associated with a label P RNGN+Z (Tj ),

where Tj = MAC(Y ,Xj ). We recall that Xi is shared by all the analysts in Ai and Xj

is shared by all the analysts in Aj .

At this point, all the analysts inAi ∩Aj receive both ⟨Y ,N ⟩ and ⟨Y ,N +Z⟩. More-

over, all the analysts in Ai ∩Aj owns both Xi and Xj . Therefore, all the analysts in
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Ai ∩Aj are able to compute both P RNGN (Ti) and P RNGN+Z (Tj ), and then to link

the data associated with U .

Property P2

This property can be broken only if two cases occur. The first is that a user

Ū authenticates with a subsystem Sk in place of U . However, by Assumption A3,

impersonation attacks are not possible. The other case is that the data actually

related to Ū are associated with a label accidentally equal to a label associated

with some data related to U . More formally, it means that there exist two pairs

⟨Y ,N ⟩ and ⟨Ȳ , N̄ ⟩ such that P RNGN (T ) = P RNGN̄ (T̄ ) where T = MAC(Y ,X) and

T̄ = MAC(Ȳ , X̄). We start by assuming N , N̄ . In this case, by Assumption A1, the

PRNG is secure, then the probability that P RNGN (T ) = P RNGN̄ (T̄ ) is negligible

regardless the values of T and T̄ . Consider now N = N̄ (it means that U and Ū

performed the same number of authentications). If T , T̄ , again, by A1, the prob-

ability that P RNGN (T ) = P RNGN̄ (T̄ ) is negligible. Otherwise (T = T̄ and N = N̄ ),

P RNGN (T ) = P RNGN̄ (T̄ ) and P2 is broken. However, it is easy to see that the prob-

ability that T = T̄ is negligible. Indeed, T = T̄ means MAC(Y ,X) = MAC(Ȳ , X̄). If

X , X̄, by Assumption A1, the MAC function is secure, then the probability that

T = T̄ is negligible. Similarly, if X = X̄ (i.e., the data are published by the same sub-

system), but Y , Ȳ , again by A1 the probability that T = T̄ is negligible. Otherwise

(X = X̄ and Y = Ȳ ), T = T̄ and P2 is broken. However, it is easy to see that the proba-

bility that Y = Ȳ is negligible. Since Y = MAC(IU ,SecrU ) and Ȳ = MAC(I Ū ,SecrŪ ),

Y = Ȳ only if the inputs of the MAC functions are the same or if a collision occurs.

The first case (same inputs) implies that Ū successfully impersonates U in the au-

thentication process. This is not possible by Assumption A3. Finally, the second case

(accidental collision), as usual, is impossible by Assumption A2.

Property P3

To link the data published by Si and Sj (associated with U ), the attacker should

know the pairs ⟨Ti ,N ⟩ and ⟨Tj ,N +Z⟩. The values N and N +Z can be easily guessed

by brute force. On the other hand, Ti is known only by the analysts Ai and Tj is

known only by the analystsAj . Therefore, the only parties that simultaneously know

Ti and Tj are the analysts in Ai ∩Aj . No other party, even knowing only Ti or only

Tj , can link the data published by Si and Sj .

Property P4

This property can be broken if two cases occur. In the first case, the analyst can

invert the MAC function producing Y . In the second case, the analyst can directly

de-anonymize the published data. However, the first case cannot occur by Assump-

tion A1. Similarly, the second case cannot occur by Assumption A2, i.e., the subsys-

tems use only robust anonymizing functions delta.
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10.7 Related work

In the scientific literature, numerous papers witness the benefits derived by the use

of open data [194, 156]. Indeed, open data can improve the efficiency of public ser-

vices [282, 20], but also produce economic growth in the private sector [308].

In the following, we report different examples of how open data also can play a

crucial role in the smart city ecosystem.

Indeed, as highlighted by [196], the growing volume and variety of data pro-

duced in the urban ecosystem might be exploited to build knowledge-based solu-

tions for smarter and more sustainable urban development.

As an example, [188] presents the design of a service for providing a personal-

ized path to users with special needs. The designed system leverages data from sens-

ing and crowdsourcing (provided by users) and open data (provided by bus service

providers).

[123] discusses how the exploitation of open data can turn a city (in this specific

case the city of Helsinki) into a smart city aiming to offer better services to citizens.

Indeed, opening up data and enabling startups to use public data at no cost have

the main benefits to create new business opportunities in the form of new services

and new applications. Another more recent study focusing on urban digitization

and smart city development in the context of Nordic society is provided in [295].

Therein, the cities of Helsinki and Espoo are examined.

A different point of view is shown in [177]. Indeed this work investigates what

barriers hinder the adoption of open data and, as a countermeasure, proposes practi-

cal recommendations to enhance open data development in the context of emerging

smart cities. The case study considered in this work focuses on the city of Hong

Kong.

Another realistic case study is presented in [14], in which it is explored how the

city of Barcelona turned into a leading metropolis in Europe by applying smart city

strategies. One of the main components of these successful strategies resides in the

exploitation of open data.

Despite all the benefits coming from the exploitation of open data in different

scenarios, many privacy issues may arise when it comes to disclosing data related

to individual preferences and behavior [139]. As a matter of fact, removing from

a given dataset all the obviously identifiable information is not enough to prevent

individual re-identification. Indeed, such a method is not effective when the attacker

already knows some information about the individuals in question [144].

Traditional solutions to protect individual privacy (thus preventing the above-

mentioned attack) are based on the notions of k-anonimity [240], l-diversity [178]
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and t-closeness [170]. Unfortunately, this method can still leak information when the

attackers already know something about the information contained in the dataset

[144].

In recent years, differential privacy [86] has been gaining attention and is consid-

ered among the most promising paradigms for privacy-preserving data publication

and analysis [290]. Many approaches, trying to reach differential privacy, are based

on adding noise to the data before disclosing them [87].

An emerging, but very promising, technique to obtain differential privacy, in-

volves the use of Generative Adversarial Networks (GANs) [288, 303, 286]. Such a

technique is used by [99], in which the authors propose a framework for releasing

new open data while protecting the users’ privacy.

Another challenging issue is represented by the lack of links between related

data. The aim of data linkage is to merge all information related to the same entity

that can be scattered among different datasets, in order to perform more powerful

and efficient analysis.

As highlighted by [64], the linkage process is challenged by the lack of a common

unique entity identifier. Therefore [64] proposes a data linkage system called Febrl,

which is a platform for researchers to develop, implement and evaluate new data

linkage algorithms and techniques. There are two potential limitations in the use of

this approach: (i) running large-scale linkage can take days to complete the compu-

tation, (ii) there is still a problem of privacy since, even offloading the computation

in local computers, data linkage always deals with partially identified data.

[120] provides an overview of challenges in linking administrative data for re-

search. In particular, the authors highlight the need to preserve privacy (for the in-

dividual) without negatively impacting performance and linkage quality (accuracy

of results). In the work [305], the authors investigate the privacy issues related to

linkable data in smart IoT systems. Indeed, individual privacy might be severely

threatened by the smart IoT ecosystem, since contents from more sources (related

to the same user) are collected. Unfortunately, in [305], no solution is proposed to

address this problem.

[129, 35] report the case of the Western Australian Data Linkage System (WADLS),

established in 1995, able to maximize efficiency and minimize risk to privacy by

centralizing data linkage activities, in addition to supporting related health system

management. WADLS has provided linked data to researchers, medical practition-

ers, and strategic planners of Western Australia for more than 10 years.





Part IV

Conclusions
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In this thesis, we proposed several protocols to achieve anonymity features in

different applications. Two macro-areas are considered: anonymous communication

and anonymous service delivery.

Anonymous communication refers to the protection of the identity of the users

sending and/or receiving data over the Internet. In this area, we proposed two differ-

ent types of protocols. The first type is represented by protocols implemented over

the transport layer. In principle, they support any application layer built over them.

In this class, among other approaches, we included two extensions of the famous

Tor protocol. The second type of protocols for anonymous communication that we

considered is implemented on an existing application layer. In this case, the proto-

cols are not general-purpose and work only for the specific application layer consid-

ered. This is relevant when it is not possible to set external anonymous communica-

tion channels. Furthermore, we can take advantage of the specific characteristics of

the application layer, to develop a high-performance protocol. Regarding this latter

point, the main metrics in the field of anonymous communication (i.e., latency, cover

traffic, and anonymity) are taken into consideration, also through experimental val-

idation, in the design of our protocols.

Concerning the second macro-area, we changed our point of view about anonymity.

In particular, we do not focus on anonymous communication between users, but we

aim to provide users with services by protecting their identity. In this area, we also

investigated new useful features achieved by relaxing the anonymity requirements.

Indeed, in some scenarios, full anonymity is not desirable since it fuels cyberbul-

lying, incitement to hate, and so on. In this case, the accountability of the actions

performed by the users and their possible re-identification can discourage these phe-

nomena. However, this re-identification should happen under the order of a court

and should require the collaboration of more parties (no single party, even trusted,

can re-identify the user). Another scenario in which we can relax the anonymity con-

straints is the anonymous linkage of data. Therein, we present a solution in which

different data coming from the same user can be linked only by authorized parties to

extract useful statistical information. However, no other party can make this linkage,

and authorized parties cannot identify the user to whom the data relate.

A point we want to stress is the security offered by the proposed solutions. All

the protocols presented in this thesis include a security analysis performed in terms

of adversary capabilities and security properties, that represent a threat model. We

investigated different threat models, including one very severe concerning a global

adversary able to observe the entire flow of messages exchanged in the network. We

show as our solutions achieve protection against such an adversary by paying an

acceptable price in terms of performance.
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