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A B S T R A C T

This paper develops a cooperative control methodology for the online energy management of grid-connected
microgrids. The main aim of this methodology is to actively manage the active power outputs of all dis-
patchable energy sources available within the microgrid as well as the power exchanged with the utility grid so
as to match the total load demand at the minimum operating cost. This implies to solve a constrained multi-
objective dynamic optimization problem aimed at minimizing the total microgrid operating costs and
ensuring the real-time balance within the microgrid in compliance with its technical-operational constraints.
Lyapunov’s theorem using sensitivity theory is adopted to solve this optimization.
To test the performances of the proposed control methodology, several computer simulations corresponding to

different operating scenarios have been conducted on the PrInCE Lab experimental microgrid built at the
Polytechnic University of Bari.

1. Introduction

Over the last decades, electric power distribution systems have un-
dergone significant changes due to the growing integration of DERs,
especially those based on renewable energy [1–4]. These changes not
only covered the management and operation practices of distribution
networks, but also energymarket models to enable DER owners to access
in the electricity markets [5]. This possibility, however, often remains
unexploited due to the small capacity of such resources which may
reduce their market power, thus making them individually unable to
affect the energy market [6,7]. As consequence, the expected revenues
of DER owners may be reduced if some remedial measures are not taken
into account. In this regard, a chance can be offered by MGs since they
are able to aggregate and manage DERs along with ESSs and loads so as
to form a self-sufficient energy system that can operate in island or act
on the main grid as a single controllable entity [8–12]. Thanks to these
peculiarities, these systems can make feasible the participation of DER
units to local electricity markets wherein the MG operator is responsible
for coordinating local units to reduce costs and at the same time increase
self-consumption within the MG.
Nonetheless, it is worth noting that their unpredictable behavior,

mainly due to the intermittent outputs of their internal N-DRGs and

variability of loads, can entail for MG operators the risk of paying
penalties for violating power delivery agreements, resulting in the loss of
a large share of revenues [13,14]. To address this issue, numerous
research studies have been conducted on this topic, resulting in a variety
of control solutions. Control strategies that use data-driven uncertainty
modeling techniques to solve economic dispatch problems are often the
focus [15–19]. Although a more efficient scheduling of MG energy re-
sources can be obtained with these control strategies, they suffer the
huge drawback of not being able to adjust the scheduled generation
levels in response to unpredicted fluctuations in loads and N-DRG. As a
result, the main grid acting as the One-Machine Infinite-Bus for the MG
will be called to promptly compensate these internal power imbalances,
giving rise to price volatility.
To overcome this issue, several studies have suggested the adoption

of ESSs. Some of these references have investigated the optimal sizing of
these devices [20–22], while others have focused on their optimal
scheduling to maximize their daily use [23–29]. Particularly, these latter
papers suggest to directly incorporate the costs associated with ESSs into
the objective function of the economic dispatch problem, in order to
coordinate them with other energy sources available into a MG.
Depending on the considered cost for ESSs, different objective functions
have been derived and optimized through several optimization algo-
rithms. Among them, the Mixed Integer Linear Programming Method
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[23], the Non-Linear Programming Method [24], the Genetic Algorithm
[25], stochastic models [26,27], the Teaching Learning-Based Optimi-
zation (TLBO) algorithm [28], and the Enhanced Mixed Integer Particle
Swarm Optimization algorithm [29] have been demonstrated to be more
effective in solving economic dispatching problems involving multiple
control variables. Anyway, as outlined in [30], the performance of the
aforementioned control methodologies still depends on the accuracy of
the adopted forecasting methods. In the attempt to reduce the depen-
dence on short-term forecasts, a coordinated control approach based on
a two-stage optimization problem is proposed by the authors in [30]. In
this paper, it is proposed a methodology that employs the classical
Lagrangian approach to regulate the active power outputs of all DGs in
the MG in response to real-time measurements. This adjustment is aimed
to cover any active power imbalances that may occur within the MG
with minimal operating costs to ensure that the actual interchange
power matches the contracted value in the day-ahead energy market. It
is worth noting that the performance of this methodology inevitably
depends on the reliability of the communication. It is in fact necessary to
receive a large amount of information in a short time to prevent that the
active power exchanged with the main grid deviates from its scheduled
value. Therefore, if the communication system is not fast enough, a
transient active power imbalance may inevitably occur within the MG,
which will be compensated by the main grid. As the compensation of
these internal MG active power fluctuations is not free of charge, the net
economic advantages of a MG may be reduced [31]. To overcome this
issue, adaptive real-time energy management strategies have been
developed in [31–33]. Most of these papers suggest compensating in the
real-time the tie-line active power flow fluctuations by taking advantage
of fast response times and control flexibility of ESSs. Alternatively, in
[34] a real-time economic dispatching methodology employing a
PI-regulator has been developed to enable MG to keep at zero the active
power flow on the tie-line. The major drawback of all these methods is
that they do not take into account the coordination with intraday elec-
tricity markets and thus the economic benefits of the MG may be
negatively affected.
To overcome this issue, a cooperative control methodology has been

developed in this paper to coordinate the local dispatching of MG-
internal units with the intraday electricity market. This methodology
aims to minimize MG operating costs by managing, in the online envi-
ronment, the active power outputs of all its internal DGs as well as the
active power exchanged with the utility grid. This entails solving a
constrained multi-objective dynamic optimization problem whose
objective function aims to minimize not only the production costs of DGs

but also the cost of purchasing energy from the main grid, while
ensuring the real-time microgrid energy balance and respecting its
technical-operational constraints. An optimization algorithm based on
the Lyapunov’s theorem encompassing the sensitivity theory has been
used to solve this optimization problem.
In order to investigate the performance of the proposed control

methodology, simulations have been carried out under different oper-
ating scenarios on the PrInCE Lab experimental MG built at the Poly-
technic University of Bari (Italy).

2. Mathematical formulation of the cooperative control
methodology

The aim of this section is to provide the mathematical formulation of
the proposed cooperative control methodology for the online energy
management of a grid-connected MG. The overall optimization problem
can be formulated by defining its basic elements as follows.

2.1. Control variables of the optimization problem

In this study, control variables include the active power exchanged
with the utility grid and the active power outputs of all DGs available
within the MG.
ESSs may also be used as control variables but, in order to extend

their usage over the whole day, they were not involved in the regulation
service as suggested in [30,34]. Therefore, their active power set-points
were kept at the levels scheduled by the day-ahead economic dispatch as
follows:

PESS(t) = PESS(t) (1)

where PESS(t) are the nESS − dimensional column vectors whose ele-
ments are the active power outputs of ESSs scheduled in day-ahead
electricity market.
Under the above assumptions, the (1 + nDG) − dimensional column

vector of the control variables can be defined as follows:

x(t) = [ PTL(t) PDG(t) ]T (2)

2.2. The objective function of the optimization problem

The proposed optimization problem is aimed at minimizing the total
operating costs of a MG by determining the optimal trade-off between

Nomenclature

DER Distributed Energy Resource.
MG MicroGrid.
DG Dispatchable Generator.
N − DRG Non-Dispatchable Renewable Generator.
ESS Energy Storage System.
CHP Combined Heat and Power system.
MT MicroTurbine.
PV PhotoVoltaic system.
BESS Battery Energy Storage System.
n Normalization subscript index.
nDG Number of Dispatchable Generator.
nN− DRG Number of Non-Dispatchable Renewable Generator.
nESS Number of Energy Storage System.
nL Number of Loads.
i Dispatchable Generator index.
j Non-Dispatchable Renewable Generator index.
h Energy Storage System index.

k Load index.
PTL Active power exchanged with the utility grid.
PDG Active power generated by Dispatchable Generators.
PmeasDG Active power measured at Dispatchable Generators’s

output.
PCHP Active power generated by Combined Heat and Power

system.
PMT Active power generated by MicroTurbine.
PN− DRG Active power supplied by Non-Dispatchable Renewable

Generator.
PPV Active power supplied by PhotoVoltaic system.
PESS Active power of Energy Storage System.
PBESS Active power of Battery Energy Storage System.
PL Load power demand.
PminTL Minimum active power exchangeable with the utility grid.
PmaxTL Maximum active power exchangeable with the utility grid.
PminDG Dispatchable Generator minimum active power limit.
PmaxDG Dispatchable Generator maximum active power limit.
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the internal active production and the active power exchanged with the
utility grid in compliance with the technical-operational constraints of
the system. To comply with this requirement, a multi-objective opti-
mization problem has been formulated considering three different
objective functions which will be detailed in the following subsections.

2.2.1. MG operating cost error function
The aim of this cost function is to minimize the total operating costs

of the MG as much as possible. To this aim, the following scalar control
error has been defined:

eMGCost (t) = CTL(PTL(t)) +
∑nDG

i=1
CDGi

(
PDGi (t)

)
(3)

where CTL(PTL(t)) is the cost function relating to the active power
exchanged with the utility grid and CDGi (PDGi (t)) is the cost function of
the i-th DG unit.
The CTL(PTL(t)) is defined as follows:

CTL(PTL(t)) = βTL⋅PTL(t) (4)

where βTL (€/kWh) is the cost coefficient that includes both the hourly
market energy price and the distribution network charges.
In accordance with [35], the cost function related to each DG unit is

instead expressed as follows:

CDGi

(
PDGi (t)

)
= αDGi ⋅P

2
DGi

(t) + βDGi
⋅PDGi (t) + γDGi

(5)

where αDGi (€/kW2h), βDGi
(€/kWh) and γDGi

(€/h) are the cost co-
efficients of the i-th DG.

2.2.2. MG active power balance error function
In order to ensure the internal MG active power balance, the

following scalar error function has been considered:

ePB (t) = PTL(t) +
∑nDG

i=1
PDGi (t) +

∑nN− DRG

j=1
PN− DRGj (t) +

∑nESS

h=1

PESSh (t) −
∑nL

k=1

PLk (t)

(6)

2.2.3. Error function of the active power provided by DGs
Unexpected failures of DGs could prevent them from supplying the

active power required by the regulation service, moving thus theMG in a
non-optimal operating condition. To make the controller capable of
dealing with the unavailability of one or more DGs to provide the
regulation service, the following error function has been defined:

ePDG (t) = F
(
PDG(t) − PmeasDG (t)

)
(7)

where:

- F is the nDG− dimensional column vector of the flag parameters
whose coefficients are able to enable and disable each element of the
control error vector ePDG (t).Specifically, each element of ePDG (t) is
disabled when its flag parameter is False (0), and initially, all flag
parameters are False by default and thus ePDG (t) keeps silent. In case
of one or more generators are unable to provide the active power
required by the regulation service due to a failure, their flag pa-
rameters are turned to True (1), enabling thus the corresponding
control errors to run in the control chain. These variables turn back
to False when the corresponding control errors are equal to zero.

2.2.4. The multi-objective function
In order to concurrently minimize the three conflicting objectives

defined in the above sections, they are normalized and merged into a
single objective function given by their weighted sum, as follows:

min
x(t)

L (x(t)) = min
x(t)

(
1
2
e(x(t))TWe(x(t))

)

(8)

where:

- e(x(t)) is the (1 + 1 + nDG) − dimensional column vector of the
control error involving the three considered normalized objective
functions as follows:

e(x(t)) =

⎡

⎢
⎢
⎣

eMGCost (x(t))n
ePB (x(t))n
ePDG (x(t))n

⎤

⎥
⎥
⎦ (9)

- W is a [(1 + 1 + nDG) × (1 + 1 + nDG)] − dimensional diagonal
matrix whose elements are always positive real values that weight
the individual components of the control error with respect to the
objective.

2.3. MG technical constraints of the optimization problem

To avoid that during the optimization process DGs are called to
provide active powers exceeding their allowable constrains, their
capability curve limits need to be considered as follows:

PminDG ≤ PDG(t) ≤ PmaxDG (10)

It was also necessary to include the following operating limits on the
tie-line so as to prevent the power exchanged with the utility grid can
exceed the maximum available transmission capacity:

PminTL ≤ PTL(t) ≤ PmaxTL (11)

2.4. The online optimization algorithm

The main idea of the proposed methodology is to adjust the control
variables, x(t), in the continuous time domain until to find the best
match between the MG’s internal energy production and the active
power exchanged with the utility grid that minimizes the objective
function stated in Eq. (8). To achieve this condition the online optimi-
zation algorithm developed in [36] has been adopted. According to this
algorithm, the convergence to the minimum of the optimization prob-
lem can be ensured if the stability criteria of the Lyapunov’s theorem are
satisfied. For this reason, the always positive objective function L (x(t))
is assumed as the Lyapunov function and its time derivative is made
semi-definite negative by assuming the following fictitious dynamic
system:

ẋ(t) = − k
(

∂L (x(t))
∂x(t)

)T

= − k
(

∂e(x(t))
∂x(t)

)T

WTe(x(t)) (12)

where k ∈ ℜ+.
The optimal control laws x(t) can be obtained by integrating in the

time domain Eq. (12):

x(t) = − k
∫ (

∂e(x(t))
∂x(t)

)T

WTe(x(t))dt (13)

Fig. 1 shows the flow-chart for the practical implementation of the
proposed methodology. For clarity purposes, in this figure are also re-
ported the interactions between the flow-chart and the physical signals
coming from the MG.
Note that the proposed methodology obtains from the upper control

level the hourly energy market price along with distribution network
charges, cost coefficients of all DGs, as well as the active power set points
of ESSs evaluated by a day-ahead economic dispatch algorithm. Based
on these data and the real-time measurements of the active powers at N-

A. Cagnano et al.
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DRGs and load nodes, the control error e(x(t)) is evaluated. The
resulting signal acts as input of the online optimization algorithm based
on the Lyapunov theorem applied to the sensitivity theory, giving rise to
the optimal control laws for DGs. To force these control actions to stay
within operating limits of both the tie-line and the DGs, saturation
blocks have been added.
It is noteworthy that due to their internal dynamics, DG units may

provide an active power lower than that required by the regulation
service moving the MG in a suboptimal operating condition. To avoid
this event, DGs’ controllers are included in the control loop. These
controllers compare the real-time measurements of active power at DG
nodes coming from the telemetry system to their reference value eval-
uated by the online optimization algorithm. The resulting active power
error is then processed by a PID regulator providing the control laws to

Fig. 1. Dynamic optimization controller architecture.

Fig. 2. The schematic single-line diagram of the PrInCE Lab experimental MG.

A. Cagnano et al.
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be sent to the local controllers of DGs inverters to be actualized. It is
worth noting that the PID regulators are separately designed for each
DGs considering their own dynamic models. The PID controllers’ pa-
rameters can be tuned via PID Tuner Function of the Matlab–Simulink as
suggested in [37].

3. Test results

The proposed control methodology has been tested on a subset of the
energy sources available within the PrInCE Lab experimental MG built at
the Polytechnic of Bari as shown in Fig. 2. Further details about this
system and its components can be found in [38].
As shown in Fig. 2, the MG consists in a low-voltage radial distri-

bution network which is connected to the main grid through a MV/LV
transformer substation. This allows the MG to exchange power with the
utility grid up to a maximum capacity of 250 kVA. The adopted
configuration of the testbed MG includes dispatchable and non-
dispatchable generation units along with an energy storage system.
The DG units include a 30 kW MT and a 120 kW CHP, both powered by
natural gas. The N-DRG units include a 50 kWp PV plant. Instead, the
ESS consists of a 60 kW BESS. All these components provide power to
two programmable loads, each with a rated power of 150 kVA. The
technical and cost characteristics of both MT and CHP are reported in
Table 1, whereas the technical characteristics of the BESS are shown in
Table 2.
For simulation and testing purposes, the MG is implemented in the

Matlab/Simulink environment [39] according to the block diagram
shown in Fig. 3.
Three “From Workspace” blocks have been used as sources to import

the real-time measurements of the active power absorbed by the load
and provided by the PV plant, as well as the active power set-points of
the BESS provided by the day-ahead economic dispatch methodology.
Finally, in order to mimic the dynamic responses of the CHP, MT and
BESS to set-point changes, a simplified time-invariant dynamic model
for each of them has been prior derived. Details on these models are
given in the following subsection.

3.1. Dynamic models of the CHP, MT and BESS

In order to simulate the dynamic behavior of the BESS, the simplified
time-invariant dynamic model developed in [37] has been adopted.
The Matlab System Identification Toolbox has been instead used to

identify both the CHP and the MT dynamic models. More in detail, the
model identification process for the CHP system began by performing
several experimental tests on this unit aimed at evaluating its dynamic
response to different step changes of its active power setpoints. The data
collected from these experiments are then passed to the Identification
tool where they are processed to identify the transfer function that better
approximates the behavior of the CHP plant. Following the same pro-
cedure also for the MT, with the information collected during the
experimental tests and the System Identification toolbox, the transfer
function better approximating the behavior of this plant has been ob-
tained. The identified transfer functions for both CHP and MT are re-
ported in Table 3.
Note that a one zero - three poles transfer function is adopted to

accurately replicate the dynamic response of the CHP, whereas a one
zero - two poles transfer function is adopted for the MT.

Once the CHP and MT models are identified, the PID regulators of
both these sources were separately designed.

3.2. Simulation results

Based on the above test simulation setup, a comparative analysis was
performed with another economic dispatching methodology in the two
following scenarios to test the performances of the proposed
methodology:

Scenario 1 – This test was performed on 24-hours to verify the
ability of the proposed controller to optimize the online operation of the
MG.

Scenario 2 – This test was aimed at investigating on the controller’s
ability to deal with the unavailability of one or more DGs to provide the
regulation service.
For all computer simulations it was assumed that the MG operates as

an energy price taker and cannot sell energy to the main grid.

Scenario 1
In this test, the performance of the proposed control methodology

has been tested by simulating the real-time operation of the experi-
mental MG over the 24-hour time window starting from midnight on
October 28, 2023. To evaluate the improvements introduced by the
developed control methodology, a comparison of performance was
carried out with another economic dispatching methodology. To ach-
ieve this, a preliminary day-ahead operation planning of the MG was
performed according to [40] by considering the 15-min day-ahead
forecast profiles of PV production, total load demand, and the elec-
tricity market price shown in the Figs. 4,5. The main results of this
analysis are reported in Figs. 6–8.
Note that under the above assumptions, MG was scheduled to pur-

chase a significant amount of energy to satisfy its internal load demand
when the day-ahead electricity market price was lower than the pro-
duction costs of its internal energy sources (such as 12:00 ‒ 15:00).
Conversely, when the day-ahead electricity market price is high, the MG
was scheduled to fulfill the internal load demand with energy locally
produced, avoiding thus to exchange power with the utility grid. More in
detail, it can be observed that the CHP, due to its lower production costs,
was scheduled to provide the greatest contribution to satisfying the in-
ternal load demand. On the contrary, the BESS’s contribution to the
internal load satisfaction is limited by the need to extend their usage
over the whole day.
Starting from the day-ahead economic dispatch results, the MG’s

online operation was simulated by using the hourly electricity price on
the intraday market, along with daily load and PV power profile
recorded with a sample time of 1 second. Figs. 9,10 show the time-
domain behavior of these input data.
The resulting time-domain behavior of the tie-line active power flow

is shown in Fig. 11.
Note that during the overnight period, specifically between 00:00

and 06:00, as the actual load demand is lower than the forecasted one,
the MG is forced to give the surplus of energy generated by its internal
energy resources to the main grid. Since the MG is not authorized to sell
energy to the main grid, it was not paid for supplying this energy,
resulting in economic loss. Conversely, for all other hours of the day,
forecast errors in load and PV production forced the MG to purchase
more energy from the utility grid than the scheduled one to fulfill the
internal load demand, resulting in higher energy costs.

Table 1
The technical and cost characteristics of DGs.

Generator Technical constraints Cost coefficients [33]

Pmin [kW] Pmax
[kW]

αDGi

[€/kW2h]
βDGi

[€/kWh]
γDGi

[€/h]

CHP 0 120 6.23 × 10− 6 0.0817 0.8010
MT 0 30 2.25 × 10− 5 0.0820 0.6483

Table 2
The technical characteristics of the BESS.

Storage
device

Installed
capacity

Storage
capacity

Technical constraints

Pmin Pmax SOCmin SOCmax

[kW] [kWh] [kW] [kW] [%] [%]

BESS 60 180 -60 +60 12 98

A. Cagnano et al.
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To assess the enhancements that can be obtained by applying the
proposed methodology, it was tested under the same real-time operating
conditions and assuming that the BESS was managed in accordance with
its day-ahead economic dispatch schedule. The obtained results are re-
ported in Figs. 12,13. More in detail, Fig. 12 shows the time domain
behavior of the resulting tie-line active power flow, whereas in Fig. 13
the obtained time domain behaviors of both CHP and MT are reported.
As can be noted, the proposed methodology has efficiently managed

the active power outputs of both CHP and MT allowing the MG to adapt
its internal production to the actual load demand and to the intraday
electricity market price. More in detail, to avoid giving energy to the
main grid without being paid, the proposed methodology forced the tie-
line active power flow to be always close to zero, except for the period
between 13:00 and 15:00, when the methodology revealed that it is
more convenient to purchase energy from the grid than to produce it
internally. This is mainly because the electricity market prices were
lower than the production costs of DGs owned by the MG.
An economic analysis was carried out to assess the effectiveness of

the proposed methodology based on the results obtained from the real-
time operation of the MG with and without controller. The obtained

results are reported in Table 4.
Note that the proposed online control methodology was able to

reduce the total operating costs of the MG from a value of 178.58 €/day
in the non-optimized condition to the value of 169.58 €/day resulting in
an improvement of 5 %.

Fig. 3. Simplified model of the PrInCE Lab experimental MG.

Table 3
Identified transfer function of simplified models of CHP and MT.

Generator Transfer function

CHP GCHP(s) =
2123 s+ 254.5

s3 + 10550 s2 + 2400 s+ 268.8
MT GMT(s) =

− 2.92 s+ 1.33
s2 + 11.79 s+ 1.36

Fig. 4. The forecast curve of the PV and load demand for the 15 min period.

Fig. 5. The forecast curve of the electricity market price for the 15 min period.

Fig. 6. The 15-minutes PTL day-ahead schedule.

A. Cagnano et al.
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Fig. 7. The day-ahead operation plan over 15-minutes time horizon of both
PCHP and PMT .

Fig. 8. The day-ahead operation plan of the BESS.

Fig. 9. Daily profiles of load demand and PV.

Fig. 10. The hourly intraday electricity market price.

Fig. 11. Time domain behavior of the tie-line active power flow.

Fig. 12. Time domain behavior of the tie-line active power flow.

A. Cagnano et al.
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Scenario 2
In order to investigate the self-adaptability of the proposed

controller, another test was performed under the same operating con-
ditions adopted in the previous test case by simulating the following
sequential scenarios reported in Table 5.
In Figs. 14–16 are shown, respectively, the time domain behaviors of

the PV and BESS as well as the obtained control laws for the tie-line
active power flow, CHP and MT active power outputs.
As a result of the PV trip at t = 12:00 a rapid rising of the tie-line

active power flow occurred with a consequent increase in the MG
operating costs. In an effort to minimize them, the proposed method-
ology suddenly reacted by regulating the active power injections of CHP
and MT. More specifically, it can be seen that in the time period between
12:00 to 13:00 both CHP and MT have been called to increase their
active power outputs depending on their own contribution to the
objective function. Taking advantage of the lower intraday electricity
market prices, the controller forces the MG to purchase all the energy
required to satisfy the internal load demand from the main grid, keeping
the active power injections of the CHP and MT at zero. Because of the
BESS outage at t = 16:00, the controller promptly reacted sharing the
resulted active power imbalance among the CHP and MT so as not to
involve the main grid in the regulation service. Therefore, the tie-line
active power flow is kept around to zero as shown in Fig. 15. The un-
expected MT failure at t = 22:00 resulted in an active power imbalance

that the controller promptly detected. To prevent paying excessive pri-
ces for grid energy, the controller forced the CHP to raise active power
output to balance the overall internal load demand.
In order to investigate on the advantages brought by the proposed

online control methodology, another simulation test was performed
under the same operating conditions by assuming that the MG is
managed on the basis of the day-ahead economic dispatch. The resulting
tie-line active power flow has been shown in Fig. 17.
As can be seen, in this case due to the absence of the control action,

all power imbalances that occur within the MG following the unavail-
ability of one or more energy resources are promptly compensated by
the main grid. As result the MG moved into a suboptimal operating
condition.
Based on the results obtained with and without controller, an eco-

nomic analysis was performed. The main results are summarized in
Table 6.
As can be noted, in this scenario thanks to the ability of the proposed

controller to suddenly react to the unavailability of one or more energy
resources it was possible to adjust in the continuous time domain the
active power outputs of all DGs involved in the regulation service. As

Fig. 13. Time domain behavior of the CHP and MT active power outputs.

Table 4
MG’s costs with and without the controller.

MG Costs [€/DAY] Real-time operation

Without online
controller

With online
controller

Costs of purchasing energy from
the grid

33.30 13.89

Costs of generation from CHP 112.46 123.62
Costs of generation from MT 32.82 32.38
Total MG costs 178.58 169.58

Table 5
Time list of failure events.

Operating scenarios Time [hours]

PV generation trip 12:00
BESS outage 16:00
MT failure 22:00

Fig. 14. Time domain behavior of PV and BESS active power outputs when a
failure occurs.

Fig. 15. Time domain behavior of the tie-line active power.
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consequence the total MG operating costs are minimized from the value
of 205.40 €/day in the non-optimized condition to the value of 184.58
€/day, resulting in an improvement of 10 %.

4. Conclusions

In this paper, a cooperative control methodology has been developed
for the online energy management of the grid-connected MGs. The basic
idea is to find the best compromise between the amount of energy
produced internally by the MG and that exchanged with the upstream

network so as to balance the internal load at the lowest operating costs.
To comply with this requirement, a constrained dynamic multi-objective
optimization problem has been formulated, considering three conflict-
ing objective functions. An optimization algorithm based on the Lya-
punov theorem embedding the sensitivity theory has been employed to
find the optimal solution that simultaneously satisfies all these objec-
tives at any instant of time.
In order to investigate on the performance of the proposed control

methodology under different operating conditions, two computer sim-
ulations were carried out on the PrInCE Lab experimental MG. The ob-
tained results demonstrated that the proposed controller regulates the
sharing of active power load demand among MG’s DGs and the main
grid, based on their individual contribution to the objective function.
Due to this feature, the proposed controller is able to avoid the gener-
ation of excessive active power from internal DGs and the absorption of
unnecessary power from the main grid. Simulations also demonstrated
the controller’s ability to cope with the unavailability of one or more
energy sources to provide the required amount of active power. In fact,
in this case, the controller was able to automatically share the control
burden previously assigned to the tripped sources among all the
remaining DGs, moving the MG in a suboptimal operating condition.
Furthermore, the economic analysis revealed that the proposed meth-
odology results in savings of approximately 5 % compared to the non-
optimized condition. These economic benefits become even more
evident when an unexpected failure of one or more components within
the MG occurs. In fact, in this case the proposed controller saves about
10 % compared to the scenario where no control action was applied to
the MG.
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