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#### Abstract

In this paper, we study a variational problem with nonconstant gradient constraints. Several aspects related to problems with gradient constraints have been studied in the literature and have seen new developments in recent years. In the case of constant gradient constraint, the problem is the well-known elastic-plastic torsion problem. A relevant issue in this type of problem is the existence of Lagrange multipliers. Here, we consider the equivalent Lagrange multiplier formulation of a nonconstant gradient-constrained problem, and we investigate the class of solutions having a radial symmetry. We rewrite the problem in the radial symmetry case, and we analyse the different situations that may arise. In particular, in the planar case, we derive a condition characterizing the free boundary and obtain the explicit radial solution to the problem and the $L^{p}$ Lagrange multiplier. Some examples support the results.
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## 1. Introduction

In this paper, we deal with a nonconstant gradient-constrained problem and the Lagrange multipliers associated with the problem.

In particular, we aim at studying the existence of radial solutions to its equivalent Lagrange multiplier formulation and investigating the free boundary.

The gradient-constrained problem is a classical problem that was subject to intense study a few decades ago. In its variational form, associated with the Laplacian, it reads

Find $u \in K=\left\{v \in H_{0}^{1,2}(\Omega):|D v|^{2}=\sum_{i=1}^{n}\left(\frac{\partial v}{\partial x_{i}}\right)^{2} \leq G(x)\right.$, a.e. in $\left.\Omega\right\}$ such that:

$$
\begin{equation*}
\int_{\Omega} \sum_{i=1}^{n} \frac{\partial u}{\partial x_{i}}\left(\frac{\partial v}{\partial x_{i}}-\frac{\partial u}{\partial x_{i}}\right) d x \geq \int_{\Omega} F(v-u) d x \quad \forall v \in K, \tag{1}
\end{equation*}
$$

where $\Omega \subset \mathbb{R}^{n}$ is an open bounded convex set with Lipschitz boundary $\partial \Omega, F \in L^{p}(\Omega)$, $p>1$ (see [1,2] and references therein for several applications related to the problem).

An existence and uniqueness result in $W_{l o c}^{2, p}(\Omega) \cap W_{0}^{1, \infty}(\Omega)$, with $1<p<\infty$, for general linear elliptic equations with a nonconstant gradient constraint $G(x) \in C^{2}(\bar{\Omega})$ is proved in [3]. Regularity results for the solutions to the same problem are contained in [4-7].

A possible tool for studying this problem under a suitable condition for the constraint $G$ is to rewrite the problem as a bi-obstacle problem, where the obstacles solve a HamiltonJacobi equation in the viscosity sense.

Following this method, in [8], the author studies a nonconstant gradient-constrained problem formulated by means of the variational inequality:

$$
\begin{gather*}
\text { Find } u \in K=\left\{v \in H_{0}^{1,2}(\Omega):|D v|^{2}=\sum_{i=1}^{n}\left(\frac{\partial v}{\partial x_{i}}\right)^{2} \leq G(x) \text {, a.e. in } \Omega\right\} \text { such that: } \\
\int_{\Omega} \mathcal{L} u(v-u) d x \geq \int_{\Omega} F(v-u) d x, \quad \forall v \in K, \tag{2}
\end{gather*}
$$

where

$$
\mathcal{L} u=-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{j}}\left(a_{i j}(x) \frac{\partial u}{\partial x_{i}}\right)+\sum_{i=1}^{n} b_{i}(x) \frac{\partial u}{\partial x_{i}}+c u
$$

and $G(x) \in C^{2}(\bar{\Omega}), G(x)>0$. The author proves that the nonconstant gradient-constrained problem admits a Lagrange multiplier, which is a Radon measure if the free term of the equation $f \in L^{p}, p>1$, whereas, if $f$ is a positive constant and under a suitable condition for $G$, the Lagrange multipliers belong to $L^{2}$.

We refer to [9-12] for other studies on the Lagrange theory and its application to variational models in which the existence of a Lagrange multiplier, that is always a relevant issue in this type of problem, is investigated.

In [2], the author considers a stationary variational inequality associated with the Laplacian, with nonconstant gradient constraint $|D u| \leq G(x)$, and proves the existence of a Lagrange multiplier assuming that the bounded open not-necessarily-convex set $\Omega$ has a boundary $\partial \Omega \in C^{2}$. In particular, the author proves that if $F \in L^{\infty}(\Omega), G \in C^{2}(\Omega), G>0$, and $\Delta G^{2} \leq 0$, the problem

$$
\begin{cases}-\Delta u-\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\bar{\mu} \frac{\partial u}{\partial x_{i}}\right)=F & \text { a.e. in } \Omega  \tag{3}\\ u=0 & \text { on } \partial \Omega \\ |D u| \leq G & \text { a.e. in } \Omega \\ \bar{\mu} \geq 0 & \text { a.e. in } \Omega \\ \bar{\mu}(G-|D u|)=0 & \text { a.e. in } \Omega\end{cases}
$$

has a solution $(\mu, u) \in L^{q}(\Omega) \times W^{1, \infty}(\Omega)$, for any $q>1$.
Let us stress that, in the case of $G=1$, problem (1) is the well-known elastic-plastic torsion problem (see [13-16] and the references therein).

An interesting issue in the field of partial differential equations is the investigation of the class of solutions with symmetry. This study may provide some information on the problem under consideration, and it is also justified by the applications of symmetric solutions in problems that appear in mathematical physics.

The class of solutions with radial symmetry for the elastic-plastic torsion problem associated with the Laplacian, was studied in [17], where the author finds the formal explicit radial solution to the elastic-plastic problem in the case $F=$ const $>0$ and $n=2$.

This result is generalized in [18] to the case $F \in L^{p}(\Omega), p>2$.
In this paper, we investigate for $n=2$ the existence of radial solutions to (3), that is, the equivalent Lagrange multiplier formulation of the nonconstant gradient-constrained problem (2). In particular, we show, under a suitable condition, the existence of solutions $(\bar{\mu}, u) \in L^{p}(\Omega) \times W^{2, p}(\Omega)$ to (3) that are of the radial type, namely $\bar{\mu}(x)=\mu(|x|)=\mu(\rho)$, $u(x)=\varphi(|x|)=\varphi(\rho)$.

Moreover, by denoting

$$
E=\left\{\rho \in[0,1]:\left|\varphi^{\prime}(\rho)\right|<g(\rho)\right\}
$$

and

$$
P=\left\{\rho \in[0,1]:\left|\varphi^{\prime}(\rho)\right|=g(\rho)\right\}
$$

we determine a necessary and sufficient condition for the region $P$ to exist, and we characterize the free boundary.

Let us recall that in the case $g \equiv 1$, namely, when conditions (3) represent the elasticplastic torsion problem, the region $E$ is the elastic region and $P$ is the plastic region. Analo-
gously, in the case of nonconstant gradient constraints, we again denote the plastic region by $P$.

The paper is organized in the following way. In Section 2, we state the assumptions and the main results of the paper. In Section 3, we determine, under condition (5), the existence of two regions $E=[0, \bar{\rho}]$ and $P=[\bar{\rho}, 1]$, in which $|D u|<G(x)$ and $|D u|=$ $G(x)$, respectively. Moreover, we verify that the solution $u(x)$ of (3) belongs to $W^{2, p}(\Omega)$. Condition (5) is a necessary and sufficient condition for the region $P$ to exist. Indeed, in Section 4, we study the cases in which condition (5) is not satisfied and show that, in this situation, only the region E may exist. Moreover, in Section 5, we provide some examples in different situations, and the explicit solutions are determined. Finally, in Section 6, we highlight the relationship between the problem under consideration and the obstacle problem, and in Sections 7 and 8 we summarize our results and consider future work.

## 2. Statement of the Problem

Now, we assume that $\Omega$ is the ball of $\mathbb{R}^{n}, n \geq 2$, of radius 1 centred at the origin, $F \in L^{p}(\Omega), p>n$, and $G(x) \in C^{2}(\Omega), G>0$. Moreover, $F$ and $G$ are of radial type, namely $F(x)=f(|x|)=f(\rho)$ and $G(x)=g(|x|)=g(\rho)$, with $|x|=\rho, \rho \in[0,1]$.

Our aim is to investigate the existence of solutions $(\bar{\mu}, u) \in L^{p}(\Omega) \times W^{2, p}(\Omega)$ to (3) that are of radial type, namely $\bar{\mu}(x)=\mu(|x|)=\mu(\rho), u(x)=\varphi(|x|)=\varphi(\rho)$.

In these settings, since $u(x)=\varphi(\rho), \frac{\partial u}{\partial x_{i}}=\varphi^{\prime}(\rho) \frac{x_{i}}{\rho}, \Delta u=\varphi^{\prime \prime}+\frac{n-1}{\rho} \varphi^{\prime}(\rho),|D u|=\varphi^{\prime}(\rho)$, bearing in mind that $|D u| \leq G$, conditions (3) become

$$
\left\{\begin{array}{l}
\left|\varphi^{\prime}(\rho)\right| \leq g(\rho) \quad \text { a.e. in }[0,1] ;  \tag{4}\\
\mu(\rho) \geq 0 \text { a.e. in }[0,1] ; \\
\mu(\rho)\left(g(\rho)-\left|\varphi^{\prime}(\rho)\right|\right)=0 \quad \text { a.e. in }[0,1] ; \\
-\varphi^{\prime \prime}(\rho)-\frac{n-1}{\rho} \varphi^{\prime}(\rho)-\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\mu \frac{\partial u}{\partial x_{i}}\right)=f(\rho) \text { a.e. in }[0,1] .
\end{array}\right.
$$

Now, we are able to obtain our main results that hold for $n=2$.
We suppose that there exists $\bar{\rho} \in(0,1)$ such that

$$
\begin{equation*}
\int_{0}^{\bar{\rho}} \rho f(\rho) d \rho=\bar{\rho} g(\bar{\rho}) . \tag{5}
\end{equation*}
$$

We show that condition (5) is a necessary and sufficient condition for the plastic region $P$ to exist, and we characterize the free boundary.

For this purpose, we also assume that:

$$
\left\{\begin{array}{l}
\rho f(\rho) \geq 0 \text { is a nondecreasing function in }[0,1] ;  \tag{6}\\
g(\rho) \text { is a nonincreasing function in }[0,1] ; \\
\rho g(\rho) g^{\prime}(\rho) \leq 0 \text { is a nonincreasing function in }[0,1]
\end{array}\right.
$$

Let us emphasize that the condition " $\rho g(\rho) g^{\prime}(\rho)$ is a nonincreasing function" ensures the extra assumption on $G, \Delta G^{2} \leq 0$, required for the existence of a Lagrange multiplier in $L^{q}(\Omega)$ (see [2]).

The main results of the paper are formulated in the following theorems.
Theorem 1. Let $\Omega$ be the ball of $\mathbb{R}^{2}$ of radius 1 centred at the origin. Under conditions (5) and (6), the region

$$
E=\left\{\rho \in[0,1]:\left|\varphi^{\prime}(\rho)\right|<g(\rho)\right\}=[0, \bar{\rho}]
$$

and the region

$$
P=\left\{\rho \in[0,1]:\left|\varphi^{\prime}(\rho)\right|=g(\rho)\right\}=[\bar{\rho}, 1] .
$$

Moreover, the solution $\varphi$ to (4) is

$$
\varphi(\rho)= \begin{cases}\int_{\rho}^{\bar{\rho}} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t+\int_{\bar{\rho}}^{1} g(t) d t & \rho \in[0, \bar{\rho}] \\ \int_{\rho}^{1} g(t) d t & \rho \in(\bar{\rho}, 1]\end{cases}
$$

and it results in $u(x)=\varphi(|x|) \in W^{2, p}(\Omega)$.
Finally,

$$
\mu(\rho)= \begin{cases}0 & \rho \in[0, \bar{\rho}] \\ \frac{1}{\rho g(\rho)} \int_{0}^{\rho} \sigma f(\sigma) d \sigma-1 & \rho \in[\bar{\rho}, 1]\end{cases}
$$

and $\mu(\rho) \in L^{p}(0,1)$.
Moreover, we are able to prove that if condition (5) is not satisfied, namely, $\forall \rho \in(0,1)$

$$
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma<g(\rho) \quad \text { or } \quad \frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma>g(\rho)
$$

the region $P$ does not exist.
Due to the gradient constraints $\left|\varphi^{\prime}(\rho)\right|<g(\rho)$, the case

$$
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma>g(\rho) \quad \forall \rho \in(0,1)
$$

is not admissible in our framework, since it implies

$$
\varphi^{\prime}(\rho)<-g(\rho) \quad \forall \rho \in(0,1)
$$

Then, we may state the following theorem.
Theorem 2. Under conditions (6), if

$$
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma<g(\rho) \quad \forall \rho \in(0,1)
$$

then

$$
\left|\varphi^{\prime}(\rho)\right|<g(\rho) \quad \forall \rho \in[0,1],
$$

namely,

$$
E=[0,1] .
$$

Moreover, the solution $\varphi$ to (4) is

$$
\varphi(\rho)=\int_{\rho}^{1} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t \quad \forall \rho \in[0,1]
$$

This results in $u(x)=\varphi(|x|) \in W^{2, p}(\Omega)$.

## 3. Investigation of the Free Boundary

This section contains the proof of Theorem 1.
In particular, first, for $n=2$ we investigate, under condition (5), the existence of two regions $E=[0, \bar{\rho}]$ and $P=[\bar{\rho}, 1]$, in which $\left|\varphi^{\prime}(\rho)\right|<g(\rho), \mu(\rho)=0$ and $\left|\varphi^{\prime}(\rho)\right|=g(\rho)$, $\mu(\rho)>0$, respectively.

Then, in $[\bar{\rho}, 1]$, we should have $\varphi(\rho)=\int_{0}^{\rho} g(t) d t+c$ or $\varphi(\rho)=-\int_{0}^{\rho} g(t) d t+c$. Since we are searching for solutions $\varphi(\rho) \geq 0$ in $[0,1]$ (indeed, when $f=$ const. $>0, \varphi(\rho)$ is non-negative) and taking into account the fact that $\varphi(1)=0$, it follows that

$$
\begin{equation*}
\varphi(\rho)=\int_{\rho}^{1} g(t) d t \geq 0 \text { in }[\bar{\rho}, 1] . \tag{7}
\end{equation*}
$$

Furthermore, since we are searching for $\varphi(\rho)$ such that $\varphi^{\prime}(\rho)$ is continuous, this results in

$$
\begin{equation*}
\varphi^{\prime}(\bar{\rho})=-g(\bar{\rho}) \tag{8}
\end{equation*}
$$

In $[0, \bar{\rho}] \mu(\rho)=0$, then, from (4), we obtain

$$
-\varphi^{\prime \prime}(\rho)-\frac{n-1}{\rho} \varphi^{\prime}(\rho)=f(\rho),
$$

that is, for $n=2$,

$$
\begin{gathered}
-\varphi^{\prime \prime}(\rho)-\frac{\varphi^{\prime}(\rho)}{\rho}=f(\rho) \\
D\left(\rho \varphi^{\prime}(\rho)\right)=-\rho f(\rho)
\end{gathered}
$$

and by integration between $\rho$ and $\bar{\rho}$, requiring (8), we obtain

$$
\begin{equation*}
\rho \varphi^{\prime}(\rho)=\int_{\rho}^{\bar{\rho}} \sigma f(\sigma) d \sigma-\bar{\rho} g(\bar{\rho}) \quad \forall \rho \in[0, \bar{\rho}] . \tag{9}
\end{equation*}
$$

If $\rho=0$ we regain condition (5), whereas for $\rho \in(0, \bar{\rho}]$

$$
\begin{equation*}
\varphi^{\prime}(\rho)=\frac{1}{\rho} \int_{\rho}^{\bar{\rho}} \sigma f(\sigma) d \sigma-\frac{\bar{\rho}}{\rho} g(\bar{\rho}) \quad \forall \rho \in(0, \bar{\rho}] . \tag{10}
\end{equation*}
$$

By virtue of (5), we have:

$$
\begin{gather*}
\varphi^{\prime}(\rho)=\frac{\int_{\rho}^{\bar{\rho}} \sigma f(\sigma) d \sigma-\bar{\rho} g(\bar{\rho})}{\rho}  \tag{11}\\
=\frac{\int_{0}^{\bar{\rho}} \sigma f(\sigma) d \sigma-\int_{0}^{\rho} \sigma f(\sigma) d \sigma-\bar{\rho} g(\bar{\rho})}{\rho}=-\frac{\int_{0}^{\rho} \sigma f(\sigma) d \sigma}{\rho}
\end{gather*}
$$

Let us remark that, from the assumption $F(x) \in L^{p}(\Omega), p>2$, it follows that

$$
\begin{equation*}
\lim _{\rho \rightarrow 0^{+}} \rho f(\rho)=0 \tag{12}
\end{equation*}
$$

Then, $\varphi^{\prime}(\rho)$ is continuous in $(0, \bar{\rho}], \varphi^{\prime}(\rho) \leq 0$ in $(0, \bar{\rho}]$. Moreover, if we check the behaviour for $\rho=0$, we have

$$
\begin{gather*}
\lim _{\rho \rightarrow 0^{+}} \varphi^{\prime}(\rho)=\lim _{\rho \rightarrow 0^{+}}-\frac{\int_{0}^{\rho} \sigma f(\sigma) d \sigma}{\rho}=  \tag{13}\\
=\lim _{\rho \rightarrow 0^{+}} \rho f(\rho)=0
\end{gather*}
$$

and $\varphi^{\prime}(\rho)$ is continuous in $[0, \bar{\rho}]$, assuming that $\varphi^{\prime}(0)=0$.
We must verify that

$$
\begin{equation*}
\varphi^{\prime}(\rho)=-\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma \geq-g(\rho) \quad \forall \rho \in(0, \bar{\rho}] \tag{14}
\end{equation*}
$$

namely,

$$
\begin{equation*}
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma \leq g(\rho) \quad \forall \rho \in(0, \bar{\rho}] . \tag{15}
\end{equation*}
$$

The assumption (6) implies that the function $\frac{1}{\bar{\rho}} \int_{0}^{\rho} \sigma f(\sigma) d \sigma$ is also a nondecreasing function in $(0, \bar{\rho}]$. Indeed, it results in

$$
D\left(\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma\right)=\frac{1}{\rho^{2}}\left(\rho^{2} f(\rho)-\int_{0}^{\rho} \sigma f(\sigma) d \sigma\right)
$$

and since $\rho f(\rho)$ is a nondecreasing function in $(0,1)$, we obtain

$$
\int_{0}^{\rho} \sigma f(\sigma) d \sigma \leq \int_{0}^{\rho} \rho f(\rho) d \sigma=\rho^{2} f(\rho)
$$

namely,

$$
D\left(\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma\right) \geq 0
$$

Then, by virtue of (5) and (6),

$$
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma \leq \frac{1}{\bar{\rho}} \int_{0}^{\bar{\rho}} \sigma f(\sigma) d \sigma=g(\bar{\rho}) \leq g(\rho) \quad \forall \rho \in(0, \bar{\rho}]
$$

and (15) is achieved.
Now, we may derive the explicit solution $\varphi(\rho)$ in $[0, \bar{\rho}]$.
From (11), we obtain $\forall \rho \in(0, \bar{\rho}]$

$$
\begin{equation*}
\varphi(\rho)=-\int_{0}^{\rho} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t+c \tag{16}
\end{equation*}
$$

By virtue of (7),

$$
\begin{equation*}
\varphi(\bar{\rho})=\int_{\bar{\rho}}^{1} g(t) d t=-\int_{0}^{\bar{\rho}} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t+c \tag{17}
\end{equation*}
$$

we have

$$
c=\int_{\bar{\rho}}^{1} g(t) d t-\int_{\bar{\rho}}^{0} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t
$$

and hence, in $(0, \bar{\rho}]$

$$
\begin{equation*}
\varphi(\rho)=\int_{\rho}^{\bar{\rho}} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t+\int_{\bar{\rho}}^{1} g(t) d t \tag{18}
\end{equation*}
$$

Then, from (11) and (18) it follows that the solution $\varphi(\rho) \geq 0$ in $(0, \bar{\rho}]$ is nonincreasing in $(0, \bar{\rho}]$. It remains to study the behaviour of $\varphi$ at $\rho=0$.

We have already verified that $\varphi^{\prime}(\rho)=-\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma$ is continuous. Hence, we obtain

$$
\lim _{\rho \rightarrow 0^{+}} \int_{\rho}^{\bar{\rho}} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t=\int_{0}^{\bar{\rho}} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t<+\infty
$$

and $\varphi(\rho)$ is continuous in $[0, \bar{\rho}]$.
Finally,

$$
\varphi^{\prime \prime}(\rho)=\frac{1}{\rho^{2}} \int_{0}^{\rho} \sigma f(\sigma) d \sigma-f(\rho) \quad \text { a.e in }[0, \bar{\rho}] .
$$

Let us observe that by virtue of (6),

$$
\varphi^{\prime \prime}(\rho)=\frac{1}{\rho^{2}} \int_{0}^{\rho} \sigma f(\sigma) d \sigma-f(\rho) \leq \frac{1}{\rho^{2}} \int_{0}^{\rho} \rho f(\rho) d \sigma-f(\rho)=0 \quad \text { a.e in }[0, \bar{\rho}] \text {. }
$$

In the same way as in [18], it is possible to verify that $u(x)=\varphi(|x|) \in W^{2, p}(\Omega)$. It can also be noted that this method is applicable to the study of evolutionary equations (see [19]).

Let us now investigate the region $P=[\bar{\rho}, 1]$. We have already found the explicit solution in $[\bar{\rho}, 1]$, namely $\varphi(\rho)=\int_{\rho}^{1} g(t) d t$.

In the interval $[\bar{\rho}, 1]$, since $\varphi^{\prime}(\rho)=-g(\rho), \varphi^{\prime \prime}(\rho)=-g^{\prime}(\rho), \frac{\partial u}{\partial x_{i}}=\varphi^{\prime}(\rho) \frac{x_{i}}{\rho}$, we obtain

$$
g^{\prime}(\rho)+\frac{n-1}{\rho} g(\rho)+\frac{1}{\rho^{n-1}} D\left(\rho^{n-1} \mu(\rho) g(\rho)\right)=f(\rho) \text { a.e. in }[\bar{\rho}, 1]
$$

If we assume $n=2$, we obtain

$$
g^{\prime}(\rho)+\frac{1}{\rho} g(\rho)+\frac{1}{\rho} D(\rho \mu(\rho) g(\rho))=f(\rho) \quad \text { a.e. in }[\bar{\rho}, 1]
$$

and

$$
D(\rho g(\rho)+\rho \mu(\rho) g(\rho))=\rho f(\rho) \quad \text { a.e. in }[\bar{\rho}, 1] .
$$

By integration, since $\mu(\bar{\rho})=0$, we obtain

$$
\mu(\rho)=\frac{1}{\rho g(\rho)} \int_{0}^{\rho} \sigma f(\sigma) d \sigma-1 \quad \text { a.e. in }[\bar{\rho}, 1] .
$$

We must verify that $\mu(\rho) \geq 0$, namely,

$$
\begin{equation*}
\frac{1}{\rho g(\rho)} \int_{0}^{\rho} \sigma f(\sigma) d \sigma \geq 1 \tag{19}
\end{equation*}
$$

Repeating the same arguments as above, we may prove that the function $\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma$ is nondecreasing in $[\bar{\rho}, 1]$. Then, by virtue of (5) and (6), it results in

$$
\frac{1}{g(\rho)}\left(\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma\right) \geq \frac{1}{g(\rho)}\left(\frac{1}{\bar{\rho}} \int_{0}^{\bar{\rho}} \sigma f(\sigma) d \sigma\right)=\frac{g(\bar{\rho})}{g(\rho)} \geq 1 \quad \forall \rho \in[\bar{\rho}, 1]
$$

that is, the desired condition (19).
It is easily seen that $\mu(\rho) \in L^{p}([0,1])$.
In order to complete the investigation of the free boundary, let us check whether it could happen that the region $P=[0, \bar{\rho}]$ and the region $E=[\bar{\rho}, 1]$. In this case, from (4), it follows that

$$
g^{\prime}(\rho)+\frac{n-1}{\rho} g(\rho)+\frac{1}{\rho^{n-1}} D\left(\rho^{n-1} \mu(\rho) g(\rho)\right)=f(\rho) \quad \text { a.e. in }(0, \bar{\rho}]
$$

If we assume $n=2$, we obtain

$$
g^{\prime}(\rho)+\frac{1}{\rho} g(\rho)+\frac{1}{\rho} D(\rho \mu(\rho) g(\rho))=f(\rho) \quad \text { a.e. in }(0, \bar{\rho}]
$$

and

$$
\begin{equation*}
D(\rho g(\rho)+\rho \mu(\rho) g(\rho))=\rho f(\rho) \quad \text { a.e. in }(0, \bar{\rho}] . \tag{20}
\end{equation*}
$$

Integrating (20) in $[\rho, \bar{\rho}], \rho \in[0, \bar{\rho}]$, and assuming $\mu(\bar{\rho})=0$, since $\mu(\rho)=0$ in $[\bar{\rho}, 1]$, we have

$$
\begin{gather*}
\mu(\rho)=\frac{1}{\rho g(\rho)}\left[\bar{\rho} g(\bar{\rho})-\int_{\rho}^{\bar{\rho}} \sigma f(\sigma) d \sigma\right]-1= \\
=\frac{1}{\rho g(\rho)}\left[\int_{0}^{\bar{\rho}} \sigma f(\sigma) d \sigma-\int_{\rho}^{\bar{\rho}} \sigma f(\sigma) d \sigma\right]-1=  \tag{21}\\
=\frac{1}{\rho g(\rho)} \int_{0}^{\rho} \sigma f(\sigma) d \sigma-1
\end{gather*}
$$

Since the function $\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma$ is nondecreasing in $(0, \bar{\rho}]$ and by virtue of (5) and (6), this results in

$$
\frac{1}{g(\rho)}\left(\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma\right) \leq \frac{1}{g(\rho)}\left(\frac{1}{\bar{\rho}} \int_{0}^{\bar{\rho}} \sigma f(\sigma) d \sigma\right)=\frac{g(\bar{\rho})}{g(\rho)} \leq 1 \quad \forall \rho \in(0, \bar{\rho}],
$$

namely,

$$
\mu(\rho) \leq 0 \quad \forall \rho \in(0, \bar{\rho}] .
$$

In conclusion, if we assume (5), the case $P=[0, \bar{\rho}]$ and $E=[\bar{\rho}, 1]$ cannot happen.

## 4. Proof of Theorem 2

In this section we investigate, for $n=2$, what happens if Equation (5) does not admit any solution $\bar{\rho} \in(0,1]$, namely $\forall \rho \in(0,1]$

$$
\begin{equation*}
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma<g(\rho) \quad \text { or } \quad \frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma>g(\rho) \tag{22}
\end{equation*}
$$

Let us stress that due to the gradient constraints $\left|\varphi^{\prime}(\rho)\right|<g(\rho)$, the case

$$
\begin{equation*}
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma>g(\rho) \quad \forall \rho \in(0,1] \tag{23}
\end{equation*}
$$

is not admissible in our framework, since it implies

$$
\begin{equation*}
\varphi^{\prime}(\rho)<-g(\rho) \quad \forall \rho \in[0,1] . \tag{24}
\end{equation*}
$$

From now on, we suppose that

$$
\begin{equation*}
\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma<g(\rho) \quad \forall \rho \in(0,1] \tag{25}
\end{equation*}
$$

As a consequence of the investigation of the free boundary in Section 3, in this case we obtain the result that the region $P$ does not exist.

In the same way as in [18], we obtain that

$$
\begin{equation*}
\varphi^{\prime}(\rho)=\frac{1}{\rho} \int_{\rho}^{1} \sigma f(\sigma) d \sigma+\frac{\varphi^{\prime}(1)}{\rho} \quad \forall \rho \in(0,1] . \tag{26}
\end{equation*}
$$

Assuming

$$
\begin{equation*}
\lim _{\rho \rightarrow 0^{+}} \int_{\rho}^{1} \sigma f(\sigma) d \sigma=\int_{0}^{1} \sigma f(\sigma) d \sigma=-\varphi^{\prime}(1) \tag{27}
\end{equation*}
$$

$\varphi^{\prime}(\rho) \in L^{p}([0,1])$.
Indeed, by virtue of (27), we have

$$
\begin{aligned}
\lim _{\rho \rightarrow 0^{+}} \varphi^{\prime}(\rho)= & \lim _{\rho \rightarrow 0^{+}} \frac{\int_{0}^{1} \sigma f(\sigma) d \sigma-\int_{0}^{\rho} \sigma f(\sigma) d \sigma+\varphi^{\prime}(1)}{\rho} \\
& =\lim _{\rho \rightarrow 0^{+}} \frac{-\int_{0}^{\rho} \sigma f(\sigma) d \sigma}{\rho}=0
\end{aligned}
$$

Then,

$$
\begin{equation*}
\varphi^{\prime}(\rho)=-\frac{1}{\rho} \int_{0}^{\rho} \sigma f(\sigma) d \sigma \quad \forall \rho \in(0,1] \tag{28}
\end{equation*}
$$

is continuous in $[0,1]$, assuming $\varphi^{\prime}(0)=0$. Moreover,

$$
\left|\varphi^{\prime}(\rho)\right|<g(\rho) \quad \forall \rho \in[0,1]
$$

that is, $E=[0,1]$.
It follows, since $\varphi(1)=0$, that

$$
\begin{equation*}
\varphi(\rho)=\int_{\rho}^{1} \frac{1}{t} \int_{0}^{t} \sigma f(\sigma) d \sigma d t \tag{29}
\end{equation*}
$$

## 5. Examples

Example 1. Let us consider a first example, namely, $f=$ const $=k>0$ and $g(\rho)=e^{-\frac{\rho}{2}}$.
Obviously, condition (6) is verified.
If we consider a first case, $f=k>2 e^{-\frac{1}{2}}$, the region $P$ exists, since Equation (5)

$$
\int_{0}^{\rho} k \sigma d \sigma=\rho g(\rho)
$$

namely,

$$
\frac{k}{2} \rho=e^{-\frac{\rho}{2}}
$$

admits a solution $\bar{\rho} \in(0,1)$.
Then, by (18), we obtain the continuous function

$$
\varphi(\rho)= \begin{cases}\int_{\rho}^{\bar{\rho}} \frac{1}{t} \int_{0}^{t} k \sigma d \sigma d t+\int_{\bar{\rho}}^{1} e^{-\frac{t}{2}} d t=\frac{k}{4}\left(\bar{\rho}^{2}-\rho^{2}\right)+2\left(e^{-\frac{\bar{\rho}}{2}}-e^{-\frac{1}{2}}\right) & \text { in } E=[0, \bar{\rho}) \\ \int_{\rho}^{1} e^{-\frac{t}{2}} d t=2\left(e^{-\frac{\rho}{2}}-e^{-\frac{1}{2}}\right) & \text { in } P=[\bar{\rho}, 1]\end{cases}
$$

It is easily seen that $u, D u \in L^{p}(\Omega)$ and

$$
\begin{aligned}
\int_{\Omega}\left|D^{2} u\right|^{p} d x & =\int_{0}^{1}\left|\sum_{i, j=1}^{2} \varphi^{\prime \prime}(\rho) \frac{x_{i} x_{j}}{\rho^{2}}+\sum_{i, j=1}^{2} \varphi^{\prime}(\rho) \frac{\delta_{i j} \rho^{2}-x_{i} x_{j}}{\rho^{3}}\right|^{p} \rho d \rho \\
& \leq c(p)\left[\int_{0}^{\bar{\rho}} k^{p} \rho d \rho+\int_{\bar{\rho}}^{1} \rho^{1-p} d \rho\right]<\infty .
\end{aligned}
$$

Finally, the Lagrange multiplier $\mu(\rho)$ exists and belongs to $L^{p}([0,1])$ :

$$
\mu(\rho)= \begin{cases}\frac{1}{\rho e^{-\frac{\rho}{2}}} \int_{0}^{\rho} k \sigma d \sigma-1=\frac{k}{2} \rho e^{\frac{\rho}{2}}-1 \geq 0 & \text { in } P=[\bar{\rho}, 1] \\ 0 & \text { in } E=[0, \bar{\rho})\end{cases}
$$

If we consider the other case, $f=$ const $=k, 0<k \leq 2 e^{-\frac{1}{2}}$, the region $P$ does not exist, since $\bar{\rho} \geq 1$ is the solution to Equation (5).

Then, $E=[0,1]$. In fact, from (28) we obtain

$$
\varphi^{\prime}(\rho)=-\frac{k}{2} \rho \quad \forall \rho \in[0,1]
$$

then

$$
-e^{-\frac{\rho}{2}} \leq \varphi^{\prime}(\rho) \leq e^{-\frac{\rho}{2}} \quad \forall \rho \in[0,1]
$$

and (27) is verified.
Then, from (29), we obtain the continuous function

$$
\begin{equation*}
\varphi(\rho)=\frac{k}{4}\left(1-\rho^{2}\right) . \tag{30}
\end{equation*}
$$

Here, $\varphi(\rho)$ as in (30) and $\mu=0$ verify conditions (4) in $[0,1]$.
Moreover, $u \in W^{2, p}(\Omega)$. In fact, it is easily seen that $u, D u \in L^{p}(\Omega)$ and

$$
\begin{gathered}
\int_{\Omega}\left|D^{2} u\right|^{p} d x=\int_{0}^{1}\left|\sum_{i, j=1}^{2} \varphi^{\prime \prime}(\rho) \frac{x_{i} x_{j}}{\rho^{2}}+\sum_{i, j=1}^{2} \varphi^{\prime}(\rho) \frac{\delta_{i j} \rho^{2}-x_{i} x_{j}}{\rho^{3}}\right|^{p} \rho d \rho \\
\leq c \int_{0}^{1} \rho d \rho<\infty
\end{gathered}
$$

Example 2. Let us now consider problem (4) with $f(\rho)=\frac{k}{\rho^{\alpha}}, 0<\alpha<1$.
The condition $\alpha<1$ ensures that $F(x) \in L^{p}(\Omega), 2=n<p<\frac{2}{\alpha}$. Moreover, condition (6) is verified.

If we consider the case $k>\frac{2-\alpha}{e^{\frac{1}{2}}}$, the region $P$ exists, since Equation (5)

$$
\int_{0}^{\rho} \sigma \frac{k}{\sigma^{\alpha}} d \sigma=\int_{0}^{\rho} k \sigma^{1-\alpha} d \sigma=\rho g(\rho),
$$

namely,

$$
\frac{k}{2-\alpha} \rho^{1-\alpha}=e^{-\frac{\rho}{2}},
$$

admits a solution $\bar{\rho} \in(0,1)$.
Then, from (18), we obtain the continuous function

$$
\varphi(\rho)= \begin{cases}\frac{k}{(2-\alpha)^{2}}\left(\bar{\rho}^{2-\alpha}-\rho^{2-\alpha}\right)+2\left(e^{-\frac{\bar{\rho}}{2}}-e^{-\frac{1}{2}}\right) & \text { in } E=[0, \bar{\rho}) \\ 2\left(e^{-\frac{\rho}{2}}-e^{-\frac{1}{2}}\right) & \text { in } P=[\bar{\rho}, 1] .\end{cases}
$$

It is easily seen that $u, D u \in L^{p}(\Omega)$ and

$$
\begin{gathered}
\int_{\Omega}\left|D^{2} u\right|^{p} d x=\int_{0}^{1}\left|\sum_{i, j=1}^{2} \varphi^{\prime \prime}(\rho) \frac{x_{i} x_{j}}{\rho^{2}}+\sum_{i, j=1}^{2} \varphi^{\prime}(\rho) \frac{\delta_{i j} \rho^{2}-x_{i} x_{j}}{\rho^{3}}\right|^{p} \rho d \rho \\
\leq c \int_{0}^{\bar{\rho}} \rho^{1-\alpha p} d \rho<\infty
\end{gathered}
$$

Moreover, the Lagrange multiplier $\mu(\rho)$ exists and belongs to $L^{p}([0,1])$ :

$$
\mu(\rho)= \begin{cases}\frac{1}{\rho e^{-\frac{\rho}{2}}} \int_{0}^{\rho} k \sigma^{1-\alpha} d \sigma-1=\frac{k}{2-\alpha} \frac{\rho^{1-\alpha}}{e^{-\frac{\rho}{2}}}-1 \geq 0 & \text { in } P=(\bar{\rho}, 1] \\ 0 & \text { in } E=[0, \bar{\rho}]\end{cases}
$$

Finally, if we consider the other case $0<k \leq \frac{2-\alpha}{e^{\frac{1}{2}}}$, the region $P$ does not exist, since the hypotheses of the zero theorem are not satisfied in $[0,1]$ and $\bar{\rho} \geq 1$ is the solution to (5).

Then, $E=[0,1]$. In fact, from (28), we obtain

$$
\varphi^{\prime}(\rho)=-\frac{k}{2-\alpha} \rho^{1-\alpha} \quad \forall \rho \in[0,1],
$$

then

$$
-e^{-\frac{\rho}{2}} \leq \varphi^{\prime}(\rho) \leq e^{-\frac{\rho}{2}} \quad \forall \rho \in[0,1]
$$

and (27) is verified.
Then, from (29), we obtain the continuous function

$$
\begin{equation*}
\varphi(\rho)=\frac{k}{(2-\alpha)^{2}}\left(1-\rho^{2-\alpha}\right) \quad \forall \rho \in[0,1] . \tag{31}
\end{equation*}
$$

Here, $\varphi(\rho)$ as in (31) and $\mu=0$ verify conditions (4) in $[0,1]$.
Moreover, $u \in W^{2, p}(\Omega)$. In fact, it is easily seen that $u, D u \in L^{p}(\Omega)$ and

$$
\begin{gathered}
\int_{\Omega}\left|D^{2} u\right|^{p} d x=\int_{0}^{1}\left|\sum_{i, j=1}^{2} \varphi^{\prime \prime}(\rho) \frac{x_{i} x_{j}}{\rho^{2}}+\sum_{i, j=1}^{2} \varphi^{\prime}(\rho) \frac{\delta_{i j} \rho^{2}-x_{i} x_{j}}{\rho^{3}}\right|^{p} \rho d \rho \\
\leq c \int_{0}^{1} \rho^{1-\alpha p} d \rho<\infty
\end{gathered}
$$

since $p<\frac{1}{\alpha}$.

## 6. Relationship with the Obstacle Problem

In this section, we highlight the relationship between the radial solutions to the nonconstant gradient-constrained problem under consideration and to the obstacle problem.

In the case $F=$ const $>0$ in [8], the author proves, under the extra condition

$$
\begin{equation*}
-\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j} \frac{\partial G}{\partial x_{j}}\right) \geq 0 \quad \text { in } \Omega, \tag{32}
\end{equation*}
$$

the equivalence between the problem
Find $u \in K=\left\{v \in H_{0}^{1,2}(\Omega):|D v|^{2}=\sum_{i=1}^{n}\left(\frac{\partial v}{\partial x_{i}}\right)^{2} \leq G(x)\right.$, a.e. in $\left.\Omega\right\}$ such that:

$$
\int_{\Omega} \mathcal{L} u(v-u) d x \geq \int_{\Omega} F(v-u) d x, \quad \forall v \in K
$$

and the obstacle problem
Find $u \in K_{W}=\left\{v \in H_{0}^{1,2}(\Omega):|v(x)| \leq W(x)\right.$ a.e. in $\left.\Omega\right\}$ such that:

$$
\begin{equation*}
\int_{\Omega} \mathcal{L} u(v-u) d x \geq \int_{\Omega} f(v-u) d x, \quad \forall v \in K_{W} \tag{33}
\end{equation*}
$$

According to the definition by P.L. Lions in [20], the obstacle $W \in H^{1, \infty}(\Omega)$ is the viscosity solution to the Hamilton-Jacobi equation

$$
\left\{\begin{array}{cc}
|D W|=\sqrt{G(x)} & \text { a.e. in } \Omega  \tag{34}\\
W=0 & \text { on } \partial \Omega
\end{array}\right.
$$

defined by

$$
\begin{equation*}
W(x)=\inf f_{x_{0} \in \partial \Omega} L\left(x, x_{0}\right) \tag{35}
\end{equation*}
$$

with

$$
\begin{gather*}
L\left(x, x_{0}\right)=\inf \left\{\int_{0}^{T_{0}} \sqrt{G(\xi(s))} d s: \xi:\left[0, T_{0}\right] \rightarrow \bar{\Omega}\right.  \tag{36}\\
\left.\xi(0)=x, \xi\left(T_{0}\right)=x_{0},\left|\xi^{\prime}(s)\right| \leq 1 \text { a.e. in }\left[0, T_{0}\right]\right\} .
\end{gather*}
$$

In our settings, that is, the gradient constraint $|D u| \leq G(x)$, condition (6) implies that the extra condition on $G$ is verified, namely $\Delta G^{2} \leq 0$. Then, from Theorem 1 in [8], it follows that the solution $u$ to the gradient-constrained problem coincides with the solution to the obstacle problem, with the obstacle function

$$
W(x)=w(\rho)=\int_{\rho}^{1} g(t) d t .
$$

In the case $g=1$, that is, the elastic-plastic torsion problem, the obstacle is $w(\rho)=$ $1-\rho$, namely, the distance function.

Let us remark that in [8], the author provides an example that shows that the obstacle problem is not always equivalent to problem (2), even for $n=1$.

## 7. Discussion

In this paper, we studied a nonconstant gradient-constrained problem. In this context, several results have been obtained in the literature, concerning different aspects such as the existence and regularity of solutions, the relationship with the obstacle problem, the existence of Lagrange multipliers, and so on.

Moreover, in the framework of partial differential equations, an interesting research direction is the study of solutions with symmetry.

In this paper, we focused on the existence of solutions with radial symmetry to the Lagrange multiplier formulation of a nonconstant gradient-constrained problem.

We rewrote the Lagrange multiplier problem in the radial setting and analysed all the possible cases.

We investigated the free boundary and determined a necessary and sufficient condition that ensures the existence of an elastic region and a plastic region. If this condition is not satisfied, we verified that the plastic region does not exist.

The results were supported by some numerical examples. Finally, we provided some comments on the relationship with the obstacle problem in the radial setting.

## 8. Conclusions

In the literature, the nonconstant gradient-constrained problem has been deeply investigated and has seen some recent developments. As it concerns the interesting issue of the existence of radial solutions, only the elastic-plastic torsion problem in the planar case was investigated, i.e., when the gradient constraint is constant.

We studied the case of nonconstant gradient constraint and found the explicit Lagrange multiplier and the explicit solution in the possible cases, that may arise.

In the future, we would like to generalize the result of the existence of radial solutions to the problem under investigation in a ball of $R^{n}, n>2$. Moreover, we will investigate the class of solutions to the same problem with axial symmetry, as in [21].
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