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Measurement Errors and Decisional Criteria to
Detect Subjects Suspected Having

SARS-CoV by Thermography
Rosario Morello , Member, IEEE

Abstract—The COVID-19 pandemic was spread in the
world. Diffusion started in China at the end of 2019 and has
involved the whole planet by 2020. The world found itself
unprepared to face the pandemic. Preliminary detection of
subjects suspected of having Coronavirus was a peremp-
tory task to counter the spread of the virus. Authorities,
scientists, and clinicians were challenging to define mass
screening and diagnostic tools for early disease detection.
Thermography was a wide-spreading technique used in air-
port, railway station, and access points for mass detection
of potential subjects affected by COVID-19 or, in general,
by severe acute respiratory syndrome (SARS)-CoV. However,
thermography, like any sensing technique, is affected by
uncertainty contributions and measurement errors which are
cause of poorly reliable results. Consequently, false-positive
and false-negative cases may occur. This manuscript aims
to highlight the limitations of this technology by disclosing
the experimental studies carried out about the most common
errors due to the incorrect use of thermography. Quantitative
evaluation of the effects of such errors on measurement
results is here reported so to prove the topic relevance. Parameters definition and decisional criteria are here proposed
to increase the detection accuracy of subjects suspected having SARS-CoV infection. An approach based on uncertainty
evaluation is described to overcome the current limitations so to make the use of thermography reliable.

Index Terms— COVID-19, decisional criteria, errors, measurement uncertainty, severe acute respiratory syndrome
(SARS)-CoV, thermography.

I. INTRODUCTION

THE last Coronavirus pandemic (COVID-19) [1], [2] has
affected much of the terrestrial globe with a total, as of

March 17, 2024, of 774 954 393 cases in over 231 coun-
tries/regions, and 7 040 264 confirmed deaths [3]. In Italy
alone, at March 17, 2024, there were 26 700 000 total cases
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and 196 800 deaths [3]. However, it is opportune to observe
that such values may be underestimated [4]. Following the
pandemic declaration, several countries applied restrictions
on mobility and implemented lockdown procedures with
inevitable economic and social repercussions.

All this has led to a reorganization of activities and
processes, identifying new risk prevention models so to be
prompt to manage possible new Coronavirus pandemics in
the next future. So today, the need for new technologies and
solutions is understood both to overcome the pandemic in
safety conditions and to contrast and prevent the effects of
any future pandemic [5], [6], [7].

For this purpose, the immediate identification of subjects
suspected of having severe acute respiratory syndrome (SARS)
or Coronavirus infection is fundamental, especially in places
characterized by high influx such as access gates [8], [9].
It is clear that it is impossible of being able to carry out
rapid and recurring clinical examinations and/or swabs to the
entire population. At the same time, the ineffectiveness of the
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use of tests based on a sample of people is equally obvious.
So it is necessary to identify alternative mass prescreening
methods [10], [11], which allow authority to perform spe-
cific clinical examinations only to those subjects presenting
symptoms attributable to COVID or in general to SARS
Coronavirus infections. The WHO suggests that the main mass
screening parameter, at the moment, is the body temperature
measurement.

The use of alternative mass prescreening tools requires a
careful study of the symptoms, [12] in order to minimize
possible errors. To date, the symptom on which the main
prescreening techniques are based is the feverish state. In most
cases, a body temperature of 37.5 ◦C represents the reference
limit and the main discriminating parameter [13], [14]. The
use of thermal imaging cameras to assess fever, [15], [16], and
laser thermometers represents today almost a “gold standard”
for mass screening [17], [18]. Thus, it is often possible to see
in railway stations and airports, operators who are not always
adequately trained so misusing similar measurement systems.
In addition, smart thermal scanners are more and more used
at the point of access in supermarket, shops, and public
offices to deny access to people having forehead temperature
overcoming that reference threshold. However, thermography,
as any sensing technique, has specific limitations due to several
technical and environmental factors that have been appro-
priately assessed and tested at the Advanced Thermography
Center of the University Mediterranea of Reggio Calabria in
Italy. The article reports the results obtained during tests to
prove the topic relevance.

Specifically, there are several measurement errors related,
for example, to an incorrect use of thermographic tech-
nique [19], [20], [21]. Parameters such as the emissivity of
human skin, the reflected temperature, the ambient tempera-
ture and relative humidity, external infrared (IR) sources and
lighting, measurement uncertainty, subject acclimatization, and
background interferences are often disregarded, [22]. However,
tests carried out using a high-performance thermal imaging
camera (FLIR x8400sc) and a blackbody (FLUKE - 4181–
256: IR Calibrator) have shown that the measurement error
due to these quantities can be cause of a measurement error
being equal to about 1.6◦ in defect or in excess.

Finally, it is important to consider the influence on measures
by external and environmental factors such as direct radiation
(sun, artificial lighting . . .) and air currents. Specific tests
conducted in the above referenced laboratory have highlighted
how the presence of direct solar radiation or the use of lamps
for illumination with a spectral component in the IR frequency
band can lead to measurement errors even in the order of
1.5 ◦C. Further physiological aspects such as sweating of the
subject, spontaneous thermoregulation mechanisms, or specific
pathologies can determine further measurement errors.

Second, uncertainty affects any measurement result, as a
consequence, the comparison between the measurement result
and the limit value taken as a threshold cannot be performed
by means of a simple mathematical comparison (greater/lesser)
between the nominal value of the body temperature and the
warning limit (37.5 ◦C). In fact, any measurement result is
not represented by a simple nominal value, but it is a range
of values or measurement interval according to the JCGM
100:2008 standard “guide to the expression of uncertainty

in measurement” (GUM) [23]. Appropriate decision criteria
must therefore be used in order to take into account also
the measurement uncertainty and minimize possible false
positive and/or false negative cases [24]. In such a context
abovedescribed, the presence of false positives and false
negatives is not simply possible, but it is more than probable.

Although other studies [25], [26] discouraged the use of
thermography for COVID-19 applications, the author aims
to prove that inexperience in measurement field may be the
main cause of unreliable data and unmeaningful measurement
results. In addition, such studies pointed out that thermal
cameras are not appropriate for the rapid, accurate, and mass
screening of individuals, since variation in skin blood flow due
to vasomotor response makes it impossible to correlate the
skin temperature with the core temperature. Therefore, such
conclusions should discourage the use of any alternative and
noninvasive instrumentation estimating body core temperature
by means of external body temperature. In contrast to the
current literature, this article aims to prove that the skin
temperature can be reasonably used to estimate the body core
temperature as preliminary mass-screening parameter provided
that metrological issues are taken into consideration. Starting
from the issues concerning the main current tools available
on market, the author describes the reasons why, in specific
circumstances, thermography cannot be considered a reliable
tool for preliminary detecting subjects suspected of having
Coronavirus. Experimental results describe and numerically
show the common errors made in the practice. The author
describes his guidelines to reduce the most common mea-
surement errors. In addition, new diagnostic parameters and
decisional criteria are proposed here to increase the detection
accuracy of subjects suspected having SARS-CoV infection.
In detail, an approach based on uncertainty evaluation is
described in the following to overcome the current limitations
so to make the thermography as a reliable mass screening tool.

The article is organized as follows. The theory of ther-
mography is described in Section II. Section III explains
the used methodology. Section IV reports the common mea-
surement errors and the proposed measurement parameters
to evaluate the body temperature. Experimental results con-
cerning the characterization of the proposed parameters are
reported in Section V. Section VI describes the proposed
measurement uncertainty approach and the defined decisional
criteria. Finally, considerations and conclusions are outlined
in Section VII.

II. THERMOGRAPHY THEORY

Thermal IR imaging is based on the radiance measurement
emitted by an object. Any object, having a temperature above
the absolute zero, can absorb or emit thermal energy in IR
range. The wavelength of IR band is within the interval
0.78 µm–1 mm, so it is part of the electromagnetic spectrum
near to the visible light. Depending on the thermal properties
of the object, energy is absorbed, reflected, refracted, or emit-
ted in different percentages. As a consequence, emissivity of
the object has to be known to evaluate correctly its radiance.
The object radiance can be measured by using a thermal
camera. Pixel by pixel, radiance of the captured scene is
converted in temperature values by the camera-embedded
algorithms. According to the chosen palette, a specific color
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is associated with each temperature value so generating the
thermal IR image. The Planck’s Radiation Law allows to
describe the mathematical relation between the radiance W
and the thermodynamic temperature T and wavelength λ of
the IR radiation

W
(
λ , T

)
=

2πhc2

λ 5

[
exp

(
hc

λkT

)
− 1

]−1

(1)

where h is the Planck’s constant, c is the velocity of light in
vacuum, k is the Boltzmann’s constant. This equation allows
us to understand as the radiance rises with the increase in body
temperature. In addition, the Stefan–Boltzmann law provides
information on the total energy J emitted by the observed
object

J = εσ T 4 (2)

where σ is the Stefan–Boltzmann’s constant, and ε is the skin
emissivity.

This law describes the influence of the emissivity value on
the evaluation of skin temperature. The skin emissivity can
be estimated by the ratio between the IR radiation emitted by
the skin and the radiation emitted by a blackbody at the same
thermodynamic temperature. The relation between emissivity
ε, transmittance τ , and reflectance ρ of the skin is defined by
the equation

ε = 1 − τ − ρ. (3)

In particular, a blackbody has an emissivity and absorptivity
equal to 1 because it is able to absorb or emit (no transmission
and reflection are performed) all the radiation energy.

III. METHODS

The thermal IR camera used for this experimentation is a
FLIR x8400sc. It is a high-performance thermal camera with
an Indium Antimonide (InSb) detector, having a resolution
of 1280 × 1024 pixels, a frame rate up to 106 Hz. Its
spectral range is in the interval [1.5 5.1] µm with a wide
temperature range equal to [−20 3000] ◦C. This camera has a
sensitivity smaller than 18 m ◦C. The used frame rate is equal
to 32 frames/s. Fig. 1 shows the measurement setup.

The thermal camera measures the IR radiation emitted
by the body and by the scene detected by its lens. The
captured thermal energy is converted into temperature values
so generating pixel by pixel a thermographic image. However,
only a part of the detected radiation comes from the observed
subject, the remaining part of the radiation is due to other
sources such as background, lighting, or atmosphere. As a
consequence, this is cause of errors and bias in measurement
results. Such external contributions must be computed and
compensated so to measure accurately the thermodynamic
temperature of the skin. Some of these influence parameters
can be easily characterized and offset by the thermal camera
settings. The total radiance WT in (6) detected by the camera
includes three main components: the radiance of the observed
subject, the radiance reflected by the subject surface, and the
radiance emitted by the atmosphere. Equation (2) evaluates
only the first component, which is the specific component
of interest. Depending on the manufacturer of the thermal
camera, a specific calibration algorithm converts the subject

Fig. 1. Experimental setup. This figure shows the used interference
sources. (a) FLUKE - 4181-256: IR Calibrator simulating human body
temperature. (b) IR lamp (275 W, IR length-wave 650 nm) simulating
direct sun irradiation. (c) External lightning system (4 × 18 W neon
lamps). (d) Black cotton cloth to remove background interferences.

radiance so to evaluate the surface temperature T of the subject
by using the equation, [27]

T =
4

√
WT − (1 − ε)τatmσ(Trefl)

4
− (1 − τatm)σ (Tatm)4

ετatmσ
. (4)

This equation allows the thermal camera to compensate
the influence due to the other two components. Therefore,
the operator must set specific settings to perform the neces-
sary compensation of these external components such as the
emissivity ε of the skin, the reflected temperature Trefl, the
transmittance of the atmosphere τatm, and the temperature of
the atmosphere Tatm.

The transmittance of the atmosphere is typically evaluated
by setting the relative humidity and the distance between
the camera and the subject. The environmental temperature
can be measured by a thermometer. Although these two
parameters could be disregarded, the reflected temperature and
the skin emissivity have an appreciable effect on the temper-
ature estimation. About the emissivity, for short wavelength
intervals, it can be considered constant. Thermographic studies
with humans commonly consider a skin emissivity of 0.98.
About the reflected temperature value, it is discouraged to
set this parameter by assuming it equal to the environmental
temperature. The reflected temperature can be estimated more
accurately by using a crumpled and re-flattened piece of
aluminum foil. By assuming an emissivity equal to 1 and a
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Fig. 2. Thermographic image of a person. This figure shows the face of
a healthy subject. Body temperature has been measured by considering
a rectangular ROI on the forehead region. Different thermal camera
settings have been used to prove the effect on measurements, the
results are reported in Table I.

distance of 0 m, the thermal IR camera is used to measure
the temperature of the aluminum piece. The measurement
is repeated by using this temperature value as the reflected
temperature. The resulting temperature value is the final and
real reflected temperature, [28].

IV. BIAS AND SUGGESTED PARAMETERS

A. Errors Due to Settings
To gradually introduce the proposed issue and to analyse

all its features, a preliminary thermal image processing is
proposed here. In the following figure (Fig. 2), it is possible
to see the thermal image of a man. The image has been
captured in a controlled environment without any significant
external interference. This represents an ideal scenario which
is obtained with difficulty in a real context. So, at this moment,
several errors, which will be faced in the following, can
be disregarded here. In detail, in this case, the only setting
parameters such as emissivity of human skin, the reflected
temperature, the ambient temperature, and relative humidity
have been taken into account. It is easy to demonstrate that an
erroneous setting of these parameters is cause of systematic
errors which could entail an unreliable detection of subjects
with fever suspected to have Coronavirus [21], [29], [30].

In particular, Fig. 2 shows the face of a healthy subject,
as a consequence, no fever detection should be expected.
Different data processing have been performed by changing
the previous thermal camera settings. It is important to observe
that in order to evaluate the mean body temperature [31], the
forehead temperature must be transposed by about 1.6 ◦C [18],
[32], [33]. So by adding 1.6 ◦C to the forehead measure-
ment result, the estimated body temperature can be compared
with the limit of 37.5 ◦C. Although, literature report works
assessing the limitations concerning the estimation of body
temperature from forehead skin temperature and reporting
practical advices about the non-contact IR assessment of
human body temperature, in the this work the author focuses
attention on the metrological aspects concerning the mea-
surement reliability and the management of measurement

TABLE I
THERMAL CAMERA SETTINGS AND EXPERIMENTAL RESULTS

results in decision-making. Therefore, this article proposes a
measurement procedure and a suitable processing algorithm
to prove that it is possible to increase the reliability of results
and decisions. So a discussion on errors and measurement
uncertainty evaluation is reported in the following to give
specific decisional criteria.

In detail, if the skin emissivity, the reflected, and ambient
temperature are disregarded or underestimated by operator, the
estimated body temperature will deviate from the true value.
Results have shown clearly that it is possible to get different
temperature values in the forehead region. To quantify such
errors, as an example, three different cases are reported
in Table I by simulating different values of emissivity and
reflected temperature. Table I reports a false positive case in
the first column, mean and maximum values in the selected
ROI show an apparent temperature greater than 37.5 ◦C,
as a consequence a false detection is made. This case has
been obtained by underestimating the skin emissivity and the
reflected temperature. These two parameters can be measured
and easily set in the camera setting utility. However, automated
systems or users not adequately trained could be not able
to estimate such parameters. The second column shows a
case with a wrong evaluation of skin emissivity and of the
reflected temperature value. This case allow us to understand
that the choice of the temperature parameter used to evaluate
body temperature is important. In fact, it shows that the
mean temperature value in the ROI is compliant with the
limit, whereas the maximum temperature value of the same
ROI overcomes the limit. Therefore, depending on the chosen
value (mean or maximum temperature in the ROI), different
screening results are possible; so another issue concerning
the chosen of the screening parameter is here highlighted.
Differently, the third column shows unrealistic temperature
values obtained by overestimating the reflected temperature,
although a proper skin emissivity value (0.98) has been set.
This case can be index of a potential false negative occurrence
in presence of a subject having fever.

These results show how the proper settings of these param-
eters in the thermal camera utility and the definition of
reliable screening parameters are basic to obtain reliable body
temperature measurements.
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Fig. 3. Thermal camera and blackbody. This figure shows the instru-
mentation used for experimentation.

B. Errors Due to External Interference Sources
Although, these preliminary considerations would allow to

prove already that measurement errors can have a significant
influence on the measurement results and on decisions, a real
complex scenario has been in addition artificially reproduced
in laboratory to introduce all main issues affecting thermo-
graphic measurements so to make more clear the complexity
of the matter. In order to assure reproducibility and repeata-
bility of results, experimental tests have been performed in
laboratory by using a blackbody and a high performance
thermal camera in Fig. 3. Experiments have been performed
around the detection limit of 37.5 ◦C; in detail, three set
points have been considered (36 ◦C, 37 ◦C, and 38 ◦C).
The aim of this experimentation is to reproduce human body
temperature and to evaluate the effects of interference due
to external sources such as external IR sources, lighting, and
background, see Fig. 1, and the influence due to measurement
uncertainty. These can be considered as the most common
and relevant contributions of error and interference which can
affect thermographic measurement results.

Ambient temperature has been kept constant at 29.7 ◦C
with a relative humidity of 40% to simulate a sunny and
summer weather condition. The effects of each interference
source has been quantified so to estimate the total impact on
the thermographic images. The considered case study is the
more complex one obtained in a real scenario where different
external interference sources are present.

C. Suggested Parameters
To avoid the effect due to environmental interference, the

following parameters have been set on the camera settings
utility: reflected temperature, emissivity, ambient temperature,
and distance. Fig. 4 shows the circular ROI used to estimate the

Fig. 4. Circular ROI. This figure shows the circular ROI used to estimate
the mean temperature of the blackbody.

Fig. 5. Temperature histogram. This figure shows the histogram of the
temperature values in the ROI.

temperature of the blackbody. By analyzing the temperature
distribution of the ROI, it is possible to make some consider-
ations about the choice of the best measurand or parameter to
be used to detect fever occurrence.

In fact, it is important to observe that the forehead of
any subject has a natural nonuniformity in the temperature
distribution. This is due to the presence of veins near to the
skin surface, to sweat pore activation, or to defective pixel.
So by considering the maximum temperature value and the
minimum temperature value in the selected ROI, it is possible
to evaluate the temperature gradient. The blackbody simulate
properly this nonuniformity. Fig. 5, for example, shows the
histogram of the distribution of the temperature values in the
ROI.

This dispersion of the temperature values in the ROI can
affect the fever detection when the considered temperature
target is put in comparison with the limit. In fact, it has
been observed that the gradient between the maximum and
the minimum values can overcome 0.5 ◦C. Consequently,
the best measurand is the mean of the temperature values
associated with the pixels of the ROI. This spatial mean of the
temperature distribution in the forehead of the subject allows
to reject any artifact due to nonuniformity of the surface skin
temperature. However, this study has shown that this simple
parameter does not take into account the nature of the human
body. Since it is an active body which interacts with the
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external ambient, the surface skin temperature is affected by
temporal variations due to blood surface perfusion by periph-
eral veins. The same behavior can be observed by analyzing
the thermographic record of the blackbody. The instability
of the blackbody well simulates the temporal instability of
the body temperature. These considerations have allowed
to optimize further the proposed measurand by evaluating
the temporal mean of the spatial mean of the temperature
distribution in the ROI estimated over a time interval. This
specific measurand allows to obtain the best estimation of
the body temperature by considering the application proposed
here. In fact, it has been considered inappropriate to base
the measure of the body temperature by considering a simple
snapshot of the subject forehead. Experimental results have
shown a temporal variability in the spatial mean temperature
having a gradient of about 0.04 ◦C. Although, this value
could be insignificant, we have to consider that its effect
adds up to the other sources of error and interference due
to external IR sources and lighting, measurement uncertainty,
subject acclimatization, and background.

All these considerations allow to define the quantities on
which is based this study.

1) The spatial mean of the temperature distribution TS. It is
estimated by averaging the temperature values associated
with all the pixels of the considered ROI.

2) The maximum temperature value of the ROI estimated
by considering the maximum over the time maxT.

3) The minimum temperature value of the ROI estimated
by considering the minimum over the time minT.

4) The maximum–minimum gradient. This quantity pro-
vides information about the maximum temporal vari-
ability of the temperature in the ROI over the time
max-minT.

5) The temporal mean of the spatial mean of the temper-
ature values in the ROI estimated over the time TS, T.
It is the best measurand here proposed to evaluate the
body temperature.

6) The standard deviation of the spatial mean of the tem-
perature values in the ROI estimated over the time devT.
This quantity provides information on the temporal
variability of the temperature in the ROI.

V. EXPERIMENTAL RESULTS

Three temperature set points of the blackbody have been
considered at 36 ◦C, 37 ◦C, and 38 ◦C to simulate the
body temperature in the forehead region. Fifteen cases have
been considered by analyzing the record of the blackbody
temperature under different external interferences.

1) Case 38a: the blackbody temperature has been set equal
to 38 ◦C, and no external interference has been applied.

2) Case 38b: the blackbody temperature has been set equal
to 38 ◦C, and an external IR source by using the IR lamp
in Fig. 1(b) has been applied for 5 s over a recording
time of 20 s.

3) Case 38c: the blackbody temperature has been set equal
to 38 ◦C, and an external lightning source in Fig. 1(c)
has been applied for 5 s over a recording time of 20 s.

4) Case 38d: the blackbody temperature has been set equal
to 38 ◦C, a background interference has been applied for
5 s by removing the black cotton cloth in Fig. 1(d) and
over a recording time of 20 s.

5) Case 38e: the blackbody temperature has been set equal
to 38 ◦C, all the previous interferences have been applied
by summing their effects for 5 s.

6) Case 37a: the blackbody temperature has been set equal
to 37 ◦C, and no external interference has been applied.

7) Case 37b: the blackbody temperature has been set equal
to 37 ◦C, and an external IR source by using the IR lamp
in Fig. 1(b) has been applied for 5 s over a recording
time of 20 s.

8) Case 37c: the blackbody temperature has been set equal
to 37 ◦C, and an external lightning source in Fig. 1(c)
has been applied for 5 s over a recording time of 20 s.

9) Case 37d: the blackbody temperature has been set equal
to 37 ◦C, and a background interference has been applied
for 5 s by removing the black cotton cloth in Fig. 1(d)
over a recording time of 20 s.

10) Case 37e: the blackbody temperature has been set equal
to 37 ◦C, and all the previous interferences have been
applied by summing their effect for 5 s.

11) Case 36a: the blackbody temperature has been set equal
to 36 ◦C, and no external interference has been applied.

12) Case 36b: the blackbody temperature has been set equal
to 36 ◦C, and an external IR source by using the IR lamp
in Fig. 1(b) has been applied for 5 s over a recording
time of 20 s.

13) Case 36c: the blackbody temperature has been set equal
to 36 ◦C, and an external lightning source in Fig. 1(c)
has been applied for 5 s over a recording time of 20 s.

14) Case 36d: the blackbody temperature has been set equal
to 36 ◦C, a background interference has been applied for
5 s by removing the black cotton cloth in Fig. 1(d) over
a recording time of 20 s.

15) Case 36e: the blackbody temperature has been set equal
to 36 ◦C, and all the previous interferences have been
applied by summing their effect for 5 s.

A total of 12 941 thermographic images have been processed
and results are reported in Table II.

A preliminary analysis of data allows us to understand
that as external IR sources (e.g., IR lamps, direct sun irra-
diation) have the major effect on temperature measurement
with a gradient of about 1.5 ◦C. Otherwise, the other sources
(background and external lighting) are causes of negligible
alternations. However, although their effects are in the order
of a few hundredths of a degree, their joint effect contributes
to an increase in the total measurement error.

To quantify the interference effect, each case has been esti-
mated through the influence of any interference on temperature
measurement. To this aim, further two quantities have been
estimated.

1) The interference effect E . It is estimated by making the
difference between the body temperature measured in
presence of the interference and the body temperature
measured without any interference.

2) The mean interference effect is Emean. It is estimated
by making the difference between the mean body tem-
perature estimated over the time in the presence of the
interference applied for a time interval of 5 s over a total
record time of 20 s and the body temperature measured
without any interference. Table III reports the obtained
results. To interpret data as a whole, a Pareto analysis
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TABLE II
EXPERIMENTAL RESULTS AND PARAMETERS

has been made. Fig. 6 shows the three Pareto Charts of
the interference effect E for the considered temperature
points (38 ◦C, 37 ◦C, and 36 ◦C, respectively).

By considering the three temperature points, the percent-
age interference impact on the measurement result is about
94%–95% for IR source, 2.5%–3% for background, and
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TABLE II
(Continued.) EXPERIMENTAL RESULTS AND PARAMETERS
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TABLE II
(Continued.) EXPERIMENTAL RESULTS AND PARAMETERS

2.4%–2.9% for external lightning. Comparable results have
been obtained even for the mean interference effect Emean:
91.3%–91.8% for IR source, 4.5%–4.8% for external lighting,
and 3.8%–3.9% for background. Although, the mean body
temperature estimated over the time allows a compensation
of the inference effect, and it does not allow to cancel it
completely. Therefore, the advice is to minimize the effect
of such interference sources by keeping more attention to the
measurement procedure.

VI. MEASUREMENT OF UNCERTAINTY AND
DECISIONAL CRITERIA

Although, the previous bias components can be removed and
neglected by performing a right measurement procedure, now
attention is focused on the uncertainty components associated
with measurement process. Uncertainty associated with any
measurement result is cause of an uncertain knowledge on the
real value of the measurand. Three uncertainty components

are considered to be relevant for this specific application:
the uncertainty due to the measurement repeatability (urepeat),
the instrumentation uncertainty (uinstr), and the environment
uncertainty (uenv).

As regards the first uncertainty component, a repeatability
test has to be performed. It is an experiment carried out to
evaluate how repeatable the measurement results are under
similar measurement conditions. In detail, the repeatability
test needs to collect repeated measures by assuring the same
measurement method, the same operator, to use the same
equipment, same environmental conditions, same location, and
the same measurand considered constant and stable. In other
words, repeatability is the measurement precision under a set
of repeatable conditions. Under these unchanging conditions,
repeated measures can be collected over a short period of
time. It is suggested to collect at least 20–30 repeated mea-
sures to obtain statistically significant results. By considering
the specific case study, the author suggests to capture a
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TABLE III
MEAN INTERFERENCE EFFECT

thermographic record of the subject face by using a frame
rate of more than 30 frames/s. This assumption allows us to
consider the measurand (body temperature) constant and stable
during a time interval of 1 s because the body thermoregulation
process can be neglected. Therefore, this interval is sufficient
to collect 30 repeated measures under similar measurement
conditions. The uncertainty contribution due to the measure-
ment repeatability is evaluated by the standard deviation of
the mean of the repeated readings. In detail, according to the
guidelines in JCGM 2008 [23], a type A approach has to be
used. If n is the number of repeated measures, the best estimate
of the expectation of the measurand or expected value T is
obtained by the arithmetic mean of the repeated measures ti

T̄ =
1
n

n∑
i=1

ti . (5)

This value is coherent with the above-defined quantity T S,
T , that is the temporal mean of the spatial mean of the
temperature values in the ROI estimated over the time. The
repeatability uncertainty is evaluated by means of the positive
square root of the variance of the mean

s2(T̄
)

=
s2(tk)

n
(6)

where tk is the individual measure, while s2(tk) is estimated
by the experimental variance of the measures

s2(tk) =
1

n − 1

n∑
j=1

(
t j − T̄

)2
. (7)

The Type A standard uncertainty is obtained by the experi-
mental standard deviation of the mean

urepeat
(
T̄

)
=

√√√√ 1
n(n − 1)

n∑
i=1

(
ti − T̄

)2
. (8)

This value represents the best estimation of the repeatability
uncertainty urepeat associated with the measurand T . In com-
pliance with JCGM 2008, (8) evaluates the experimental

Fig. 6. Pareto charts. This figure shows the three Pareto charts of the
interference effect E for the considered temperature set points (38 ◦C,
37 ◦C, and 36 ◦C, respectively).

error associated with measurement repeatability according to
Measurement Science.

The second uncertainty component, that is the instrumen-
tation uncertainty uinstr, can be obtained by the calibration
certificate of the used thermal camera. This information is
always available. The third component, that is, the environ-
ment uncertainty uenv, is due to emissivity, distance, reflected
temperature, background, humidity, and atmospheric temper-
ature. If the recommendations reported in this manuscript
regarding the parameters settings (emissivity, reflected tem-
perature, atmospheric temperature) are followed and if the
measurement procedure is accurately performed then this
uncertainty component can be neglected.

According to the guidelines in JCGM 2008, the combined
standard uncertainty u(T ) is given by the following equation:

u(T ) =

√
u2

repeat + u2
instr + u2

env. (9)
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The measurement uncertainty provides quantitative infor-
mation on the dispersion of the values that can reasonably
be attributed to the measurand. So, the measurement result
T̄ ± u(T ) provides the most reliable information on the real
value of the measurand. Based on the Central Limit Theo-
rem, the probability distribution function associated with the
measurement result is represented by a Gaussian distribution
having mean equal to T̄ and standard deviation equal to u(T ).
As a consequence, by using a coverage factor k, it is possible
to define the expanded uncertainty U (T ) = k ·u(T ) in order to
increase the confidence level of the measurement result T̄ ±

U (T ). So, for example, by using a coverage factor k = 1,
the confidence level is equal to 68.27%; with k = 2, the
confidence level increases to 95.45% and with k = 3, it is
equal to 99.73%, [23].

Consequently, the detection of subjects with fever suspected
of having SARS-CoV requires to compare the estimated
body temperature T̄ ± U (T ) with the limit of 37.5 ◦C.
Because the measurement result characterizes the measurand
by means of an interval of values, this comparison is not a
simple mathematical one [24], [34]. To guide the user during
the decision-making process, possible decisional criteria are
suggested. Let be TL the lower value of the interval associated
with the measurement result, that is T̄ − U (T ), and TH
the upper value of the interval, that is T̄ + U (T ). If TH
is smaller than 37.5 ◦C, then the subject is not feverish.
If TL is larger than 37.5 ◦C, then the subject is feverish.
The only uncertain case occurs if TL < 37.5 ◦C < TH .
In this case, the real value of the body temperature could
be reasonably both compliant and not-compliant with the
threshold depending on its unknown true value assumed in
the interval. In this circumstance, a precautionary approach
suggests considering the subject potentially feverish due to
uncertainty associated with measurement in order to perform
further additional screenings.

VII. DISCUSSION AND CONCLUSION

In the article, the author explains the reason why, in spe-
cific circumstances, thermography cannot be considered a
reliable tool for preliminary detection of subjects suspected
of having Coronavirus or SARS-CoV infection. Most com-
mon errors due to the incorrect use of thermography and
uncertainty contributions have been described to alert scientific
community and authorities on the limitations of this tech-
nology. Quantitative evaluation of the effects of such errors
on measurements has been reported so to prove the topic
relevance.

Errors due to settings and external interference sources
have been evaluated. The estimated error has reached a max-
imum value of 1.6 ◦C, so the experimental results shown as
false-positive or false-negative detection of feverish subjects
are possible.

The depicted scenario suggests paying attention during the
measurement procedure in order to avoid external interfer-
ences such as IR sources, lightning sources, and background.
Even an incorrect evaluation of the thermal camera settings
(emissivity, reflected temperature, atmospheric temperature)
can contribute to making significant errors. If attention is given
to these aspects, the related uncertainty contribution can be
neglected.

Experimental results have allowed the author to define
the best reliable parameter to evaluate the body temperature.
By considering the ROI on the forehead of the subject, the
forehead temperature is estimated by evaluating the temporal
mean of the spatial mean of the temperature values in the ROI
estimated over the time. This parameter opportunely corrected
is the best measurand to evaluate the body temperature. This
proposed parameter can be used to evaluate the middle value
of the measurement interval; this information is completed
by evaluating the uncertainty according to the guidelines
in JCGM 2008 [23]. The suggested decisional criteria take
into account the uncertainty due to measurement repeatabil-
ity, instrumentation, and environment (emissivity, distance,
reflected temperature, background, humidity, and atmospheric
temperature) so to consider the dispersion of the values that
can reasonably be attributed to the measurand.

Experimental results have allowed author to prove numer-
ically the impact of the common errors made in the practice
on the final decision. Diagnostic parameters and decisional
criteria have been proposed to increase the detection accuracy
of subjects suspected having SARS-CoV infection. By consid-
ering the current literature, the proposed measurement system
allows to overcome the existing limitations so to make the
thermography as a reliable mass screening tool. In detail, the
approach based on uncertainty evaluation takes into account
the accuracy related to body temperature measurements to
increase the reliability of detection SARS-CoV infection.
Errors being the cause of maximum deviation of 1.6 ◦C are
compensated by reducing false positive and false negative
results.

Although, today the standardized measurement procedures
do not exist, and the use of the proposed measurement
procedure and decisional criteria permits to avoid the most
common errors faced in practice. By measuring the forehead
temperature using a thermal camera, body temperature is accu-
rately estimated. It is expected that the described system can
be efficaciously used as a reliable mass screening tool in order
to detect subjects having feverish symptom. It can be used for
detecting all virus infections, included SARS-CoV diseases,
whose main symptom is fever. WHO considers the body
temperature as the main and rapid parameter to evaluate fever
symptom related to SARS-CoV infections. This assumption
is reasonable when considering the need to propose a mass
screening tool which must be effective and rapid, avoiding any
direct contact with the subject. In addition, the mass screening
should not be time-consuming. Further, by considering the
specific application context, represented by areas such as
airport gates, the solution should not require the subject any
specific or complex task to be performed during measurement.
It is important to clarify that, the system is not able to
distinguish fever related to Coronavirus infection from general
fever. This limitation is due to the specific symptomatology
related to fever because its main screening parameter is the
body temperature. In addition, the aim of this work is, at the
moment, to overcome the current technological limitations of
thermography related to its improper use. However, future
work will aim to develop new multiparametric diagnostic
criteria based on several symptoms related to Coronavirus
infection. Final scope is to define a new multiparametric
approach to increase the selectivity of the system toward
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other pathologies and to reject artifacts related to physical
activity, stressful situations, or spontaneous thermoregulation
mechanisms being cause of changes of body temperature.
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