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ABSTRACT Connected and Autonomous Vehicles (CAVs) will be provided with multiple sensing and
connectivity options as well as embedded computing and decision-making capabilities. The resulting
technological landscape paves the way for the deployment of a plethora of innovative applications involving
different stakeholders, such as insurance companies, car repairs, car manufacturers and public authorities.
In such a context it is crucial to collect data in an efficient manner, not to burden the vehicle itself and the
network infrastructure, while also providing an interoperable data sharing among all the involved players.
The Digital Twin (DT) concept can play a key role to properly retrieve, store and share data as well as to
exploit them to monitor, predict and improve the vehicle safety and driving experience. This work proposes a
comprehensive frameworkwhich encompasses the presence of an edge-basedDT interactingwith the vehicle
and the remote applications. It leverages properly specified interfaces and semantic models for different
types of data provided by on-board sensing and learning capabilities. A Proof-of-Concept (PoC) has been
developed to assess the practicality of the proposal and its performance in terms of communication and
computation footprint under a variety of settings.

INDEX TERMS Connected and autonomous vehicles, digital twin, multi-access edge computing, MQTT,
OMA-LwM2M.

I. INTRODUCTION
The impressive recent progresses in the Information and
Communication Technology (ICT) domain are significantly
changing our daily life. Take the concept of vehicle,
for instance, which is rapidly progressing towards the
idea of a Connected and Autonomous Vehicle (CAV) to
enable a safer, more sustainable, comfortable and efficient
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mobility. This would be possible by retrieving data (e.g.,
speed, coolant temperature) through the vehicle’s Electronic
Control Unit (ECU) or acquired via other on-board sensors
(e.g., accelerometer, gyroscope, cameras, Light Detection
and Ranging (LiDAR)) and by using data as inputs for
communication and control decisions. This continuous data
stream by feeding the driving assistance system, on the one
hand will enable applications of different autonomy levels,
according to the SAE J3016 standard [1]. On the other
hand, performing autonomous driving tasks by solely relying
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on on-board sensors has limitations on coverage and/or
detection accuracy. Indeed, vehicles can promptly share
the aforementioned data with nearby vehicles, pedestrians
and infrastructure elements in real-time to improve the
perception of the environment and safely coordinate their
maneuvers. Different Vehicle-to-Everything (V2X) commu-
nication technologies can be used to such a purpose, such
as IEEE 802.11p/bd [2], and Fifth Generation (5G)-related
connectivity solutions like 5G New Radio (NR) V2X [3] and
Sixth Generation (6G) in the near future.

The ambitious CAV’s idea can be enabled at a large
scale by the synergies of communication, computing,
and automation technologies, also encompassing embedded
Machine Learning (ML) algorithms, that work together to
promptly and reliably share and process the big amount of
massively collected data. Indeed, the capability to perceive
the environment and perform learning tasks coupled with
novel radio interfaces pave the way to a plethora of
innovative applications in urban areas and smart cities,
ranging from cooperative perception and maneuvering to
environmental sensing, from air pollution monitoring to
remote diagnostics [4], [5]. Notwithstanding, to achieve
the objectives of such ambitious applications, the on-board
computing vehicle capabilities need to be complemented by
resources available at edge and cloud facilities which can
enable the cooperative implementation of computation-heavy
tasks, by hiding the complexity of the CAV environment to
the applications.

The emerging Digital Twin (DT) paradigm [6] can embody
the intermediate entity between applications and the vehicle.
While being continuously synchronized with the vehicle, the
DT can feed applications built upon collected real-time and
historical vehicle data and augment the vehicle’s capabilities.
Moreover, it can model the vehicle and help simulating and
predicting its behaviour.

While the DT concept has been around since many years,
its application to the automotive domain is still in its infancy.
With the exception of a few works, e.g., [7], solutions in the
literature mainly target the definition of a DT for a specific
vehicle-related task, e.g., trajectory prediction scheme for
platoons [8], support at non-signalized intersections [9],
vehicle stability monitoring [10].
In the aforementioned works, concrete implementation

details about data collection and delivery from the vehicle as
well as about their storage and processing at the DT paired
with the vehicle, are also typically not provided. Moreover,
an holistic evaluation of the most relevant metrics to
characterize the DT performance in terms of communication
and computing footprint, from a deployment perspective,
is also missing.

Moreover, most of them miss workflows and data models
to enable an efficient and interoperable data sharing, as well
as their storage. Indeed, the data generated by the vehicle
are considered as the new gold by several stakeholders in
the ecosystem, e.g., insurers, car repairs and manufacturers,

public authorities [11]. Hence, access to them by third parties
should be easily enabled.

In this work, in order to fill these gaps, we aim to
complement the existing literature by providing the following
main original contributions:

• A comprehensive general-purpose architectural frame-
work is proposed of an edge-based Vehicular Digital
Twin (VDT), where the different physical and virtual
components are identified and their role explained.

• Interfaces among the physical and the digital coun-
terparts, as well as among the VDT and third-party
applications exploiting vehicle data, are specifically
designed, with relevant workflows. Such interfaces are
defined both in terms of communication protocols as
well as data models.

• A Proof of Concept (PoC) is designed to practically
implement the envisioned framework by leveraging off-
the-shelf hardware and software components. In partic-
ular, in the PoC, the VDT is deployed as a containerized
microservice at the edge of the network.

• Experimental results are reported in terms of com-
munication and computation footprint, under different
workloads to mimic different representative CAVs
applications, in order to provide guidelines for the actual
deployment of the envisioned framework.

The rest of the paper is organized as follows. In Section II,
related works are scanned. In Section III, the proposed
architecture is presented. In Section IV, the experimental
setup and the main findings of the conducted evaluation are
discussed. Section V reports the final remarks and hints on
future works.

II. RELATED WORK
Originally developed to improve manufacturing pro-
cesses [12] and even before by the National Aeronautics
and Space Administration (NASA) to simulate aerospace
vehicles [13], the DT concept can be also leveraged in the
automotive domain [14], [15]. By creating digital models that
simulate the behavior and interactions of physical entities
(e.g., drivers and vehicles) in a transportation network, it is
possible to optimize routes, schedules, and other factors to
improve efficiency, reduce congestion, and enhance user
experience.

Applications that can benefit fromDTs associated to CAVs
are extensively discussed in [16]. They range for instance
from onboard diagnostics to the creation of High Definition
(HD) digital maps. Similar topics are addressed in the work
in [17].

In [18] the DT is leveraged to create the virtual model of
a 5G CAV in order to analyze and emulate its performance
under different road and connectivity scenarios in a safe,
reliable and secure manner.

The work in [8] proposes a DT-based real-time trajectory
prediction scheme for platoons. In particular, the platoon
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leader collects the sensing data in real time and processes the
trajectory prediction with neural networks distributed among
platoon members. It also maintains a DT to optimize the
update of the model, to ensure the prediction accuracy and
minimize the consumption of communication and computing
resources. In [9] a DT is developed to support a cooperative
driving system at non-signalized intersections, whereas a
DT vehicle stability monitoring system based on the side
slip angle is designed in [10]. An overview of different
DT platforms that can be used in Electric Vehicle (EV)
applications is presented in [19].
Initially, the DTs of vehicles and of other physical entities

were deployed in the cloud [20], but then deployment at the
edge became an asset. The work in [21] proposes to model the
behaviour of DTs of humans (commuters) and public trans-
port vehicles in the context of Mobility as a Service (MaaS).
There, the Constrained Application Protocol (CoAP) and the
Message Queue Telemetry Transport (MQTT) protocol are
considered as potential candidates for interactions between
physical entities and DTs hosted at edge facilities.

Due to the mobility of the vehicle, the DT at the edge may
need to be migrated so that the digital model of the vehicle
and its augmentation is in the closest edge computing node
to the vehicle to ensure low-latency interactions. This issue is
tackled in [22] and [23].
The work in [24] proposes a Driver Digital Twin (DDT) for

the online prediction of personalized lane change behavior,
allowing CAVs to predict surrounding vehicles’ behaviors
with the help of DT technology. A hierarchical cloud-edge
architecture is considered, enabling both real-time and bulk-
batch collection, processing and analytics of personal data.

A comprehensive Mobility Digital Twin (MDT) frame-
work is developed in [7], which is defined as an Artifi-
cial Intelligence (AI)-based data-driven cloud-edge-device
framework formobility services. The proposedMDT consists
of three entities in the physical space (namely, human,
vehicle, and traffic), and their associated DT in the digital
space. The authors scan different off-the-shelf solutions to
be concretely deployed for data collection and processing.
However, they provide early experimental results.

The work in [25] proposes an end-to-end framework to
efficiently perform data collection, offloading, and process-
ing aimed at the construction of a high-fidelity and real-time
DTmodel for CAVs. Edge facilities are considered to provide
the capabilities of real-time data processing and pre-built DT
model storage. However, the work provides too high-level
details about the proposed framework, by mentioning the
main functions only.

Whatever the deployment option (edge/cloud), the choice
of the application-layer messaging protocols and of data
models plays a crucial role in the interactions between the
physical entities and their digital counterparts and between
the latter ones and applications.

Moreover, the computing footprint associated to the DT
needs to be adequately understood to provide guidelines for
their actual deployment at available edge/cloud facilities.

To the best of our knowledge, such issues are poorly
investigated in the literature and motivate our work.

III. THE PROPOSED FRAMEWORK
A. TARGETED OBJECTIVES AND REFERENCE
ARCHITECTURE
To enable innovative applications for smarter mobility, proper
solutions need to be devised to complement the capabilities
of next-generation vehicles. In this work we propose to
leverage the DT concept to serve this purpose. The actual
DT deployment entails the design of a comprehensive archi-
tecture where all the interacting components are specifically
detailed, along with interfaces among them, for a holistic
understanding of all the required workflows.

The main components of the envisioned architecture (see
Fig. 1) are: (i) the vehicle representing the physical entity with
embedded OBU and on board sensors; (ii) the digital twin
of the vehicle, i.e., the VDT, with the related data models
and repositories; (iii) the southbound interfaces, which
allow the interactions between the vehicle and its digital
representation, a.k.a. intra-twin communications; (iv) the
northbound interfaces, which allow the interactions between
the VDT and applications which may need to consume the
services it provides.

The following objectives are specifically targeted and
motivate the design choices for each envisioned architectural
component:

• Low latency. Both southbound and northbound inter-
faces should envision communication protocols which
ensure the retrieval of data, regardless of the specific
network connectivity option, in near real-time whenever
needed,1 e.g., for edge-assisted cooperative perception.
The placement at the edge or cloud of the VDT should
also account for such a requirement.

• Low communication footprint. The burden on the
network for interactions over the southbound and
northbound interfaces should be kept low, given the
expected amount of massively transmitted data to feed
the VDT. Hence, compact and efficient data models
and low-overhead communication protocols are needed.
This is especially true for the southbound interfaces
which may involve data exchange over a radio interface,
expected to be increasingly loaded.

• Interoperable data sharing. Data retrieved from vehicles
are heterogeneous in nature and may require to be con-
sumed by different applications for different purposes.
Hence, semantic-rich data models should be leveraged
to ensure interoperability.

• Efficient data storage. The huge amount of data retrieved
by the VDT need to be stored with low hardware and
software costs.

• Flexible and future-proof design. The hardware and
software components as well as protocols should be

1Please notice that the real-time requirement may not hold for all
applications.

46292 VOLUME 12, 2024



C. Campolo et al.: Edge-Based DT Framework for CAVs: Design and Evaluation

FIGURE 1. The reference architecture.

designed and selected to ensure their simple extensions
with additional capabilities/functionalities and to sup-
port novel applications. Selected application protocols
should be also selected to be radio technology-agnostic
so to account for the quick advancements in the V2X
connectivity realm [4].

In the following, each component of the reference archi-
tecture is described in detail.

B. THE VEHICLE
The physical entity is a next-generation vehicle which is
equipped with a plethora of sensing devices and communi-
cation interfaces in order to retrieve different kinds of data,
ranging from, but not limited to, kinematics to environmental
and context data.

1) CAN BUS
Kinematics-related data are retrieved from the vehicle’s
CAN bus. The standards used on CAN bus communications,
such as the SAE J1979 [26], are crucial for reliable and
efficient data exchange. By establishing communication with
the vehicle’s on-board diagnostics (OBD-II) system, it is
possible to retrieve parameters such as engine speed, coolant
temperature, and more. The acquired data are presented in a
standardized format, including unique Parameter Identifiers
(PIDs), data length indicating the size of the data payload,
and the corresponding data value. The data collection process
follows a request/response method using standard PIDs to
obtain their value. CAN bus data can be leveraged by the
vehicle itself but also shared with other vehicles in proximity,
e.g., to implement a Cooperative Adaptive Cruise Control

(CACC) system that enables vehicles to travel in a platoon
while minimizing the inter-vehicle spacing [27].

2) ON BOARD SENSORS
The embedded localization module and perception sensors
provide additional data. Specifically, information such as
latitude, longitude, and timestamp are recorded through
Global Navigation Satellite System (GNSS), enabling geo-
referencing of vehicular data and real-time vehicle position
tracking. This way, data gained from other installed on board
sensors become more informative. By merging data acquired
by vehicle cameras with GNSS data, our framework provides
insights into the objects surrounding the vehicle and their
locations. If shared with nearby vehicles such data enable
cooperative driving, and applications focused on road safety
and efficiency (such as forward collision avoidance) [28].

The vehicle can also be utilized as a probe vehicle,
as described in [29] and [30], for application like environmen-
tal monitoring using various sensors. For instance, ‘‘Lambda
probe’’ or ‘‘NOx sensor’’ data acquired from the CAN bus
can be merged with data retrieved from additional modules
installed on board, such as particulate CO2 sensor, or duster
sensor. This integration enables real-time georeferencing
of emission monitoring in the view of enabling a more
sustainable mobility.

3) THE ON BOARD UNIT
A device is available on board to collect data from
the CAN bus and the available on board sensors before
passing them to the VDT through the available commu-
nication interfaces. Next-generation vehicles are expected
to be equipped with several V2X radio interfaces, e.g.,
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5G Vehicle-to-Infrastructure (V2I) and sidelink Vehicle-
to-Vehicle (V2V) connectivity. Hence, instead of using a
single network, the interaction between the vehicle and the
VDT can occur through the 5G V2I connectivity and/or
other options available for medium/long-range connectivity
(cellular Fourth Generation (4G), Wi-Fi). Exploiting hetero-
geneous interfaces would ensure a seamless and low-latency
connectivity so to enable an efficient data synchronization
between the vehicle and the VDT [31]. Starting from the
retrieved raw data, preliminary processing is executed at the
On Board Unit (OBU). This processing mainly concerns data
aggregation and formatting in a JavaScript Object Notation
(JSON) string with a specific structure, in agreement with
the data models and semantics of the VDT. Specifically, this
string has two main components:

• The timestamp, ‘‘tmstp’’, retrieved from the GNSS
module.

• An array, ‘‘e’’, containing a collection of the retrieved
data reported in key-value format. The key (i.e., the ‘‘n’’
field) is the resource identifier (i.e., an integer number),
while the value (i.e., the ‘‘v’’ field) is the actual resource
value.

For example, the OBU produces strings such as:

{‘‘tmstp′′
: ‘‘2023 − 06 − 19T9 : 32 : 34 + 02 : 00′′,

‘‘e′′
: [{‘‘n′′

: ‘‘0′′, ‘‘v′′
: 10}]}

Besides data collection, the OBU can be equipped
with cognitive capabilities. In particular, similarly to [32],
we assume that object detection capabilities are available on
board to promptly identify road signs, vehicles, pedestrians
and their relative position, as streamed from the camera, with
greater accuracy than human drivers. The task can be also
(partially) offloaded to the edge whenever more powerful
computing capabilities are needed, as suggested for instance
in [33] and [34]. In our architecture, the VDT can assist the
vehicle in performing the cognitive task, if endowed with ML
models.

C. THE VDT
Each vehicle is paired with a digital counterpart called the
VDT. The VDT is deployed as a containerized microservice
at the edge of the network and it is responsible for describing
the physical counterpart, modeling/adapting its behavior, and
providing for it additional storage, computing, and analytics
capabilities. In particular, the VDT is deployed as a container
to ensure the digital component to be lightweight and occupy
a few computing and storage resources, by also facilitating
migration procedures [23].
The chosen placement at the edge is meant to ensure

low-latency interactions with the physical counterpart [35].
Moreover, by running at the edge, the VDT can more
easily interact with other VDTs and also with natively
provided context-aware edge services, as those provided by
the European Telecommunications Standards Institute (ETSI)
Multi-access Edge Computing (MEC) architecture [21]. The

migration of the VDT from an edge server to another one is
needed to ensure proximity to the paired vehicle.

1) VDT DATA AND REPOSITORIES
The VDT is constantly synchronized with the physical coun-
terpart from which it gets kinematics, position, perception
and environmental-related data which are transmitted in a
standardized format, as detailed in the following.

The VDT processes, parses, and stores the received data.
Both real-time and historical data are stored to serve a wide
set of monitoring applications and also encompassing those
which can predict the vehicle’s future behavior. For example,
by leveraging kinematics data, it is possible to manage traffic
flow, monitor vehicle mechanical parts status and schedule
maintenance routine before severe issues, thus increasing
road safety and efficiency.

As vehicles’ OBUs might also run local processing
(e.g., to aggregate data, to run inference upon collected
data), the VDT does not only store the output of those
operations making them available for further processing,
but also has a blueprint of the configuration of those
tasks and their performance figures in terms of consumed
resources.

Raw and/or pre-processed perception data retrieved by
the VDT from the vehicle are made available to other
microservices (at the edge).

They can be merged with those acquired by other
VDTs hosted either in the same or nearby edge servers,
so enabling cooperative perception applications based on
retrieved features map (e.g., maps describing context around
the vehicle) that expands the vehicle’s field of view [36].
In our design, the VDT storage capability relies on

a different container running a high-performance non-
relational database that can handle high-level concurrency
Create, Read, Update, and Delete (CRUD) operations and
frequent updates.

Having a non-relational database allows to easily and
quickly store and manage large amounts of data due
to its intrinsic properties such as high data throughput,
scalability, flexibility, and support for multiple operation
transactions [37]. Hence, this design choice complies with the
need for high data freshness and a minimum 10 Hz update
frequency required by CAV applications to track vehicle
status and position in real-time [32].

Deploying the database as a separate container enables
more flexible migration procedures [38]. For instance,
considering themobility of a vehicle and of the corresponding
VDT, from edge node A to edge node B, a new copy
of the stateless VDT can be easily created at edge node
B to ensure proximity, while the original VDT is still
working at edge node A. As the new VDT at edge node
B takes over, the received data will be stored in a new
instance node of the database cluster created at node
B. Clusterization will ensure synchronization between the
two database nodes, the newly created and the former
one.
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2) VDT DATA MODELS
To ensure that data retrieved by the VDT can be easily under-
stood by the VDT itself and other parties (such as mobility
and insurance providers), other VDTs in case of cooperative
(driving) applications, and guarantee interoperable data
sharing, they need to be presented in a standardized manner.
To this aim, we rely on the Open Mobile Alliance (OMA)
Lightweight Machine-to-Machine (LwM2M) protocol [39],
designed for Internet of Things (IoT) devices. The OMA-
LwM2Mstandard defines a lightweight client-server protocol
leveraging descriptive semantic models of involved devices
written as eXtensible Markup Language (XML) schema.2

Themodels define objects (e.g., a vehicle, a traffic light, etc.),
each representing a specific hardware or software component,
and associated object’s resources (e.g., latitude, longitude,
sensors, network’s parameters, etc.) that include attributes
like value, unit, maximum and minimum values.

To ensure unique identification of resources, the standard
mandates the use of Uniform Resource Identifier (URI) paths
composed ofObjectID/InstanceID/ResourceID. Each field in
the above mentioned URI is allowed to assume numerical
values. In certain cases, multiple instances of the same object
may exist on a device, like a temperature sensor, and the
InstanceID component is used to distinguish them.

The OMA maintains a publicly accessible registry of
standard objects and resources, facilitating contributions
from developers to create new standard objects or utilize
customized objects within their respective environments [40],
[41]. By employing identifiers to label and encode informa-
tion, the OMA-LwM2M offers a compact and efficient data
model, well suited to minimize the data transfer requirements
over the southbound interfaces.

In our framework, a vehicle is represented as a set of
OMA-LwM2M objects, some of them already existing in
the registry, other defined on purpose. Furthermore, part
of those objects are mandatory as they represent basic
data common to all vehicles, while others are optional as
representing additional information specific to a group of
vehicles or even to a single vehicle. An example of those
additional resources are pollution monitoring sensors that can
be added to some probe vehicles performing environmental
monitoring. Among the optional objects we can also list those
objects containing the blueprint and the performance figures
of the applications running on a given vehicle.

Specifically, we considered the following mandatory
objects:

• Device (ID 3): This is a standard OMA object containing
a description of a generic device (the vehicle itself in our
case). It contains 23 resources conveying information
such as the manufacturer, the model number, the serial
number.

• Global Navigation Satellite System (ID 3430): This is
a standard OMA object providing all the information

2http://openmobilealliance.org/tech/profiles/LWM2M.xsd

required to calculate the position/location of the vehi-
cle [42]: e.g., latitude, longitude, elevation and others.

• Vehicle CAN Data (ID 19019): This is a customized
OMA object to describe data related to the vehicle’s
kinematics, extracted from the CAN bus. Creating a
custom OMA object model implies the definition of
the identifiers necessary to pinpoint the object and
its resources; referring to the OMA-LwM2M standard,
we chose this model ID (i.e., 19019), in the range allo-
cated for models registered by individuals or companies.
A short description of the model is reported in Table 1.
Without loss of generality, a subset of kinematics-related
data, as extracted by the CAN bus and transmitted by
vehicular OBU, are represented as resources. Others can
be flexibly added.

To give a practical example of our design, the URI
19019/0/0 refers to the vehicle resource Revolutions per
Minute (RPM) identified by the OMA-LwM2M path Objec-
tID/InstanceID/ResourceID. In such example: the ObjectID
is the Vehicle CAN Data ID (19019); the InstanceID is
0; and the ResourceID is the RPM resource ID equal to
0 as described in the OMA-LwM2M XML semantic meta
model of the Vehicle CAN Data custom Object previously
introduced and reported in the following table.

Besides the mandatory objects, a vehicle might be
described by further optional objects. The inclusion of
optional objects makes our data model easily extensible at
any time to describe the specific features of a single vehicle
as well as the possible aftermarket add-ons installed during
the vehicle’s lifetime. As an example, if a vehicle is equipped
with an external CO2 sensor, the standard OMA object
6047 should be included in the description of that vehicle.

In the same manner, our proposed data model can be
extended to take into account all the specific tasks performed
in the OBU. Particularly relevant to this work are object
detection ML inference tasks running on the vehicles which
can be easily represented through an OMA-LwM2M object
using theOMA-TinyML object model we devised in [43]. The
VDT could ask a vehicle to perform object detection to serve,
for instance, an application responsible for the cooperative
creation of HD digital maps [34]. A short description of the
aforementioned object is reported in Table 2.

Specifically, the resource called ‘‘AI Application’’ indi-
cates the executed inference task (e.g., object detection),
the resource ‘‘Model’’ denotes the utilized ML model (e.g.,
Convolutional Neural Network (CNN)), the resource ‘‘CPU’’
indicates in GHz the computing capabilities available on the
device where the inference task is running (e.g., 2.5 GHz),
the resource ‘‘Start Inference’’ allows to trigger on-demand
the task execution, and the resource ‘‘Output’’ describes
the inference output using a JSON-formatted string. In our
context, the latter resource has values such as ‘‘[[264, 250,
544, 377]][‘car’][0.92]’’, describing where the object has
been detected inside the analyzed frame (i.e., the first four
numbers represent the box center offset along x and y axis, the
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TABLE 1. OMA-LwM2M model for object Vehicle CAN Data (ID 19019).

TABLE 2. OMA-LwM2M model for object OMA-Tiny ML (ID 20000).

box width and height in pixels), class (i.e., car), and related
detection accuracy (i.e., 0.92).

D. THE SOUTHBOUND INTERFACES
The southbound interfaces allow data exchange between the
real vehicle and its virtual counterpart, the VDT.

Whatever the radio interface available on board, according
to the protocol implemented by the vehicular OBU, the
VDT can expose multiple southbound interfaces protocols,
e.g., MQTT [44], CoAP [45], which provide a reliable and
efficient two-way communication, and more protocols can be
flexibly added. In the following, without loss of generality
and similarly to [20] and [46], we rely on MQTT.

MQTT is a communication protocol designed for the
IoT that adopts a lightweight approach and employs the
publish/subscribe paradigm [47]. MQTT clients can operate
as both publishers and subscribers. The latter ones subscribe
to a particular topic and receive notifications when a new
message related to that topic is published by a publisher
through a broker, which acts as a server with themain purpose
of forwarding packets between publishers and subscribers.
MQTT topics are organized in a hierarchical structure with
forward slashes (/) used as delimiters. Each level of the
hierarchy must have at least one character to be considered
valid. The protocol offers low overhead interactions and
supports real-time messaging. These features make it suitable
for time-sensitive applications in the CAVs context, where a
vehicle can be at the same time a data publisher or subscriber,
for example, to publish telemetry data and to receive external
commands to/from the VDT. In the envisioned framework
all MQTT publish messages include a payload formatted in
JSON, adhering to the OMA-LwM2M semantics.

Our framework supports the bidirectional communication
between the actual vehicle and its VDT by leveraging
three primitives defined using three different topic prefixes,
namely:

• cmnd: this primitive is employed by the VDT to trigger
command execution on the vehicle and to force/query

the publication of the device resource status. For
example, the VDT operates it to trigger actuation on
the vehicle’s settings or to query the actual status of the
vehicle. Moreover, this primitive can be used to enable
the VDT to observe some telemetry data that the vehicle
publishes over time without the need to issue multiple
requests.

• stat: this primitive is utilized by the vehicle to answer a
query (i.e., a cmnd publish) formerly issued by the VDT
as well to notify the VDT about a punctual update on
a specific vehicle’s parameter (e.g., an alarm indicator
lighting on) using this interface.

• tele: this primitive is utilized by the vehicle to exchange
telemetry data with the VDT at fixed time intervals. It is
utilized to periodically notify the VDT about the value of
the data describing its status (i.e., RPM, Position, CO2,
etc.) in the observation process. Optionally, telemetry
can be set to forward messages only when resource data
change value.

Those primitives are supported through MQTT messaging
as follows. Either entities, the vehicle and the VDT, subscribe
topics such as prefix/VIN/ObjectID/InstanceID/ResourceID
where prefix represents the specific communication prim-
itive to be implemented, Vehicle Identification Number
(VIN) identifies the vehicle to be monitored, and Objec-
tID/InstanceID/ResourceID have the semantic URI formerly
described. To cumulatively subscribe to a block of topics,
the MQTT wildcard # can be used to indicate all the topics
hierarchically below it and wildcard+ can be used to indicate
all the topics regardless of what may be contained in the topic
level where the special plus character is used. As an example,
the string tele/VIN_x /# indicates a subscription to all the
telemetry topics concerning the vehicle identified by VIN_x.
Instead, the string +/VIN_x/# indicates a subscription to all
the topics concerning the vehicle identified by VIN_x regard-
less the prefix. In the same way, a subscription finishing at
the InstanceID level (e.g., tele/VIN_x/19019/0) is utilized
for a single OMA Object, and a subscription terminating
at the ResourceID level (e.g., tele/VIN_x/19019/0/0) refers
to a single OMA Resource belonging to an OMA Object.
The actual communication is carried out by posting/receiving
messages on the most appropriate topic. As an example,
a vehicle, identified by VIN_x, wishing to communicate to its
VDT telemetry information, such as an update that its coolant
temperature has reached 98 ◦C , should post this value on the
topic tele/VIN_x/19019/0/3.
Furthermore, in alignment with the evolutions proposed in

the OMA standard [48], the southbound interfaces support
OMA-like ‘‘Read’’ and ‘‘Read-Composite’’ operations. The
Read operation allows to request reading for: (i) single
object, specifying the ObjectID in the path, which includes
all the instances and, therefore, all the resources of the
instances; (ii) single object instance, specifying Objec-
tID/InstanceID path, which includes all resources of that
instance; and (iii) single resource, specifying the entire
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ObjectID/InstanceID/ResourceID path, which includes only
the resource specified in the declared path.

Using the newly added Read-Composite request instead,
received packets can be composed by resources belonging to
different objects as described in the example below:

{‘‘tmstp′′
: ‘‘2023 − 06 − 19T9 : 32 : 34 + 02 : 00′′,

‘‘e′′
: [{‘‘n′′

: ‘‘3430/0/1′′, ‘‘v′′
: 38.168755},

{‘‘n′′
: ‘‘3430/0/2′′, ‘‘v′′

: 15.644197},

{‘‘n′′
: ‘‘19019/0/0′′, ‘‘v′′

: 779}]}

where the Latitude and Longitude resources of the GNSS
object (ID 3430) are conveyed along with the Engine RPM
resource of the Vehicle CAN Data object (ID 19019).
Such operation allows to read any combination of objects,
object instance and resources of different objects in a single
communication (i.e., MQTT publish packet) reducing the
number of packets exchanged for the same number of
transferred resource’s values.

Then, southbound interfaces are devoted to vehicle
management which includes data collection for monitoring
purpose such as vehicle control. The control can be exercised
both through the parametric setting of resource values and
through the sending of commands (i.e., using the OMA-
LwM2MExecute operation). To this end, a topic starting with
the cmnd prefix is used to indicate that the published data are
commands. Furthermore, the actuation topic has to continue
up to the ResourceID level to perform the action by a specific
OMA-LwM2M resource. Thus, a topic used to initiate actions
is as follows:

cmnd/VIN/ObjectID/InstanceID/ResourceID

For instance, to control the RPM of the vehicle identified
by VIN_x, the VDT should post the value of RPM it wishes
to set under the the topic cmnd/VIN_x/19019/0/1. In the
same way, the VDT can trigger an inference process on
board the vehicle by publishing a message under the topic
cmnd/VIN_x/20000-
/0/3.

E. THE NORTHBOUND INTERFACES
These specific interfaces are exposed by the VDT in favor
of several applications and/or services interested in the data
retrieved/processed by the VDT.

Applications and services may request access through
web-oriented protocols and based on the Representational
State Transfer (RESTful) approaches. In fact, the northbound
interfaces of the VDT use the HyperText Transfer Protocol
(HTTP) enabling not only reading operations but also
management operations on vehicle. The expected primitives,
based on HTTP methods, are: READ, READ realtime,
WRITE, EXECUTE, OBSERVE, DELETE Observation.

In order to maintain semantic interoperability, the message
payload is based on the OMA-LwM2M semantics in JSON
format. Moreover, interfaces to request aggregated and/or

filtered data based on the keys declared in the body of the
HTTP request are added to the aforementioned primitives.

IV. PERFORMANCE EVALUATION
The evaluation study aims at (i) providing a preliminary
but realistic PoC of the proposed framework by leveraging
off-the-shelf hardware and software components, properly
combined and overhauled to meet the targeted objectives and
(ii) assessing the communication and computation footprints
of the envisioned components and workflows, under different
settings.

A. EXPERIMENTAL SETUP
In the following the main hardware and software components
are described in detail and graphically sketched in Fig. 2(a),
whereas the corresponding experimental set-up is shown in
Fig. 2(b).

1) HARDWARE COMPONENTS
An ELM327 module is used for translating CAN bus
messages coming from ECU. On the one hand, it is connected
to the vehicle’s CAN bus through the OBD-II port, and on the
other hand to the ESP32microcontroller (i.e., one of the OBU
components) via Bluetooth.

The purpose of this system is to extract data from the
CAN bus and parse it using specific code running on the
microcontroller.

The system retrieves various data from the CAN bus,
such as kinematics parameters, sensor readings, vehicle
diagnostics. Such raw data are then processed and merged
with GNSS coordinates obtained from an Adafruit Ultimate
GNSS Breakout receiver [49], a high-quality and energy-
efficient GNSS module that can track up to 22 satellites
on 66 channels, with an excellent high-sensitivity receiver,
and a built-in antenna. This GNSS module is connected to
the ESP32 microcontroller. The latter one is responsible for
sending the merged data to the VDT hosted on an edge server.
For the purpose of experimentation, the edge server facility is
implemented by a laptop with CPU Intel Core i7-6500U, 12
GB RAM and 512 GB SSD.

For the ease of PoC implementation, the cognitive tasks
concerning the on-board object detection are performed
through a laptop, to which the USB camera is connected.

2) SOFTWARE MODULES
Different software modules complement the hardware setup.
The following three lightweight and easy to deploy libraries
are hosted at the OBU side:

• The ELMDuino [50] is the library employed to perform
queries through the ELM327 module. In particular, this
library is based on the OBD-II standard and enables the
reading of the data reported in Table 1, without knowing
OBD-II specifics (e.g., PIDs).
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FIGURE 2. The developed PoC: main hardware and software components.

• The library chosen to convert GNSS signals acquired
into location data, such as latitude, longitude, timestamp,
is TinyGPS++ [51].

• The library used to perform on-board object detection
tasks is cvlib [52]. Indeed, our system relies on a Python
script where cvlib functions are employed to acquire a
video streaming through a USB camera and then process
it. Specifically, the leveraged ML model is Yolov4-
Tiny [53], a tiny version of the well-known Yolov4
model, based on a CNN, designed to run using fewer
hardware resources.

All the aforementioned libraries are open source.
AnMQTT client is also hosted at the OBU. The Mosquitto

client implementation [54] has been chosen since it is con-
sidered one of the most popular MQTT implementations due
to its simplicity in installation, operating system portability,
and a few lines of code [55], well matching the OBU
constraints.

The envisioned framework also relies on three Docker
containers running on the device acting as an edge server.
Specifically, we chose Docker [56] as a lightweight virtual-
ization platform due to our requirements for scalability at the
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FIGURE 3. Trip of the experimental test-bed in the city of Reggio Calabria.

edge. In particular, our Docker ecosystem is composed of the
following containers:

• The Mosquitto container: it runs the namesake
Mosquitto Docker image and serves as the MQTT
broker, responsible for facilitating communication
between the VDT and the vehicle. Its scalability
compared to other MQTT open-source implementations
has been recently proven in [57].

• The VDT container: it runs our custom image for the
VDT. It is specifically designed to include an MQTT
client, to parse received data using the OMA-LwM2M
data models and to interact with the repository.

• The InfluxDB2 container: it runs the InfluxDB2 Docker
image and acts as the repository for the VDT. InfluxDB2
is a high-performance time series database that allows
efficient storage, querying, and retrieval of time-
stamped data [58]. Its usage to create a DT platform
is also foreseen in [59], where an Industry 4.0 context
is considered. The InfluxDB2 container integrates
seamlessly with the VDT container, providing a robust
and scalable solution for storing and managing the VDT
data; interactions occur through HTTP primitives.

B. METRICS
The following metrics have been measured.

FIGURE 4. Intra-twin communication footprint for different sets of data
and data transmission frequencies using Read and Read-Composite
operations.

FIGURE 5. VDT processing time for different sets of data and data
transmission frequencies using Read and Read-Composite operations.

• Intra-twin communication footprint: it refers to the
amount of kbit/s transmitted over the southbound
interfaces from the OBU to the VDT through MQTT
publish messages with the tele primitive as well as
the relevant signaling messages (e.g., TCP ACK). It is
measured through the tcpdump tool [60]. Such a metric
allows to assess how the presence of the VDT impacts
the network load over the radio segment.

• VDT processing time: it is computed as the time taken by
the VDT to parse data received (in JSON format) from
the OBU and store them in the InfluxDB2 container.
It provides a measure of when data are actually usable
after being retrieved.

• Edge resource utilization: it refers to the amount of
computational resources spent at the edge to run the
VDT and InfluxDB2 containers, during their operations.
It is measured through the Linux utility top and allows
to infer the scalability of the proposal.

C. RESULTS
Results have been derived for different sets of data
being transmitted by the OBU to the VDT, during
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FIGURE 6. CPU usage for different sets of data and data transmission
frequency values using Read and Read-Composite operations.

experiments conducted with a vehicle moving in a urban
scenario:

• The set denoted as Tracking includes timing and GNSS
data, specifically latitude and longitude information,
from Object 3430.

• The set of data denoted as Telemetry, along with the
latitude and longitude, conveys additional kinematics
data, corresponding to resources of the Object 19019,
as per Table 1.

• The set denoted as CAV encompasses the previous sets
of data plus those carrying inference results in terms
of detected objects, corresponding to the Object 20000.
During the conducted journey, the average number of
detected objects per frame is equal to 3.14.

The 10 km-long followed path is shown in themap reported
in Fig. 3.

Experiments have been performed when varying the
update frequency of data transmission from the OBU to the
VDT, from 1Hz up to 10 Hz. The lowest frequency resembles
Floating Car Data (FCD) scenarios [29], whereas the highest

FIGURE 7. RAM usage for different sets of data and data transmission
frequency values using Read and Read-Composite operations.

frequency valuemay resemble the sampling frequency of data
from cameras and LiDARs [61]. Such a value is considered
to conduct a stress test both over the radio interface and on
containers to be hosted at the edge server.

For all reported results, the OMA LwM2M Read-
Composite operation which selectively reads several
Resource Instances of different Objects in a single request
is benchmarked against the conventional Read operation.
For the Tracking data, carrying a single Object, the Read
and Read-Composite operations are the same. Hence, in the
following Figures, the corresponding bar is only reported for
the Read operation, to avoid cluttering the plots.

The first set of results in Fig. 4 reports the intra-twin
communication footprint. As expected the larger the amount
of data transmitted, the higher the communication footprint,
with a maximum amount of data in the order of 60 kbit/s in
the worst case, i.e., CAV setting, 10 Hz and Read operation.
Despite the small footprint, as the number of involved
vehicles (it could be hundreds in large cells) increases,
it could heavily burden the uplink channel of the cellular
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network, thereby threatening the delivery of traditional traffic
or hindering the timely data exchange between the vehicle
and the correspondingVDT. Interestingly, thanks to the Read-
Composite operation, the total amount of data transmitted
can be reduced up to 24% for the CAV data transmitted with
a 10 Hz frequency. This is because it allows the transmission
of a single (larger) MQTT publish message containing
information regarding different OMA objects, instead of a
packet per each object and incurs a lower transport signaling
(i.e., 50% and 66% less in Telemetry and CAV scenarios,
respectively).

The VDT processing time is shown in Fig. 5. The
metric reasonably increases as more data are published, i.e.,
when passing from Tracking to CAV data. More time is
needed to parse the received message(s) and store retrieved
resources in the InfluxDB2 container, making them available
to other parties and/or processing modules. Whatever the
data transmission frequency value, the metric is higher
for the Read operation, because multiple packets need to
be processed to retrieve the same set of data. When the
Read-Composite operation is enabled, instead, packets even
received at 10 Hz do not experience bottlenecks while being
processed (the processing time does not significantly exceed
100 ms, even when CAV data are considered).

The lower processing time values at 10 Hz compared to
the lower frequency values can be explained by a sort of
granularity effect. In fact, as shown in Fig. 6(a), up to 10 Hz
the CPU consumed by the VDT container remains under the
capacity of a single core, i.e., 3.1 GHz in our case, then it is
reasonable to assume that the VDT container is using a single
core. At 10 Hz the computational load of the VDT increases
so that the VDT container gets more processing resources and
starts using more than a single core. This intuition is again
confirmed by Fig. 6(a) which shows that the overall CPU
consumed by the VDT container exceeds the resources of a
single core. As a consequence, having now two cores at its
disposal, the VDT can perform much better by experiencing
a lower processing time compared to the case with a lower
data transmission frequency.

In both Fig. 6(a) and Fig. 6(b), the CPU utilization
respectively, at the VDT and InfluxDB2 containers, increases
as the amount of data and the frequency with which
they are transmitted increase. Interestingly, processing a
large MQTT message (as foreseen by the Read-Composite
operation) requires fewer resources at the VDT compared to
processing multiple small size MQTT messages (as foreseen
by the Read operation), conveying the same information.
The same trend holds for the CPU usage at the InfluxDB2
container which overall is very low. Again, utilizing the
Read-Composite operation ensures higher scalability. Indeed,
reducing the amount of resources needed per VDT, means
that more VDTs can be deployed at the same edge
server.

RAM usage is affected by the frequency and the amount
of exchanged data, usually rising as these parameters
increase. Furthermore, the values are either below or do not

exceed significantly 4% and 1% for VDT and InfluxDB2,
respectively, as shown in Fig. 7(a) and Fig. 7(b).

V. CONCLUSION AND FUTURE WORKS
In this paper, we have presented the design of an edge-
based DT framework for CAV. All the components of the
envisioned framework (i.e., the physical entity, the VDT, and
southbound and northbound interfaces) have been described
in detail along with the rationale behind the relevant design
choices and selected deployment options.

A comprehensive PoC has been developed to showcase
the viability of the proposal. Moreover, metrics have been
measured to understand the performance in terms of commu-
nication footprint over the vehicle-VDT radio interface and
computation footprint of the VDT at the edge infrastructure.

The analysis has been conducted also from a networking
perspective to provide, especially to network operators,
helpful insights on the requirements of a VDT framework to
be practically deployed at a large-scale.

Results show that the Read-Composite operation is
efficient in terms of used communication and computing
resources. We can expect that larger benefits can be achieved
when further OMA LwM2M objects are subscribed at once
and, hence, multiple data are retrieved.

Future works will address the extension of the VDT with
cognitive components and the assessment of their computing
and communication burden.
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