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Abstract: This review examines the integration of advanced ultrasonic techniques and artificial intel-
ligence (AI) for monitoring and analyzing concrete structures, focusing on detecting and classifying
internal defects. Concrete structures are subject to damage over time due to environmental factors
and dynamic loads, compromising their integrity. Non-destructive techniques, such as ultrasonics,
allow for identifying discontinuities and microcracks without altering structural functionality. This
review addresses key scientific challenges, such as the complexity of managing the large volumes
of data generated by high-resolution inspections and the importance of non-linear models, such as
the Hammerstein model, for interpreting ultrasonic signals. Integrating AI with advanced analytical
models enhances early defect diagnosis and enables the creation of detailed maps of internal disconti-
nuities. Results reported in the literature show significant improvements in diagnostic sensitivity
(up to 30% compared to traditional linear techniques), accuracy in defect localization (improvements
of 25%), and reductions in predictive maintenance costs by 20–40%, thanks to advanced systems
based on convolutional neural networks and fuzzy logic. These innovative approaches contribute
to the sustainability and safety of infrastructure, with significant implications for monitoring and
maintaining the built environment. The scientific significance of this review lies in offering a sys-
tematic overview of emerging technologies and their application to concrete structures, providing
tools to address challenges related to infrastructure degradation and contributing to advancements in
composite sciences.

Keywords: ultrasonic techniques; artificial intelligence; structural monitoring; Hammerstein model;
non-destructive testing (NDT); concrete microcracks; signal processing; predictive maintenance

1. Introduction

Concrete structures are vulnerable to damage due to environmental factors and dy-
namic loads [1–3]. Non-destructive techniques (NDTs) provide highly effective and accurate
tools for detecting the presence of any discontinuities that have formed as a result of the
stresses to which the structure is subjected. These techniques are based on an analysis of the
propagation in the structure to be investigated. The use of self-healing concrete offers an
innovative solution, activating mechanisms that limit damage and reduce external interven-
tions [4–7]. Before analyzing propagation in self-healing concrete, it is essential to acquire a
clear understanding of innovative models and algorithms for the localization, classification,
and prediction of defects, capable of highlighting structural non-linearities and effectively
managing large volumes of data. However, the precise evaluation of structures requires
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advanced monitoring techniques to detect defects early and predict their evolution [8–10].
Non-destructive techniques (NDTs) allow for monitoring the integrity of structures without
compromising their functionality [11–21], unlike destructive tests [22–26].

Among the most common NDTs, thermography identifies superficial anomalies but
does not detect deep defects [27–32]. X-ray analyses offer detailed images but require
expensive equipment with exposure risks [33–36], while vibrational measurements are
limited in detecting minor defects [37–39]. Ultrasonic (US) techniques penetrate deep into
the concrete, detecting microcracks and internal discontinuities with high precision [40–45].

The discontinuities alter the path of the US, highlighting non-linear behaviors detected
through complex models such as that of Hammerstein [46], which allows the early detection
of cracks with greater sensitivity than linear techniques. However, managing US data
is complex as the phenomenon is governed by numerous [47–50] variables. Artificial
intelligence (AI) supports processing this data, improving structural safety and reducing
maintenance expenses, and enables early diagnosis of defects by detecting weak signals
that escape conventional analysis.

The research project “Integration of Artificial Intelligence and Ultrasonic Techniques
for Monitoring Control and Self-Repair of Civil Concrete Structures (CAIUS)”, which lasts
24 months and is funded by the Italian Ministry of University and Research (MUR) under
the PRIN 2022 program (Prot. 2022AZPLL8), integrates AI and US to develop advanced
models based on fuzzy logic. These models obtain high-resolution maps of discontinuities
in concrete and monitor self-healing processes in civil concrete structures. The synergy
between the Hammerstein model and AI allows us to accurately describe US propagation,
improving the detection and evaluation of defects [46,50].

Key features of CAIUS include developing defect maps based on non-linear US tech-
niques, creating neuro-fuzzy predictive models for structural risk analysis, and optimizing
AI algorithms for processing large data sets. The project also involves laboratory testing on
specimens using self-repair techniques with innovative cementitious materials enriched
with crystallizing additives and field testing on existing structures.

CAIUS stands out for its design of real-time monitoring systems with low computa-
tional load and its wireless device remote control capability. Its interdisciplinary approach
involves advanced expertise in civil engineering, AI, and non-destructive testing techniques,
ensuring a significant scientific, technological, and societal impact. The project aligns closely
with the National Recovery and Resilience Plan (PNRR) objectives, contributing to the
safety, sustainability, and redevelopment of the national infrastructure.

The synergy between Hammerstein models and AI creates a continuous monitoring
system essential for predictive maintenance, reducing costs, and evaluating the effectiveness
of self-repair processes. The CAIUS project, thus conceived, associates each US signal with
a specific defect type, creating an abacus of defects that will constitute a valuable reference
for technicians and legislators for any updates to the current legislation. CAIUS thus
responds to the global need for infrastructure safety and the growing attention towards
self-healing concrete, contributing to the long-term sustainability of structures.

The main objectives of this review can be summarized as follows. To conduct an
in-depth scientific review on high-resolution US technologies and the use of AI, integrating
non-linear Hammerstein models to manage data and create an effective structural monitor-
ing system and integrating Hammerstein models with AI to analyze high-resolution US
wave propagation in concrete address intrinsic non-linearities, enhancing sensitivity, detec-
tion, classification, and defect prediction. This approach creates an efficient and durable
monitoring system that reduces maintenance expenses by leveraging hybrid systems based
on fuzzy logic, enabling intuitive data management through adaptable and easily updatable
fuzzy rule banks by experts.

Our aim is to offer a complete overview of concrete monitoring that can also be used
for self-repairing concretes, with tools for real-time analysis.

Given that high-resolution ultrasonic (US) techniques generate large volumes of data,
often affected by noise, the most suitable filtering methodologies will be analyzed to
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enhance the interpretive accuracy of US signals. This analysis is automated through
convolutional neural networks, which detect potential microcracks that, using AI-based
approaches, can be monitored to estimate the risk of further damage and/or the need for
interventions. The review emphasizes how integrating US and AI techniques facilitates
managing large data volumes, enhancing noise filtering, and optimizing US data interpre-
tation. This approach advances structural diagnostics, offering a detailed understanding of
concrete conditions and improving predictive maintenance efficiency. The CAIUS project
significantly contributes to preventive maintenance solutions and cost reduction, and estab-
lishes itself as a reference for future AI-driven infrastructure monitoring research. Figure 1
displays a flow chart of this work, also highlighting the link between what is proposed and
the corresponding section.

Figure 1. Visual abstract summarizing the logical organization of this review: Based on Biot’s theory
and, in parallel with the experimental investigation, the comparable values of the US wave speed
allow the evaluation of the Young and Poisson modules. The large amount of data available require
AI techniques for detecting, classifying, and predicting defects. Furthermore, using Hammerstein
models combined with appropriate AI techniques allows for obtaining performances that are a
prelude to an effective and efficient synergy with neuro-fuzzy systems.

The remaining part of the review is structured as follows. Once the main ones have
been outlined, the physical–mathematical foundations of US in NDT are finished (Section 2)
as they pertain to US in concrete (intended as porous media according to Biot’s theory), also
regarding the mechanical characteristics of concrete as a function of US propagation speeds.
Section 3 specifies the methods for carrying out laboratory tests on “ad hoc” constructed
specimens, also discussing the attenuation problem (Section 4 below). Once the issue of
non-linearity is introduced (Section 5), modern high-resolution US technologies that exhibit
the well-known problem of “big data” are discussed in Sections 6 and 7, highlights how
some supervised AI techniques equipped with learning procedures locate and classify
defects in concrete via US, just as some types of transforms assist back-propagation neural
networks in structuring neural architectures, which can be optimized using genetic algo-
rithms, to achieve the objectives set (Section 8). Furthermore, Section 9 proposes some
supervised AI techniques for the prediction of defects in concrete using the US and then
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introduces the Hammerstein model, which is helpful in the localization, classification,
and evolution of defects (Section 10). The next section (Section 11) proposes some of
the most advanced synergies between the Hammerstein model and AI techniques for
improving performance. Then, the paper converges on a section proposed in the CAIUS
Project, which integrates the Hammerstein models with approaches to fuzzy ascription in
network mode to take advantage of innovative learning algorithms (Section 12). Finally,
some conclusions and future perspectives are offered as helpful food for thought for the
continuation of scientific activity.

2. Fundamentals of Mathematical Physics for the Application of US in NDT

Since concrete is a porous medium with air present in the pores, Biot’s theory of
poroelasticity can describe the propagation of US waves, but the physical properties of air
influence the propagation differently compared to a denser fluid (such as water) [51–54].

The oscillations are elastically transmitted from one area of the material to the next as
a wave characterized by directions of propagation and vibration. If the wave is longitudi-
nal, the direction of vibration is parallel to that of propagation: the elementary particles,
arranged on an ideal plane, cyclically increase and decrease their distance regarding the
next plane, creating areas of pressure and depression. They propagate in solids, liquids,
and gases, are characterized by acoustic pressure (force per unit of surface area exerted
perpendicularly to the wave-front), and constitute the type most commonly used in US
inspection. In transverse waves, the direction of vibration is perpendicular to that of prop-
agation, and they are used for US inspection of welded joints propagating exclusively in
solid media since gases and liquids do not transmit shear stresses (but only compressive
stresses). Surface waves propagate only in the outermost layers of materials (thickness of
the order of 1÷ 2 wavelengths).

Biot’s theory models the propagation of US waves through concrete via solid–fluid
interactions in porous materials. Unlike alternative theories that could consider the material
only as solid or fluid (Johnson-Allard [55], Kuster-Toksöz [56]), Biot distinguishes between
the movements of the solid matrix and the fluid in the pores, allowing for accurately
describing the presence of multiple wave modes and the viscous and inertial effects that
influence wave speed and attenuation. Biot’s theory, valid over a broad frequency spectrum
and confirmed by empirical research, proves flexible and accurate in describing ultrasonic
propagation in concrete, allowing it to adapt to different boundary conditions and complex
geometries for engineering applications.

The equation of motion for the solid matrix, derived from Newton’s law for the
dynamics of a porous medium, is as follows[51–54]:

ρ11
∂2u
∂t2 + ρ12

∂2w
∂t2 = ∇ · σ + α∇P (1)

where u [m] is the displacement of the solid matrix; w [m] is the relative displacement
of the air in the pores; ρ11 = ρs + ϕρ f [kg/m3] is the effective density of the solid matrix,
where ρs [kg/m3] is the density of the solid matrix and ϕ (dimensionless) is the porosity of
the material, and ρ f [kg/m3] is the density of the air (equal to approximately 1.2 kg/m3 ).
Furthermore, ρ12 = −ϕρ f [kg/m3] is the dynamic coupling term between the solid matrix
and the air in the pores, while σ [Pa] is the stress tensor in the solid matrix. Finally, α
(dimensionless) is the coupling coefficient between the pore air pressure and the matrix
deformation. Obviously, P [Pa] indicates the air pressure in the pores.

The air in the pores obeys the following equation of motion [51–54,57]:

ρ12
∂2u
∂t2 + ρ22

∂2w
∂t2 = ∇P− α∇ · σ − ηw (2)

where ρ22 = ϕρ f [kg/m3] is the density of the air in the pores; η [Pa·s] is the dynamic
viscosity of air (1.81× 10−5 Pa·s at room temperature).
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P is related to the volumetric compression of the solid matrix and the fluid through the
following [51–54]:

P = −M(∇ · u +∇ ·w) (3)

where M [Pa] is the compressibility modulus of the air (capacity of the air to be compressed
inside the pores), evaluated as M = S−1γP0, where γ (dimensionless) is the ratio of the
specific heats of the air (about 1.4), P0 [Pa] is the atmospheric pressure (equal to about
101, 325 Pa) and S is the saturation of air in the pores.

Since ρ f ≪ ρs, Equation (2), for our specific case, is negligible. Then, the acceleration

term, ρ22
∂2w
∂t2 , is minimal compared to the terms associated with the solid matrix. Fur-

thermore, the coupling term, α∇ · σ, representing the interaction between the air in the
pores and the deformation of the solid matrix, given the low density and viscosity of the
air, is weak compared to other elastic effects. Finally, w is small compared to u, so we
approximate w as follows [51–54]:

w ≈ −ρ12

ρ22
u. (4)

Then, substituting (4) into (1), we obtain the following:

ρ11
∂2u
∂t2 −

ρ2
12

ρ22

∂2u
∂t2 = ∇ · σ − αM∇

(
∇ · u− ρ12

ρ22
∇ · u

)
(5)

Hence, as in [51–54], it can be seen that

ρeff = ρ11 −
ρ2

12
ρ22

(6)

For the effective density, we obtain the following [51–54]:

ρeff
∂2u
∂t2 = ∇ · σ − αM∇

(
1− ρ12

ρ22

)
∇ · u. (7)

But from continuum mechanics, the constitutive relation for the efforts takes the following
form [51–54]:

σ = 2Ge + λ(∇ · u)I, e =
1
2

(
∇u +∇uT

)
(8)

where e represents the strain tensor, G [Pa] is the shear modulus of the solid matrix (which
for concrete is of the order of 109 Pa); λ [Pa] is the first Lamé parameter (a measure of the
volumetric resistance of the material and describes how the material reacts to a change in
volume under compression or expansion). Then, substituting the first of the (8) into (7),
we obtain that

ρeff
∂2u
∂t2 = ∇ · (2Ge + λ(∇ · u)I)− αM∇

(
1− ρ12

ρ22

)
∇ · u. (9)

We observe that α, coupling the air pressure and the deformation of the solid matrix,
for elastic waves where the interaction between the solid matrix and the air is negligible,
decreases considerably because ρ f is very low compared to the solid matrix, which reduces
the dynamic contribution of the air.

Furthermore, when ρ12 ≪ ρ22, 1− ρ12
ρ22
→ 1, it is implied that αM∇(1− ρ12

ρ22
)∇ · u ≈

M∇(∇ · u). However, since the solid matrix is dominant, the term with α disappears from
Equation (9), with the positive sign remaining because the compression, associated with
the pressure of the fluid, is positive, assuming the following final form [51–54]:

∇ · (2Ge + λ(∇ · u)I) + M∇(∇ · u) = ρeff
∂2u
∂t2 . (10)
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In the case of longitudinal waves, u is a scalar function that varies only along a specific
direction, u = u(x, t)ex, where ex is the unit vector of the direction of wave propagation
so that the shear components of e do not contribute to the motion. In the first of (8), 2Ge,
which represents the shear stresses, since e has only diagonal components, contributes
only to the volumetric compression. λ(∇ · u)I, describing the volumetric part of the effort,
depends on ∇ · u. Then, combining the terms, σ = (λ + 2G)(∇ · u)I [51–54]. Furthermore,
since e contributes only to volumetric compression, M∇(∇ · u) represents the contribution
of the compressibility modulus of the air in the pores; then, it can be neglected if the
influence of air in the pores is weak compared to the elastic behavior of the solid matrix.
Finally, (10) becomes the following [51–54]:

∇ · ((λ + 2G)(∇ · u)I) = ρeff
∂2u
∂t2 , (11)

which, given the scalarity of u, ∇ · u = ∇ · u, takes the following form: [51–54]:

(λ + 2G)∇(∇ · u) = ρeff
∂2u
∂t2 . (12)

Using the hyperbolic Equation (12), it is necessary to consider appropriate initial and bound-
ary conditions for the specimen dependent on the mechanical properties of the concrete
(including λ, G, and ρeff) and under specific geometric and physical conditions [51–54].
A usual choice is to assume that the material is initially in a state of rest, u(x, 0) = 0,
applying a US source which at t = 0 has a non-zero initial velocity, ∂u

∂t (x, 0) = f (x), where
f (x) represents the initial distribution of the speed imparted by the US source [51].

If the specimen surface is not confined or constrained, it makes sense to impose [51]
σ · n = 0 on ∂Ω where n is the unit vector normal to the ∂Ω of the specimen. In terms of
displacement, the above condition can be translated as ∂u

∂n = 0, i.e., that the displacement
gradient normal to the surface is zero. If one of the faces of the specimen is constrained or
in contact with a rigid surface, u = 0 can be imposed on ∂Ω [51].

To avoid unwanted reflections at the ends, an absorption condition is imposed at
the far ends, representing the wave’s dissipation. This condition allows the wave to exit
the domain without reflection, ∂u

∂t + c ∂u
∂n = 0, imitating the behavior of a material which

absorbs the energy of the waves [52].
The initial and boundary conditions defined for the concrete specimen guarantee a

unique and realistic solution. A stable system is obtained by establishing a precise initial
state and specifying consistent physical constraints for the unconstrained and rigid surfaces.
The absorption condition at the ends avoids unwanted reflections, ensuring natural wave
propagation and preventing interference that could compromise the uniqueness of the
solution. The speed of sound within concrete provides information about its internal
structure and defects. It also influences the elastic properties of the material (Poisson’s
ratio and Young’s modulus), which define the mechanical response of the material stressed.
Suppose we assume that the speed of the compression waves (longitudinal waves or P
waves) in the supposedly elastic and isotropic material is given by the following [58]:

c =
√
(ρeff)−1(λ + 2G) (13)

where c [m/s] is the speed of wave propagation. Thus, by substituting (13) into (12), we
obtain the classical equation of wave propagation in a continuous and isotropic elastic
medium [58]:

∂2u
∂t2 = c2∇2u. (14)
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P and S wave velocities provide detailed information about the internal structure and
integrity of concrete. The velocity of the P waves, vp [m/s], depends on the elastic properties
of the material, in particular on G and on ρeff [52,58]:

vP =
√
(ρeff)−1(K + 1.33) (15)

where K [Pa] is the compressibility modulus, which evaluates the resistance of the concrete
to volumetric compression. P waves, traveling faster than S waves, are the first to be
detected by sensors and allow the identification of internal defects (voids, porosity, inclu-
sions), offering indications on the quality of the material in terms of integrity and resistance.
S waves propagate in concrete by causing the particles to oscillate perpendicular to the
direction of propagation. The speed of the S waves, vS, is closely related to the resistance of
the material to transverse deformation expressed by the following [58]:

vS =
√

ρ−1
eff G (16)

S waves travel more slowly than P waves, providing useful information on internal defects,
especially micro-cracks and oriented discontinuities such as cracks and dislocations that
escape P wave analysis.

The combined analysis of vS and vP allows calculating the dimensionless Poisson
modulus ν, which describes the ratio between the transverse and longitudinal deformation
when the concrete is subjected to compression or traction. It can be calculated by the
following [58]:

ν = 2(v2
P − v2

S)(v
2
P − 2v2

S), (17)

from which we obtain Young’s modulus [Pa], E = 2G(1 + ν), which represents a measure
of the stiffness of the concrete and describes its ability to resist elastic deformation when
subjected to a stress along an axis. Since vP and vS are influenced by different factors
(composition of the material, porosity, degree of saturation). The presence of aggregates,
water, or air in the pores significantly influences the speed of the waves. The viscosity
of the fluid in the pores and the ultrasonic frequency attenuate the US waves. The phe-
nomenon can be described by the attenuation coefficient, αatt [1/m], which can be evaluated
according to [51,52,58], as αatt =

ω
Q , where ω [rad/s] is the angular frequency of the US

waves; Q (dimensionless) is the material quality factor (ratio between stored and dissi-
pated energy). Dually, it is possible to obtain vP and vS starting from E and ν. In fact,
following [58], considering that

G = (2(1 + ν))−1E, K =
E

3(1− 2ν)
, (18)

(15) becomes the following [58]:

vP =

√√√√ E
3(1−2ν)

+ 4
3

E
2(1+ν)

ρeff
=

√
E(1− ν)

ρeff(1 + ν)(1− 2ν)
. (19)

Furthermore, by replacing (18) in (15), it is easy to obtain the following [58]:

vS =

√√√√ E
2(1+ν)

ρeff
=

√
E

2ρeff(1 + ν)
. (20)

The US signal exploits the ability of some crystals to vibrate under the action of an electric
field E producing elastic waves of US frequency, as long as E oscillates at the resonance
frequency (piezoelectricity) [59]. Since they have a very short wavelengths, US signals can
be reflected from minimal surfaces (defects). US probes, transducers that convert electrical
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impulses into mechanical vibrations and vice versa, are made of a piezoelectric material
consisting of a sheet of polarized material. Applying an electric voltage generates a field
E so that the polarized molecules align themselves parallel to E, causing the material to
expand, transforming the electrical energy into deformation energy.

The main investigation techniques are “through transmission” and “pulse-echo” tech-
niques, which involve three different methods of US inspection: direct, semi-direct, or indirect.

The direct mode uses two probes arranged on opposite surfaces of the specimen,
aligned with each other (see Figure 2a). The emitting probe, via a pulser-receiver, generates
US waves by applying an impulsive voltage to the sheet of polarized material, which,
when deformed, begins to vibrate and generate US waves transmitted to the specimen by
contact. The receiving probe, initially at rest, resting on the opposite surface of the material
under examination, receives, again by contact, the train of waves generated, thus starting to
vibrate (if the vibration frequencies of the probes coincide). The sheet of polarized material
vibrates and produces voltage pulses that are transmitted to the pulser receivers. Pulse
receivers, probes, and a PC station (or an oscilloscope) constitute the basic equipment used
for US inspection. On the other hand, the receiver section receives the voltage signals
sent by the transducer (receiving probe) and amplifies them, making them available at the
output as radio frequency. Through a coupling medium with reduced absorption, the US
waves impact the concrete and, propagating at the generator’s frequency, hit the defect,
absorbing energy and emitting elastic waves with a frequency typical of its resonance but
variously out of phase. The signal that returns to the probe is the superposition of many
waves of the same frequency but out of phase and others of different frequencies, also out of
phase with each other, containing all the information on the defect’s dimensions, geometry,
and nature. Figure 2a displays a typical US test on a concrete specimen. The transmitting
and receiving probes, positioned along two parallel faces of the specimen, slide in parallel,
producing a US signal incident on the specimen. A typical US signal provided by the
probes displayed in Figure 2a is shown in Figure 2b, where both the echo due to the defect
and the background echo are clearly visible (unwanted signal due to internal reflections of
the concrete).

(a) (b)

Figure 2. (a) Typical US test on a concrete specimen. The probe transmitter and receiver flow in
parallel to generate a US signal indicative of the concrete’s integrity state. (b) Representation of the
defect echo and the background echo.

Once the process of generating US waves has been described, it is crucial to understand
how these waves interact with internal discontinuities within the material. The acoustic
impedance of the concrete and its defects determines the amount of wave reflected or
transmitted at each discontinuity surface, enabling the identification and characterization
of defects.
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The acoustic impedance, Z = ρeffv [kg/(m2·s)], with v [m/s] speed of sound (P or
S waves) in the material, describes how US waves interact with the boundaries between
different materials present in the concrete. When a US wave hits a discontinuity surface, part
of the wave is reflected and partly transmitted. The extent of reflection and transmission is
determined by the acoustic impedance of the two materials through the reflection coefficient,
R, and the transmission coefficient, T [60] :

R =
Z2 − Z1

Z2 + Z1
, T =

2Z2

Z2 + Z1
(21)

where Z1 and Z2 represent the acoustic impedance on the sides of the discontinuity surface.
In particular, voids have a much lower Z than solid concrete, reflecting most of the waves.
On the other hand, inclusions may have different Z from the surrounding cement paste,
causing partial reflections detectable by sensors. Analyzing the reflected and transmit-
ted signals makes it possible to locate defects or discontinuities and evaluate their size
and severity.

Remark 1. Biot’s theory is fundamental to physics-informed models. It improves the accuracy of
ultrasonic simulations by integrating physical principles into AI models. Thanks to the physical
constraints of concrete, this approach enables more precise predictions even with limited data,
supporting advanced analyses and more reliable diagnoses, as in the CAIUS project for continuous
monitoring and self-healing.

3. Execution of Tests and Instrumentation Used

To prepare the specimen correctly, mix the ingredients for 2–5 min, paying attention to
the water/cement ratio so that it is between 0.4 and 0.6 until a uniform mixture is obtained.
The concrete is then poured into lubricated molds and filled into compacted layers to
eliminate air bubbles and ensure optimal density. Afterward, the specimens rest for 24 h
in the molds, are covered to avoid evaporation, and are kept at a temperature between
20 ◦C and 25 ◦C. Subsequently, the specimens are matured for 28 days at a controlled
temperature to avoid drying or deterioration. Then, the samples are stored in a controlled
environment with a temperature between 20 ◦C and 25 ◦C and a relative humidity of 95%.
Before testing, surfaces must be cleaned and smoothed. It is essential to document each
stage of preparation, including maturation times and environmental conditions, to ensure
the traceability and repeatability of the tests.

4. Attenuation of US Wave in Concrete

The absorption, dispersion, and reflection of the ultrasonic wave (US) in concrete
progressively reduce its amplitude during propagation. Absorption, due to the viscosity
and internal bonds of the material, involves a loss of energy, which causes an exponential
decrease in the wave’s amplitude with the distance traveled. The initial amplitude A0
reduces according to the attenuation coefficient α, which increases with the frequency of the
wave: high-frequency waves undergo greater attenuation as they interact more intensely
with microscopic defects and internal bonds, with α proportional to f n, where n usually
varies between one and two depending on the characteristics of the concrete.

When a US wave propagates in concrete, it is scattered every time it encounters a
discontinuity, causing some energy to deviate from the original direction and reducing the
amplitude of the received signal. This effect is particularly pronounced for high-frequency
waves, especially when the defects are similar in size to the wavelength, complicating the
interpretation and localization of internal defects.

Micro-cracks and porosity in concrete trap dissipate energy, deflecting waves and in-
creasing attenuation. The pores, having a much lower acoustic impedance than the cement
paste and aggregates, cause strong reflections and energy losses.
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The combination of the above effects weakens and distorts the signal, requiring appro-
priate frequencies to balance resolution (which increases with frequency) and penetration
(which decreases with frequency).

Remark 2. Non-linear analysis is essential for understanding US propagation in concrete, a hetero-
geneous material with internal structural discontinuities. It goes beyond classical linear models by
addressing phenomena like attenuation, micro-cracks, porosity, and internal defects, which serve as
early degradation indicators. Advanced models, such as the Hammerstein model, are employed to de-
tect and quantify these non-linearities, enabling a detailed interpretation of wave-defect interactions.
This approach integrates artificial intelligence techniques to enhance early damage diagnosis, provid-
ing a comprehensive view of concrete behavior under dynamic stresses and supporting advanced
monitoring and self-healing technologies.

5. Non-Linear Analysis

High-resolution and sensitivity techniques require analytical–numerical models that
consider both linear and non-linear components [60]. In fact [61,62], non-linear behaviors
can be associated with discontinuities within concrete, with effects due to the shift of the
resonance frequency as the stress amplitude increases, generation of higher order harmon-
ics, interaction between stress high intensity and irregularity, and sensitivity to non-linear
propagating phenomena (sensitive indicators of the first onset of damage) [63–65]. Fur-
thermore, these principles allow the development of tools that provide results comparable
with the performance of specific analytical models which, due to their high computational
complexity, do not lend themselves to technology transfer [66].

Among the most recent approaches, Hammerstein models provide global parameters
on the onset of defects, which can also be exploited in the case of self-repairing concrete.
However, if their performances appear promising, the data processing, often affected
by uncertainties and/or inaccuracies, requires adequate AI-based treatments with a re-
duced computational load that are advantageous for real-time applications and for HW
prototyping [67–72].

Currently, scientific research is taking its first steps along this line of research, to which
the CAIUS Project will make its contribution through the practical experimentation of this
integration for significant and very interesting developments [73–76].

6. US High-Resolution and Big Data Technologies

The improvement of high-resolution US transmission and reception technologies
makes it possible to obtain increasingly detailed and precise data with a consequent
explosion in the amount of data collected, requiring the management and analysis of large
volumes of information (big data).

They use frequencies higher than conventional ones, usually in the MHz range, detect-
ing minute details in the internal structures of a material with a high spatial resolution.

Mathematically, the resolution is directly proportional to the frequency of the US
signal ∆x = v

2 f , where ∆x is the spatial resolution, v is the speed of sound in the material
(which can be either vP or vs) and f is the frequency of the US signal. Increasing f reduces
∆x, improving resolution and allowing you to distinguish more minor details within the
material. But since vS < vP, S waves provide better spatial resolution than P waves
and a slower velocity reduces the corresponding ∆x, allowing more minor details to be
distinguished. However, P waves are generally more used in US applications because they
are less attenuated and can travel through more materials than S waves.

Remark 3. This review focuses exclusively on supervised AI techniques, which are ideal for analyz-
ing data from high-resolution US methods. By using labeled datasets with known defects, supervised
models enable effective training and achieve high performance in detecting, localizing, classifying,
and tracking damage evolution. Additionally, supervised approaches allow for continuous validation
against known data, ensuring result reliability. In contrast, unsupervised techniques, which rely on
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large unlabeled datasets, need more precise references, making it harder to verify result accuracy and
increasing ambiguity in interpreting US data.

7. Supervised AI Techniques for Identification and Classification of Defects in Concrete
Using US
7.1. Convolutional Neural Networks (CNNs) for Defect Identification

CNNs effectively analyze US signals and are suitable for creating an abacus of 2D
maps representative of various defects, a key objective of the CAIUS project. The CNN
structure includes convolutional layers that extract relevant features from the maps, using
filters to scan the signal and identify local patterns, such as edges, textures, and distinctive
shapes, which can be associated with defects. Each convolutional layer is followed by a
pooling operation, which reduces the dimensionality of the data while maintaining crucial
information to simplify and facilitate defect identification. The data then pass through fully
connected layers, which combine the extracted features for a final classification. In addition
to 2D maps, CNNs are also effectively suited for analyzing 1D US signals, identifying
significant features to improve the representation of recurring patterns, and increasing
performance accuracy. In the context of the CAIUS project, CNNs will allow the recognition
and cataloging of the different types of defects in concrete, building a detailed library of 2D
maps and 1D traces associated with each defect and improving the precision and reliability
in the monitoring and diagnosing of concrete structures [77–96]. A 2D US map can be
represented by a two-dimensional matrix X ∈ Rm×n, where m and n indicate the width
and height of the map, respectively. CNNs apply a filter W ∈ Rp×q to X by scrolling over
the signal image and applying a weighted sum of the values covered by the filter at each
position [77–79]:

S(i, j) =
p−1

∑
u=0

q−1

∑
v=0

X(i + u, j + v)W(u, v), S ∈ R(m−p+1)×(n−q+1). (22)

In (22), S(i, j) is the value obtained by convolution over (i, j), describing how the filter
interprets the local characteristics of the signal. The filter coefficients at position (u, v)
are represented as well. An activation map, S, is thus obtained, highlighting the relevant
characteristics of the portion of the signal on which the filter has been applied. The use
of multiple filters, indicated with k, allows for obtaining different “feature maps”, each of
which highlights distinct aspects of the signal, Sk ∈ R(m−p+1)×(n−q+1)×k, where k is the
number of filters used. Each feature map Sk captures specific information about the signal,
such as edges, reflection patterns, and intensity variations that can indicate the presence of
structural defects, such as micro-cracks or inclusions.

Remark 4. CNNs automate the search for complex patterns in data, reducing the need for manual
preprocessing. By applying multiple filters, CNNs can automatically identify relevant features of
US signals that indicate the presence of defects. Furthermore, they build a representation library
(feature maps) of the different types of defects that are functional for continuous monitoring, allowing
the model to learn a wide range of concrete behaviors via the US signals and improving diagnosis
capacity compared to traditional methods.

Padding in a CNN adds pixels, usually of zero value, around the edges of an image
before applying convolution to preserve the size of the output relative to the input, pre-
venting the image from shrinking after each convolution. Without padding, the output
tends to be smaller than the input, losing information at the edges (i.e., padding allows the
size of the maps to be maintained during convolution operations). By applying a padding
of p, (22) becomes the following [80–82]

S(i, j) =
p−1

∑
u=0

q−1

∑
v=0

X(i + u− p, j + v− p)W(u, v). (23)
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The stride s in a CNN indicates how much the filter (or kernel) moves at each step during
the convolution operation on a map. As the filter slides across the image, if the stride
is one, the filter moves one pixel at a time, examining each subsequent position without
skipping any. This means that the output will be larger as the convolution is computed in
more detail. If the stride exceeds one (for example, two), the filter moves two pixels at a
time, so it processes fewer positions in the image, producing a smaller output (resolution
modulation). With s, the convolution is performed on multiple filter positions so that (23)
becomes the following [83,84]:

S(i, j) =
p−1

∑
u=0

q−1

∑
v=0

X(i + us, j + vs)W(u, v) (24)

To identify and classify defects, the use of the ReLU activation function is particularly
advantageous because it introduces non-linearity into CNN models, while maintaining low
complexity. Operationally, the ReLU is applied element by element on the feature maps
obtained from the convolution [85–87]:

S′k(i, j) = ReLU(Sk(i, j)) = max(0, Sk(i, j)), (25)

which sets all negative values of Sk(i, j) to 0, keeping only the positive ones unchanged,
making only the learning of features that positively contribute to defect detection by
eliminating noise effective. Furthermore, following [88,89],

∂ReLU(x)
∂x

=

{
1, se x > 0,
0, se x ≤ 0,

(26)

ReLU accelerates the network training process compared to activation functions such as
the sigmoid or the hyperbolic tangent, affected by vanishing gradients.

By reducing the dimensionality of the feature maps S′k and preserving the most relevant
features, it selects the maximum value within a local window of size r× r [90]:

P(i, j) = max
(u,v)∈pool window

S′k(i + u, j + v), (27)

where poolwindow is the window of size r× r centered at (i, j) withinS′k. This reduces the
size of the output, producing more compact activation maps, Pk ∈ Rm

r ×
n
r ×k, where m and

n represent the width and height of the original feature map, respectively, and k is the total
number of filters applied during the convolution.

Remark 5. Max pooling, a downsampling operation, reduces the computational load by lowering
the feature map’s spatial resolution while preserving the US signal’s key characteristics. This
enhances efficiency, prevents overfitting, and highlights local features of greater intensity, which
correspond to reflections from internal discontinuities in the concrete, indicative of structural defects.
Additionally, max pooling reduces local variance within pooling windows, improving the model’s
robustness to minimal signal variations such as noise or slight changes in reflectance.

The resulting feature maps are flattened into an input vector F = [ f1, f2, . . . , fd]
T

for the fully connected layer, where d is the total number of values resulting from the
feature maps after pooling operations. Furthermore, fi represents each value extracted
from the feature maps reduced by pooling. This flattening process transforms the 2D
feature maps into a linear format, allowing the network to consider all features extracted
from the convolutions as a set of attributes representing the US signal.

The FLC computes a linear combination of these features using a weight matrix W f c
and a bias vector b, producing the output z of the fully connected layer, z = W f c · F + b.
Furthermore, W f c ∈ Rl×d is the weight matrix that connects F to the l output neurons
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(identifying the number of classes or output categories), while b ∈ Rl is the vector of biases
associated with each output neuron.

This operation allows you to map the features learned in the previous layers of
the network into a classification space, where each neuron represents a possible class of
structural defect [91,92]. z is transformed through a softmax activation function, which
converts zi into probability, softmax(zi) = ezi

∑l
j=1 ezj , ∀i = 1, . . . , l, where zi is the score

associated with the i-th class; softmax(zi) is the predicted probability for the i-th class and
l is the number of total classes (defect types). softmax assigns each class a probability
between 0 and 1, ensuring that the sum of the probabilities is equal to 1, allowing the
model to express its confidence regarding which class the defect is present in, facilitating
the classification of defects [91,92].

For training, a possible choice of cost function to minimize is cross-entropy, which
measures the discrepancy between the distribution of predicted probabilities ŷ and the
real labels y, using L = −∑l

i=1 yi log(ŷi), where L represents the loss; yi ∈ {0, 1}is the real
label for the i (one-hot encoded) class, with yi = 1 only for the correct class and where
ŷi = softmax(zi) is the probability predicted by the network for the class i. Cross-entropy
strongly penalizes incorrect predictions, as it increases when the network assigns a low
probability to the correct class. This helps the network better learn the differences between
the ultrasonic signals associated with various defects [91,92]. This approach computes the
gradients of L regarding the weights of the network and updates the weights by reducing
the error by the following [93]:

∂L
∂W f c

=
∂L
∂z
· ∂z

∂W f c
= (ŷ− y) · FT , (28)

where ∂L
∂W f c

is the gradient of the cost function regarding the weights W f c; ŷ is the vector
of predicted probabilities, while y is the vector of real labels and F is the input vector
to the fully connected layer. The gradient for the convolutional weights W is calculated
as follows [93]:

∂L
∂W

= ∑
i

∑
j

∂L
∂S′(i, j)

· ∂S′(i, j)
∂W

, (29)

where ∂L
∂S′(i,j) is the gradient of the loss regarding the output convolved at position (i, j),

while ∂S′(i,j)
∂W is the gradient of the convolved output regarding the convolutional weights.

Backpropagation is performed iteratively for each network layer, updating the weights to
minimize the cost function.

Optimization Using the Adam Procedure

The Adam algorithm is used to improve convergence during training for its adapt-
ability to gradient variations, improving stability and convergence speed. Its ability to
automatically adjust the update pace makes the model more robust in detecting and classi-
fying defects. The algorithm is based on the following steps [92–96]:

1. Gradient calculation: mt = β1mt−1 +(1− β1)∇W L and vt = β2vt−1 +(1− β2)(∇W L)2

where mt is the estimate of the first moment (average of the gradients) while vt is the
estimate of the second moment (variance of the gradients); furthermore, ∇W L is the
gradient of the cost function regarding the weights W, and β1 and β2 are the control
parameters, usually set to 0.9 and 0.999;

2. Bias correction: m̂t = mt
1−βt

1
e v̂t = vt

1−βt
2

where m̂t and v̂t are the corrected ver-

sions of the estimates mt and vt, which compensate for the bias introduced by the
initial estimates;

3. Weight update: Wt+1 = Wt− η m̂t√
v̂t+ϵ

, where Wt+1 is the updated value of the weights
while η is the learning rate. Finally, ϵ is a small value to avoid division by zero, usually
equal to 10−8.



J. Compos. Sci. 2024, 8, 531 14 of 39

The analysis of 1D signals using CNNs represents a significant advancement, as it
represents a refined evolution of 2D analysis methodologies. In practice, the acquired US
signal is treated as a 1D vector, where each element represents the amplitude of the US
signal at a given time instant, with n denoting the total number of time samples. The 1D
convolution is applied using a filter w ∈ Rp, which slides along the time dimension of the
signal. This process mathematically describes how each signal segment is multiplied by
the filter, and the resulting sum forms a new convoluted signal vector, highlighting rapid
amplitude changes that can indicate structural defects. The ReLU introduces non-linearity,
maintaining only the positive values of the processed signal and eliminating the negative
anomalies irrelevant to the defect analysis.

Even in 1D, pooling reduces the dimensionality of the signal, consolidating data with
more dominant characteristics (i.e., maximum peaks), minimizing noise, and improving
the reliability of model predictions. Finally, as in 2D, the output is flattened and passed
through fully connected layers, which integrate all the extracted features. Finally, softmax
transforms the linear scores into probabilities, assigning each defect class a probability
based on the characteristics of the analyzed signal.

We observe that moving from 2D to 1D, we lose the ability to analyze the spatial
and temporal variations of the signal simultaneously. However, the time dimension is
more critical for defect detection for US signals, so 1D analysis is compelling. Furthermore,
adapting analysis methods from 2D to 1D requires special attention in selecting and
optimizing filters and network structures to ensure that vital information is not lost during
the convolution and pooling process. This adaptation of 2D to 1D methodologies represents
a critical area of innovation in the field of concrete structure monitoring, enabling precise
and timely analysis based on US data with potential applications beyond civil engineering.
For a detailed and technical view of these transformations, including filter and neural
network configuration examples, see Table A1.

Remark 6. Signal decomposition techniques are crucial for segmenting the signal into frequency
bands to effectively analyze large volumes of US signals and detect, classify, and predict concrete
defects. This enables the extraction of key features like frequency, energy, and amplitude variations,
along with coefficients such as kurtosis and skewness, which aid in identifying cracks or voids. When
integrated with AI algorithms like CNNs and supervised machine learning, these techniques improve
the diagnosis and prediction of concrete conditions, optimizing predictive maintenance decisions.
The following sections present some of the most relevant approaches combining US analysis with AI.

8. Wave Packet Transform (WPT) and Backpropagation Neural Networks (BPNNs) with
Optimization via Genetic Algorithm (GA)

The Wave Packet Transform (WPT) is an extension of the discrete wavelet transform
(DWT), which allows for a more detailed and flexible analysis of 2D and 1D signals. This
technique enables isolating and analyzing frequency, energy, and amplitude variations,
making it crucial for identifying structural defects.

DWT decomposes a signal using a mother wavelet, producing a hierarchical represen-
tation of its components at different resolutions. For a 1D signal f (t), the DWT is defined
through the application of a low-pass filter, h, and a high-pass filter, g, giving the discrete
decomposition of a signal at a level j as follow [97,98];

cj
n[k] = ∑

l∈Z
h[l − 2k]cj+1[l], dj

n[k] = ∑
l∈Z

g[l − 2k]cj+1[l], (30)

where cj+1[l]are the approximation coefficients at the j + 1 level while cj
n[k] and dj

n[k] are,
respectively, the approximation and detail coefficients obtained at the j level. In the DWT,
only cj

n[k] are further decomposed at each level, producing a representation that captures
the low-frequency components in greater detail.
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WPT generalizes this process by decomposing each level’s approximation and de-
tail coefficients, where all frequency bands are split evenly. The WPT for 1D signals is
formulated as follows [97–99]:

dj
2n[k] = ∑

l∈Z
h[l − 2k]dj+1

n [l], dj
2n+1[k] = ∑

l∈Z
g[l − 2k]dj+1

n [l], (31)

where dj+1
n [l] are the data at level j + 1 and band n, while dj

2n[k] and dj
2n+1[k] represent

the low- and high-frequency components at the j level, respectively, allowing the entire
frequency spectrum to be explored in detail of the signal.

In 2D signals, filters are used along both dimensions, obtaining a detailed representa-
tion of the spatial and frequency components of the signal. In particular [97–99],

dj
2n1,2n2

[k1, k2] = ∑
l1,l2∈Z

h[l1 − 2k1]h[l2 − 2k2]d
j+1
n1,n2 [l1, l2], (32)

dj
2n1+1,2n2

[k1, k2] = ∑
l1,l2∈Z

g[l1 − 2k1]h[l2 − 2k2]d
j+1
n1,n2 [l1, l2], (33)

dj
2n1,2n2+1[k1, k2] = ∑

l1,l2∈Z
h[l1 − 2k1]g[l2 − 2k2]d

j+1
n1,n2 [l1, l2], (34)

dj
2n1+1,2n2+1[k1, k2] = ∑

l1,l2∈Z
g[l1 − 2k1]g[l2 − 2k2]d

j+1
n1,n2 [l1, l2]. (35)

In these expressions, dj+1
n1,n2 [l1, l2] represent the sequence of the WPT at level j + 1 and bands

n1, n2, while dj
2n1,2n2

[k1, k2], dj
2n1+1,2n2

[k1, k2], dj
2n1,2n2+1[k1, k2], and dj

2n1+1,2n2+1[k1, k2] rep-
resent the components decomposed into different frequency bands.

Shannon entropy can be used to optimize the choice of the wavelet basis since it
evaluates the energy distribution of the WPT coefficients, measuring the amount of uncer-
tainty associated with a distribution and identifying the coefficients containing most of
the relevant information, especially on the signal portions with significant energy content.
Unlike other entropies, Shannon’s entropies balance the amount of information preserved
and the simplicity of the representation, ensuring optimal selection of components for
accurate analysis of signals. The Shannon entropy can be defined as M(d) = −∑j Pj log2 Pj,
where Pj = |dj|2∥d∥−2 represents the normalized probability of the coefficients dj of the
WPT, and ∥d∥2 is the total energy of the signal [100,101].

Feature Extraction and Normalization

Once the signal has been reconstructed with the coefficients selected using the Shannon
entropy of the WPT, a set of significant characteristics, both traditional and modern, can be
extracted for a detailed description and advanced analysis of the signal. Among these, it is
possible to include the mean µ, which provides a measure of the centrality of a signal; the
standard deviation, σ, which quantifies the dispersion of the signal values around the mean
value (provides information on how much the signal values are distributed regarding the
mean); the kurtosis coefficient (K), which measures the “tip” of the distribution of signal
values compared to a normal distribution; the skewness coefficient (γ), which measures
the symmetry of the distribution of signal values; the energy ratio (E), which represents
the total power of the signal; the Tsallis entropy, a generalization of the Shannon entropy;
the autocorrelation coefficient, ACF, which measures the correlation of the signal with
itself at different time lags; the fractal dimension, D, which measures the complexity of
the signal and the Teager–Kaiser Energy Operator, Ψ, which captures the instantaneous
energy variations of the signal. Normalizing the extracted features ensures better conver-
gence. For example, the Min–Max Normalization, xnorm = x−min(x)

max(x)−min(x) , and the Z-score

Normalization, which uses the mean and standard deviation, xnorm = x−µ
σ , ensure that
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features have homogeneous scales, making it easier to learn the neural network model
and improving the speed and effectiveness of convergence during the training process.
Integrating traditional and advanced features gives the model a richer view of the signal,
increasing its ability to diagnose structural defects and improve infrastructure condition
monitoring accurately. Table A2 details some essential features, while Table A3 highlights
the pros and cons of each of them [97–102].

Backpropagation neural networks (BPNNs), a supervised learning model, localize
and classify defects in US signals by handling non-linear and complex data. Their layered
structure captures detailed features of US signals, distinguishing between those with and
without structural defects. The backpropagation process optimizes network weights by
minimizing errors between predicted and actual outputs, enabling effective adaptation
to training data and improving the accuracy of anomaly classification. It comprises an
input layer accepting the feature vectors X = {x1, x2, . . . , xn} extracted from the US signals.
Furthermore, a hidden layer, consisting of l nodes, preludes an output layer, which localizes
and classifies defects by mapping features learned from US signals to specific defect types
and locations. During the forward propagation phase, the network calculates the output
of the hidden node yj using a weighted combination of the inputs and a bias, passing the
result through a non-linear activation function f (x), usually sigmoidal (but, of course, other
activation functions can be used) [101–103]:

yj = f

(
n

∑
i=1

wijxi + bj

)
(36)

where xi is the value of the i-th input, while wij is the weight that connects the i-th input to
the hidden node j-th. Furthermore, bj represents the bias associated with the j-th hidden
node. Finally, f (x) is the activation function, which introduces the non-linearity needed to
model complex relationships in the data.

The precision of BPNNs is evaluated using an error function E, usually in quadratic
form such as mean square error (MSE), E = 1

2 ∑m
k=1(tk− ok)

2, where m is the total number of
outputs of the network, while tk is the target for the k-th output; furthermore, ok is the actual
output for the k-th node. The error backpropagation updates the weights wij and biases bj
through gradient descent, minimizing overall error. The gradient of error regarding each
weight wij, ∇wij = −η ∂E

∂wij
, considers the rate of learning, η, which controls the speed of

updating while ∂E
∂wij

quantifies the variation of E regarding wij, which is obtainable via

the following chain of derivatives: ∂E
∂wij

= ∂E
∂ok
· ∂ok

∂yj
· ∂yj

∂wij
, where each term represents the

sensitivity of the error regarding the final output, passing through the various levels of the
network and propagating the information error towards the previous nodes.

The BPNN, thus structured, identifies and classifies defects by analyzing the charac-
teristics of the US signal (i.e., intensity variations, reflections, and attenuation) that occur in
the presence of discontinuities. Due to the multilevel structure and constant update of the
weights, the network distinguishes different defects and provides precise indications of
their location [97,100,101,104].

To optimize the parameters of the BPNN, as well as the optimal choice of the number
of hidden nodes (to balance predictive capacity and generalization of the model), GAs
capable of carrying out the optimization without predefining an optimal structure and
allowing the network a high adaptation, avoiding problems of underfitting or overfitting.
Indeed, some nodes limit the network’s ability to represent complex patterns in the data,
while an excessive number leads to an unnecessary increase in computational complexity.
Through GA, wij, bj, and l are represented by a chromosome, each of which encodes a
complete network configuration: if the encoding is binary, each parameter is described
as a sequence of bits; if the encoding is real, each gene represents a continuous numerical
value. l is included in the chromosome, allowing the GA to search for the ideal number of
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hidden nodes that optimizes the generalization capacity of the network, thus adapting to
the variability of US signals [97–105].

Further, each chromosome C is evaluated, specifying the configuration of the BPNN.
A commonly used fitness function is the mean square error (MSE) [104,105]:

F(C) = − 1
N

N

∑
k=1

(tk − ok)
2 (37)

where N is the number of validation samples, tk is the target of the k-th sample, and ok is
the output of the network as a function of the configuration of C. This function selects the
chromosomes (that is, the configurations) with the highest accuracy and therefore the most
suitable number of hidden nodes l [104,105].

GA applies to three main operators once the fitness for each C is known. The first
concerns chromosomes with higher fitness that are more likely to be selected, favoring
BPNNs with high learning efficiency. The second two selected chromosomes, C1 and C2,
are combined to produce a new chromosome, Cchild = {c1, . . . , cp, c′p+1, . . . , cm}, with p as
the crossover point, exploring new combinations of weights, biases, and number of hidden
nodes. Finally, mutation introduces random variations while avoiding premature conver-
gence. For binary chromosomes, the mutation reverses some bits. For real chromosomes,
the non-uniform mutation changes the numerical values with a random term decreasing
over time, allowing for a more accurate search, ci = ci + ∆t(cmax − ci), where ∆t decreases
over time and cmax is the maximum allowed for ci [104,105].

Cross-validation is applied during optimization to ensure that the selected number of
hidden nodes offers good generalization ability. The dataset is divided into k partitions,
with k− 1 partitions used for training and one for validation. This process is iterated k
times, ensuring that the BPNN is tested on different dataset configurations, preventing
overfitting. The GA-based optimization approach for l selection allows the network to
adapt optimally to the characteristics of US signals, offering a balance between complexity
and predictive ability [105].

The state of adhesion of the concrete covering is essential to guarantee the durability
and safety of the entire structure, as it protects from potentially harmful external agents.
If the adhesion between the concrete covering and the underlying layer is compromised,
discontinuities, cracks, and detachments are created, which reduce the effectiveness of the
protection and expose the structure to possible freeze–thaw cycles.

For this type of problem, the combined action of US, the Continuous Wavelet Trans-
form (CWT), and the Hilbert transform (HT) come to our aid by analyzing the waves
reflected by the coating and concrete, identifying adhesion problems early and interven-
ing with strategies of targeted maintenance, thus ensuring the safety and longevity of
the structures.

CWT transforms the signal in the time–frequency domain by [103–105]:

CWT(a, b) =
1√
|a|

∫ +∞

−∞
x(t)ψ∗

(
t− b

a

)
dt (38)

where x(t) is the US signal; ψ(t) is the mother wavelet used for the transform; a is the
scaling factor (which controls the frequency resolution); b is the translation parameter
(which represents the position in time); and ψ∗(t) is the complex conjugate of the parent
wavelet. (38) extracts information such as the instantaneous frequency, the reflected echo’s
magnitude, and the reflected waves’ time of flight (TOF).

CWT is preferred for coating analysis as it continuously represents the signal, allowing
analysis at multiple scales and capturing continuous frequency variations. This capabil-
ity enables the detection of rapid transitions and local events, such as coating/concrete
adhesion defects, with fine temporal resolution, identifying punctual transients and small
localized detachments. Additionally, evaluating the integrity of the concrete lining requires
combining the temporal and frequency analysis provided by the CWT with the phase
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variation detection of the Hilbert transform, which identifies delamination through the
instantaneous phase of the reflected waves.

HT calculates the instantaneous phase of reflected waves, highlighting phase changes
that indicate delamination, while CWT offers detailed analysis in the time–frequency
domain. Formally, HT converts a real signal y(t) into a complex analytical signal, z(t),
of the form z(t) = y(t) + iH(t), where H(t), the HT of y(t), is given by the following [104]:

H(t) =
1
π

∫ +∞

−∞

y(τ)
t− τ

dτ (39)

from which the instantaneous phase of y(t) is easily obtained via ϕk = arctan
(

H(t)
y(t)

)
.

If the coating adheres, the waves reflected from the surface and the back maintain a
similar phase (the coating/concrete interface transmits regular energy). When delamination
occurs, a gap is created between the coating and the concrete, causing a phase reversal of
the echo reflected from the back. The primary parameters for assessing coating adhesion
include TOF, which denotes the time required for a wave to travel and is influenced
by coating thickness and defects, and the CWT magnitude ratio, which quantifies the
attenuation of the US signal. In an adherent coating, some energy is transmitted to the
concrete, increasing attenuation. Conversely, in the case of delamination, the reflected
energy is greater, leading to decreased attenuation. The phase difference between the
reflected waves is also of great importance. A zero phase difference indicates adhesion,
while a phase shift of 180◦ signals delamination [104,105]. TOF, CWT ratio, and phase
difference calculated via HT can be used as input to a CNN, providing complementary
information: the TOF measures thickness and discontinuity, the CWT ratio evaluates
signal attenuation and energy transmission, and the phase detects delamination via phase
inversions. The CNN leverages these parameters to automatically learn complex patterns,
identifying subtle details that significantly improve the classification accuracy of adhered
and delaminated coatings.

Furthermore, this approach allows for a rapid and efficient binary classification (ad-
hered or delaminated) compared to traditional US inspection methods, which are often
subject to subjective interpretations. The CNN, trained on a large dataset of reflected
signals, can generalize to new data in real time, reducing evaluation times and minimizing
the risk of interpretation errors.

Remark 7. Multi-Scale Convolutional Bidirectional Memory Networks (MCBMNets) enhance
ultrasonic signal analysis by combining spatial pattern extraction with multi-scale resolution
and bidirectional memory through LSTM. This approach captures local features and temporal
dependencies, optimizing the interpretation of complex signals. The multi-scale analysis identifies
patterns at different resolutions, while bidirectional memory improves the distinction between
adherent and delaminated coatings by analyzing temporal relationships.

Usually, a “cross-entropy” loss function is used to minimize the following type [104]:

L = − 1
N

N

∑
i=1

K

∑
k=1

yi,k log(pi,k) (40)

where N is the total number of samples, K is the number of defect classes, yi,k represents the
true label of the sample i for the class k, and pi,k is the predicted probability that the sample
i belongs to the class k. It measures the discrepancy between correct classification and
incorrect classification. The architecture of an MCBMNet comprises four main blocks: an
input block, Multi-Scale Convolution block, Bidirectional LSTM (BiLSTM) block, and output
block. The input block segments the US signals into fixed-length time windows, which
are then passed to the convolution block. This block is designed to extract features on
different time scales via 1D convolutions with kernels of various sizes, which is usually
performed using z(n) = x(n) ∗ w(n) = ∑l

m=1 x(m) · w(n − m), where x(n) is the input
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signal, z(n) is the output after the convolution operation, w(n) is the 1D convolution kernel
of length l, and ast represents the convolution operation to extract global and local features,
from which a ReLU is applied. Next, to reduce the dimensionality, a max-pooling approach
is applied.

The second block captures long-term dependencies in both the forward and backward
directions in the sequential data, as follows [104,105]:

• For forward propagation: hF
t = σ(WF

x xt + WF
h hF

t−1 + bF).
• For backward propagation: hB

t = σ(WB
x xt + WB

h hB
t+1 + bB).

Here, hF
t and hB

t represent the hidden states of the forward and backward propagations,
respectively, WF

x , WF
h , WB

x , and WB
h are the weight matrices associated with forward and

backward propagation, xt is the input at a time t, and bF and bB are the biases of the
respective networks. The forward and backward outputs are then combined via ht =
hF

t ⊕ hB
t where ⊕ represents the concatenation of the vectors.

Three main gates constitute the LSTM unit. In particular, the forget gate is given by the
following [104,105]:

ft = σ(W f · [ht−1, xt] + b f ), (41)

while the input gate and output gate are performed, respectively, as

it = σ(Wi · [ht−1, xt] + bi), ot = σ(Wo · [ht−1, xt] + bo) (42)

Then, indicating with ◦ the product element by element, the new state of the cell can be
calculated as follows:

ct = ft ◦ ct−1 + it ◦ tanh(Wc · [ht−1, xt] + bc) (43)

Finally, the hidden state is updated as ht = ot ◦ tanh(ct). After the BiLSTM block, the output
is passed to a Fully Connected Layer and then to a softmax function for classification.
The model is optimized using Adam’s algorithm.

Tables A4 and A5 present the SWOT analyses of the supervised AI techniques pre-
sented in this review for defect localization and classification.

Several supervised artificial intelligence techniques are used to detect defects in con-
crete using ultrasound. The BPNN-GA method is fast and efficient for identifying defects
such as holes and cracks. Mask RCNNs, with high precision, detect cracks and delam-
ination, facilitating automated structural monitoring. Based on the wavelet transform,
the CW-HT-CNN model distinguishes the degradation of thin coatings and material ad-
hesions. MCBMNet, thanks to the multi-scale network and the BiLSTM block, identifies
cavities while resisting noise. Finally, WPT-SCNs excel in precisely recognizing penetrating
cavities, outperforming traditional methods.

9. Supervised AI Techniques for Predicting Defects in Concrete Using US

DWT can be combined with CNNs to detect cracks in concrete, leveraging the strengths
of both techniques to improve the accuracy of internal crack detection and monitoring.

The multiresolution analysis technique decomposes a US signal into multiple scales,
allowing local signal characteristics, such as discontinuities and cracks, to be examined.
Based on the concept of mother wavelet, ψ(t) generates a family of wavelets through
dilations and translations, allowing a detailed analysis of the internal structures of the
signal. Formally, if a and b are scale parameters [103–105],

ψa,b(t) =
1√
|a|

ψ

(
t− b

a

)
. (44)

The DWT of a signal x(t), defined as in (38), using the (44), in the context of defect predic-
tion, is more suitable because the CWT for each scale and translation requires an infinite
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quantity of coefficients. Then, the DWT, discretizing the scale and translation parameters,
for example, with powers of 2, is widely used, obtaining the following [103–105]:

ψj,k(t) = 2
j
2 ψ(2jt− k) (45)

where j is the scale index and k the translation index. Then, the DWT of x(t) is then given
by the following [103–105]:

dX(j, k) =
∫ +∞

−∞
x(t) · 2

j
2 ψ(2jt− k) dt, (46)

where j is the scale index and k the translation index. The Fast Wavelet Transform (FWT)
algorithm is often used to calculate the DWT, which is based on a cascade of low-pass
and high-pass filtering followed by downsampling. In particular, the low-pass filter is
given by the coefficients h[n] associated with the mother wavelet, and the high-pass filter is
given by the coefficients g[n], derived from h[n] through the relation g[n] = (−1)nh[1− n].
At each step, the signals are filtered and downsampled by a factor of two, producing a
multiresolution representation [103–105]:

Aj+1[n] = ∑
k

Aj[k] · h[2n− k], Dj+1[n] = ∑
k

Aj[k] · g[2n− k] (47)

The result of the DWT is a series of coefficients representing the signal at different res-
olutions. The set of these coefficients is used to create a scalogram, which is an image
representation of the signal energies at different scales; SX(j, k) = |dX(j, k)|2 is used, for ex-
ample, as input to the CNN model.

Remark 8. FWT and DWT are closely related, but they are different. DWT breaks down a
signal into low- and high-frequency components using a pair of filters and operates on discrete
signals, allowing multiresolution representation in the time–frequency domain. On the other hand,
the FWT calculates the DWT by exploiting the recursive structure of the transform to reduce the
computational complexity to O(N), making the decomposition much faster than direct methods.

Once the scalogram has been generated, it is provided as input to a convolutional
neural network (CNN), which extracts relevant features from the scalogram images. This
allows the identification and analysis of patterns associated with structural defects in
concrete, such as the presence and evolution of cracks. Following convolution, a nonlinear
activation function (e.g., the ReLU) and a pooling layer are applied, which reduces dimen-
sionality while retaining the most meaningful information and reducing computational
complexity. Recently, multiple convolutional-layer approaches followed by pooling layers
have been developed to improve the model’s ability to learn complex representations
without incurring overfitting. The features extracted in the initial convolutional layers
are more basic, such as edges and textures, while those in the deeper layers capture more
complex patterns specific to structural defects that can indicate the progression of cracks
over time (B1).

At the end of the CNN, an FCL is inserted that aggregates the detected information to
provide a prediction of the condition of the concrete, indicating the presence and potential
development of cracks. The prediction can be binary (presence or absence of cracks) or,
using the softmax function, extended to categorize that indicate different stages of evolution
of the defect. If z1 and z2 represent the logarithmic scores of the classes (e.g., initial crack
and advanced crack), then the following holds [103–105]:

P(initial crack) =
ez1

ez1 + ez2
, P(advanced crack) =

ez2

ez1 + ez2
. (48)
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Optimization and Loss Function

The CNN is trainable by minimizing the cross-entropy based loss function (already
presented above) for binary or multi-class classification, specified as below [103–105]:

L = −[y log(P(initial crack)) + (1− y) log(P(advanced crack))] (49)

where y represents the actual label, with y = 1 for advanced cracks and y = 0 for initial
cracks. The optimization algorithm that can be used is stochastic gradient descent (SGD),
which updates the weights while minimizing the global loss. It is worth observing that
during training, the model learns to generalize from the labeled examples’ characteristics,
distinguishing between incipient defects and those that have already evolved. This means
that once trained, it can predict the presence of structural defects in new ultrasonic signals
(which it has never seen) and their possible development over time. This ability to anticipate
the evolution of defects is fundamental for the predictive maintenance of concrete structures,
allowing timely interventions to avoid critical deterioration.

Remark 9. The approach combining DWT and CNN can be easily adapted to 1D US signals. DWT
breaks down the signal into multiresolution components that allow both low- and high-frequency
information to be analyzed, providing a detailed representation of the local characteristics of the
signal. The CNN, through one-dimensional convolutions, automatically extracts the relevant
patterns, reducing the complexity of the signal and providing an accurate prediction of the presence
of cracks.

It is a non-destructive technique for detecting internal defects in concrete, such as voids
and microcracks, by analyzing compression and shear waves. Based on wave propagation
and the acoustic properties of the material, it determines the frequency and speed of the
waves, related to the presence of structural defects and the strength of the concrete.

With the IE method, vP and vS represent input variables for regression models that
predict mechanical properties of concrete, such as the compressive strength fc. The rela-
tionship between wave speed and concrete strength can be modeled by linear regression,
y = β0 + β1x where y is the output, which can be fc; x is the input variable, for example,
vP or vS; β0 is the intercept; and β1 is the regression coefficient indicating the contribution
of wave speed to drag.

To obtain β0 and β1, supervised linear regression is used by minimizing the MSE
between the predicted values ŷi and the observed ones yi. The error function is defined
as E(β0, β1) = 1

N ∑N
i=1(yi − (β0 + β1xi))

2; its minimization allows us to obtain β0 and
β1 [103–105],

β1 =
∑N

i=1(xi − x̄)(yi − ȳ)

∑N
i=1(xi − x̄)2

, β0 = ȳ− β1 x̄ (50)

where x̄ and ȳ are the average of x and y in the dataset, respectively. The coefficients β0
and β1 allow us to predict the resistance of the concrete as a function of the speed of the
US waves. A positive β1 indicates that an increase in wave speed (vP or vS) is associated
with an increase in drag, providing a quantitative measure of the relationship between
structural quality and non-linear measurements.

This technique trains an ANN to classify and predict defects with an optimization
mechanism of weights, biases, and network structure based on the dynamics of imperial
relations, where the imperialist (a dominant solution) influences the position of the
colonies (subordinate solutions), allowing effective exploration of the solution space.
The initial population consists of N candidate solutions, each representing a configura-
tion of the ANN with specific weights, biases, and structural parameters. These solutions
are divided into imperialists (the best solutions, which act as leaders) and colonies (sub-
ordinate solutions that gravitate around the imperialists). The overall population is
then distributed across a number NI of empires, each consisting of an imperialist and its
colonies. Each colony approaches the associated imperialist following an assimilation
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movement, which can be formulated as xc ← xc + γ(xi − xc) where xc is the position of
the colony (current configuration of the subordinate solution), xi is the position of the
imperialist (the dominant reference solution), and γ is a positive parameter (typically be-
tween 0 and 1) that controls the assimilation intensity. This movement allows the colony
to gradually approach the dominant solution, iteratively improving its configuration
based on the most promising solution [104,105]. To avoid premature convergence and
ensure good exploration, a revolution mechanism is applied, which introduces random
variations in the positions of some colonies (xc ← xc + δ), where δ explores new areas of
the solution space. This allows you to escape from local minima and reduces the risk of
blocking in suboptimal configurations.

Empires compete, and colonies may move to another imperialist if that proves superior.
This aspect favors the selection of the most promising configurations, with the less effective
empires gradually losing power and being absorbed by the better performing ones.

Remark 10. ICA is ideal for predicting defects in concrete using US, as it effectively explores the
parameter space of the ANN, balancing exploitation and exploration. With the ability to adapt to
significant signal amplitude and frequency variations, ICA finds optimal configurations to detect
complex defects. Furthermore, the revolution mechanism avoids locking in local minima, making it
particularly suitable for complex, non-linear problems such as defect classification.

The support vector machine (SVM), used to predict and classify defects in concrete
using ultrasound, identifies a hyperplane that maximizes the margin between classes,
effectively distinguishing between signals of intact material and those indicative of struc-
tural defects. The SVM distinguishes between two classes by looking for a hyperplane
w · x + b = 0 that maximizes the margin, i.e., the minimum distance between the plane
and the samples of each class. w orients the hyperplane, x represents characteristics of the
sample (such as amplitude and frequency), and b determines its position. Maximizing the
margin ensures better generalization, reducing classification errors on new data [103–105].
The SVM solves the separation problem by maximizing the margin between classes and
minimizing the vector’s norm w. Formally, the problem is formulated as a constrained
optimization problem: minw

1
2∥w∥2 subject to yi(w · xi + b) ≥ 1, ∀i where yi is the class

label of the i-th sample, which takes values +1 for a class and −1 for the other, xi is the
feature vector of the i-th sample, and w · xi + b represents the decision function for the i-th
sample. The condition yi(w · xi + b) ≥ 1 guarantees that the edge of the hyperplane cor-
rectly separates the samples of the two classes. By minimizing 1

2∥w∥2, the SVM optimizes
the distance between classes, selecting the separation plane that maximizes the robustness
of the classification [103–105].

In many practical cases, defects in concrete may belong to more than two categories,
requiring multiclass classification capability. SVMs, born for binary problems, can be
adapted to multiclass problems using approaches such as One-vs-One (OvO), in which a
separate classifier is trained for each pair of classes. In the case of C classes, this approach
creates C(C−1)

2 classifiers. Each pair provides a vote for classification, and the class with the
most votes is assigned to the sample [103–105].

Remark 11. SVMs are effective for predicting concrete defects because they can handle non-
linear separations using kernels like radial or polynomial to achieve linear separability in higher-
dimensional spaces. By maximizing the separation margin, SVMs improve reliability and reduce
error probabilities on unseen data. Techniques like One-vs-One (OvO) enable SVMs to differentiate
between various defect types, including microcracks, inclusions, and voids.

SVR, deriving from SVMs, solves regression and prediction problems by finding a
function f (x), approximating input–output, and minimizing the error within a defined



J. Compos. Sci. 2024, 8, 531 23 of 39

tolerance margin (epsilon-insensitive loss). Consider the SVR function f (x), which approx-
imates the output y given a set of training data

{(x1, y1), (x2, y2), . . . , (xn, yn)} (51)

with xi ∈ Rd (where d is the number of features) and yi ∈ R. The objective function in SVR
is constructed to minimize a cost function that combines the loss of the training data with
the regularization of the model weights to improve the generalization ability [103–105].

The regression function in the SVR is expressed as f (x) = ⟨w, x⟩+ b = wTx + b where
w is the weight vector, b is the bias, and ⟨·, ·⟩ represents the dot product. The epsilon-
insensitive loss function is introduced to penalize errors only when they exceed a certain
threshold ϵ. For a single pair (xi, yi), the loss function takes the following form [103–105]:

Lϵ(yi, f (xi)) = max(0, |yi − f (xi)| − ϵ) (52)

ignoring errors within the range [−ϵ,+ϵ], while linearly penalizing those exceeding ϵ.
The objective of SVR is therefore to minimize the trade-off between model complexity

and prediction error. The formulation of the optimization problem is as follows [103–105]:

min
w,b,ξ,ξ∗

1
2
∥w∥2 + C

n

∑
i=1

(ξi + ξ∗i ) (53)

subject to 
yi − ⟨w, xi⟩ − b ≤ ϵ + ξi,
⟨w, xi⟩+ b− yi ≤ ϵ + ξ∗i ,
ξi, ξ∗i ≥ 0.

(54)

In (53), ∥w∥2 represents the norm of the weight vector, which we try to minimize to obtain
a simpler model while C is a regularization parameter that balances the penalty of errors
with the complexity of the model. Finally, ξi and ξ∗i are slack variables introduced to allow
prediction errors beyond the margin ϵ.

Using Lagrange multipliers, it is possible to rewrite the problem in a dual form [103–105]:

max
α,α∗
−1

2

n

∑
i,j=1

(αi − α∗i )(αj − α∗j ) langlexi, xj⟩ − ϵ
n

∑
i=1

(αi + α∗i ) +
n

∑
i=1

yi(αi − α∗i ) (55)

subject to ∑n
i=1(αi − α∗i ) = 0 and 0 ≤ αi, α∗i ≤ C. In this formulation, αi and α∗i are the

Lagrange multipliers associated with the regression constraints. The final solution of
the regression function will be expressed as a linear combination of the support points,
i.e., those points for which αi or α∗i are non-zero, f (x) = ∑n

i=1(αi − α∗i )⟨xi, x⟩+ b. To handle
non-linear problems, you can use a kernel function K(xi, xj), which implicitly maps the
data into a higher-dimensional space, allowing you to find a linear function in this space
that corresponds to a non-linear function in the original space. The prediction function
then becomes

f (x) =
n

∑
i=1

(αi − α∗i )K(xi, x) + b. (56)

Some commonly used kernels include the following: Linear Kernel, K(xi, xj) = ⟨xi, xj⟩; Poly-
nomial kernel, K(xi, xj) = (⟨xi, xj⟩+ 1)d; Gaussian Kernel (RBF), K(xi, xj) = exp(−γ∥xi −
xj∥2); and Sigmoid Kernel, K(xi, xj) = tanh(κ⟨xi, xj⟩+ θ).

The values of the multipliers αi and α∗i identify the support vectors, i.e., the data
within or beyond the margin ϵ, and only these contribute to the final predictive function.
Support vectors define the fault tolerance boundaries of the model. The C parameter
balances the importance of prediction errors and the simplicity of the model: a high
value of C emphasizes the errors, complicating the model. ϵ establishes the width of the
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tolerance margin, where smaller values reduce the prediction error but may increase the
risk of overfitting.

SVR is adequate for prediction problems that require good generalization and robust
management of model complexity and error margins. Thanks to kernels, it is a versa-
tile technique applicable to linear and non-linear problems, offering flexibility without
excessively increasing computational complexity.

The Hybrid Boosted Trees Regressor (BTR) and ANN model for the prediction of
defects in concrete via US represents an advanced model for monitoring and predicting
structural defects in concrete using ultrasonic data, combining techniques to improve
accuracy in detecting and classifying defects such as voids, corrosion, and spalling. BTR
uses decision trees to slice US data based on thresholds on characteristics such as propaga-
tion velocity, amplitude, and signal frequency. Each tree reduces the predictive error by
minimizing the quadratic residual error and models the non-linear relationship between
signal characteristics and defects, improving the model’s accuracy.

In BTR, boosting combines weak trees into a more robust model. Each new tree is
trained to reduce the error of the previous ones, using the residuals (differences between
observed and predicted values) as targets for subsequent predictions. The final prediction is
obtained by summing the weighted contributions of each tree, ŷi = ∑M

m=1 αm fm(xi), where
M is the total number of trees, fm(xi) is the predictor of the m-th tree for the sample i, αm
represents the weight associated with the m-th tree, determined based on the tree’s ability
to reduce the error. This incremental process allows the model to become increasingly
precise, progressively reducing residual error and strengthening the model’s ability to
identify defects via ultrasonic data.

Here, each tree is built on the residuals of the previous model, allowing the prediction
to be improved at each step. The derivative of the loss function regarding the current
predictions is calculated as r(m)

i = −
[

∂L(yi ,F(xi))
∂F(xi)

]
F(x)=Fm−1(x)

where r(m)
i represents the

residuals for the sample i at the m-th iteration, L(yi, F(xi)) is the loss function, with the
mean square error (MSE) given by L(yi, F(xi)) =

1
2 (yi − F(xi))

2, and Fm−1(x) is the pre-
diction accumulated up to the previous iteration m− 1. Each new tree is trained on the
calculated residuals, improving accuracy and correcting errors made by previous models.
Gradient boosting allows the model to fit the data accurately, reducing the distance between
predictions and actual values [103–105].

They constitute the second component of the hybrid model, designed to refine the
predictions of defects in concrete further. Each ANN comprises multiple layers of neurons
that automatically learn the relationships between ultrasonic data (input) and structural
defects (output). In an ANN, the prediction ŷ for each neuron is obtained through a linear
combination of the weighted inputs and a bias, followed by a non-linear activation function
of the type (36). By minimizing a loss function, the ANN is trained with algorithms, often
based on gradient descent.

The hybrid approach initially exploits BTR to model the relationships between ultra-
sonic characteristics (such as wave amplitude, frequency, and speed) and the probability
of defects. Subsequently, the residuals or predictions obtained from the BTR are used as
input to an ANN, which can learn more complex relationships in the data and refine the
predictions further. The combination of BTR and ANNs offers several mathematical and
practical advantages. First, BTR allows you to capture nonlinear patterns in ultrasonic mea-
surements, common in signals associated with structural defects. Furthermore, the ANN
can exploit the data already processed by the BTR to learn complex and hidden patterns,
improving defect classification. Finally, combining techniques reduces the risk of over-
fitting, making the model capable of generalizing new ultrasonic data and guaranteeing
reliable predictions.

Remark 12. Deep Convolutional Neural Networks (DCNNs) are advanced tools for predicting
defects in concrete via US signals. Unlike traditional neural networks, DCNNs automatically
extract the most relevant features, detecting hidden patterns and complex details. Their layered
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structure progressively analyzes signals, identifying defects such as voids, cracks, and structural
discontinuities. This architecture allows for accurate classification between normal and abnor-
mal conditions, improving monitoring accuracy and contributing to the safety and durability of
building structures.

Remark 13. T-distributed Stochastic Neighbor Embedding (t-SNE) is a dimension reduction
technique helpful in visualizing and analyzing complex data in low-dimensional spaces, particularly
effective in predicting defects in concrete using ultrasonic signals. t-SNE graphically represents
hidden patterns, facilitating identifying groups or separations between classes, such as sound signals
and defective concrete. Applied to US data with many variables, t-SNE simplifies complexity,
making relevant features visible for defect classification and supporting exploratory analysis to
improve accuracy and understanding of anomaly detection.

Several hybrid supervised AI approaches are used to predict and detect defects in
concrete through ultrasonic testing. Multi-scale signal analysis allows for identifying in-
visible internal cracks in critical infrastructures by combining discrete wavelet transform
with convolutional neural networks. Algorithms such as Impact Echo, competitive impe-
rial approaches, and SVM effectively classify structural defects such as voids, corrosion,
and delamination, demonstrating a strong correlation between ultrasonic wave parameters
and concrete properties. Furthermore, the integration of wavelet transform, deep convo-
lutional neural networks, and t-SNE enables automated diagnosis of damage caused by
temperature changes thanks to the time–frequency representation of ultrasonic signals.
The combination of artificial neural networks and regression models ultimately showed an
accurate prediction of the compressive strength of concrete, using data on cement content,
electrical resistivity, and ultrasonic velocity to evaluate the quality of the material. Table A7
summarizes the SWOT analysis of supervised AI techniques for data prediction, while
Table A8 summarizes some of the main results that have emerged in the recent literature.

10. Hammerstein Model: Operation and Use in US Non-Destructive Diagnostics for
Localization, Classification, and Evolution of Defects in Concrete

This is a technique that explores the efficient estimation of synthetic indicators to
evaluate the quality of non-linear systems, such as concrete structures, using US signals for
defect localization, classification, and prediction [106–108].

In general, the Hammerstein model describes a non-linear system composed of a
non-linear block followed by a linear block, making it suitable for representing the response
of concrete when structural defects are present.

Mathematically, the model is expressed as y(t) = ∑N
k=1 hk(t)⊗ xk(t), where y(t) is the

system output; hk(t) is the linear response of the concrete associated with the k-th power of
the input x(t), and ⊗ denotes the convolution operation. y(t) can be analyzed to identify
the presence of cracks or inhomogeneities in the material. The nuclei hk(t) reflect how the
material responds at different powers to the US signal, providing valuable information for
localizing the location of defects [106–108].

To identify the parameters of the Hammerstein model, a current choice uses expo-
nential US signals, x(t) = cos(φ(t)), where the phase φ(t) varies with time such that
the instantaneous frequency ω(t) is ω(t) = dφ(t)

dt . This type of signal allows the concrete
response to be analyzed at a range of frequencies, allowing defects to be localized based
on the non-linear response. The exponential nature of the swept signal refers to how the
frequency changes, growing exponentially over time, f (t) = fmineβt, where fmin is the
starting frequency while the parameter β acts as a control of the growth speed [106–108].

The pulse compression (PuC) technique is used to filter the response and obtain a more
precise representation of the harmonic contributions using u(t) = y(t)⊗ ψ(t) = ∑N

k=1 gk(t),
where ψ(t) is the matched filter, and gk(t) represents the harmonic components of the
response. The functions gk(t) allow estimating the position of defects since the parameters’
variations indicate discontinuities in the material [106–108].
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It is possible to use indices such as total harmonic distortion (THD) [106–108]:

THD( f0) =

√√√√ ∞

∑
k=2

(
Rk
R

)2
, (57)

where R is the amplitude of the fundamental component and Rk is the amplitude of the
k-th harmonic. High THD values may indicate the presence of significant cracks. Other
useful indices include intermodulation distortion (IMD):

IMD2 f2− f1( f ) =
|G2 f2− f1(2 f2 − f1)|
|G f1( f1) + G f2( f2)|

× 100%, (58)

where G2 f2− f1 performs the Fourier transform of the intermodulation component. These
indices allow for the classification of the type of defect because of the non-linear frequency
response. In addition to localization and classification, the Hammerstein model and
extracted parameters can be used to predict the evolution of defects over time.

The ability to extrapolate Hammerstein model parameters for different signal am-
plitudes is critical for predicting the evolution of a defect. The relationship between the
amplitude input parameters Rα and Rβ is given by gβ(t) = [A−1

c ]TRcAT
c gα(t), where Rc

is a diagonal matrix whose elements represent powers of the ratio between Rβ and Rα.
This relationship allows for predicting how a defect might manifest at higher stress levels
or under different stress conditions. For example, a small defect not appearing at low
amplitude levels could become significant with a higher-intensity signal [106–108].

The damage index “Harmonic Index” (HI), defined as HI = ∑N
k=2

∫
(gk(t))2dt

int(g1(t))2dt , can be
used as a critical indicator to monitor damage progression. A significant increase in HI
over time may indicate a progression of structural damage in the concrete, suggesting the
need for immediate intervention [106–108].

Remark 14. The identification technique presented in this article is based on the structure of the
Hammerstein model, which is adequate for most applications but unsuitable for chaotic non-linear systems,
as suggested by recent variants of this structure [109,110]. Additionally, the Hammerstein–Wiener model
extends this approach by incorporating non-linearities at both the input and output stages, combined with
a dynamic linear response. This advanced methodology accurately describes complex systems, such as
materials subjected to ultrasonic waves, by capturing non-linear effects and temporal dynamics, making it
ideal for monitoring and analyzing structural systems under varying conditions.

Techniques based on the Hammerstein model are applied for detecting and clas-
sifying defects in concrete using ultrasonic methods, proving valid on both synthetic
models and real samples. This approach allows the estimation of parameters starting
from a single measurement and stands out for its robustness even in the presence of
noise, making it suitable for non-destructive diagnostics. The use of the Hammerstein
model, together with the pulse compression technique, has proven effective in detecting
and distinguishing between linear and non-linear responses, being useful for precisely
identifying cracks and microcracks. Finally, a recursive algorithm specific to Hammer-
stein models has been shown to achieve stable convergence with high accuracy and low
complexity, as confirmed by tests on concrete mills, maintaining reliable performance
even under noisy conditions and with different non-linearities. Table A9 presents the
proposed procedures’ SWOT analysis, while Table A10 highlights a significant summary
of the most important results discussed above.

11. AI Techniques for Improving Hammerstein Model Performance

ANNs can be used to improve the non-linear modeling capabilities of the Hammerstein
system, especially to optimize the non-linear part by improving the system’s ability to
handle US signals [111,112].
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CNNs are particularly useful for processing US signals, as they are excellent at local
pattern recognition. They can be used to extract relevant features from ultrasonic signals
and improve defect classification.

RNNs can be used to improve defect prediction. Since US signals have temporal compo-
nents, they can learn dependencies over time to improve their ability to predict future defects.

SVMs can be used to classify defects in ultrasonic signals. This approach is particularly
effective when you have a dataset of labeled signals (i.e., with known defects) available.
By integrating SVMs into the Hammerstein model, it is possible to improve the classification
phase of the anomalies present in the signals [111,112].

Evolutionary optimization algorithms, such as GA or Particle Swarm Optimization
(PSO), can be used to optimize the parameters of the Hammerstein model. These algorithms
can find the optimal parameters for the non-linear component of the Hammerstein model,
thus improving its ability to adapt to incoming ultrasonic signals.

A further extension can be the Hammerstein–Wiener model that combines non-linear
components at the linear system’s beginning and end. Artificial intelligence techniques can
be used to optimize both non-linear components, for example, by using neural networks to
model complex relationships in the data [111,112].

If labeled defect data exist, supervised learning techniques can be employed to build
predictive models. For example, Random Forests (RFs) and Gradient Boosting (GB) can
be employed for classification and defect prediction, improving the robustness of the
Hammerstein model, which may not handle all ultrasonic signal dynamics effectively.
Furthermore, deep learning techniques can be used to build more powerful non-linear
regression models, improving defect prediction ability [113–115].

An innovative approach could be the integration of CNNs with Fourier transforms
(FFTs), which allows ultrasonic signals to be transformed from the time domain to the
frequency domain, simplifying the detection of defects.

Finally, preprocessing techniques such as WT or principal component analysis (PCA)
can be used to reduce noise in the ultrasonic signals before feeding them into the Ham-
merstein model, thus improving the overall accuracy. Furthermore, data augmentation
can help increase the number of signals available for training AI models. In Table A11, a
couple of main results are reported regarding the use of the Hammerstein model for defect
prediction. Furthermore, Table A12 presents three significant results relating to hybrid
approaches exploiting the Hammerstein model and AI techniques [113–115].

Remark 15. The integration of Hammerstein models with advanced fuzzy and neuro-fuzzy systems
introduces a significant innovation in the structural monitoring of concrete by combining non-linear
analysis with intelligent techniques. Hammerstein models detect non-linearities caused by internal
defects, while fuzzy systems manage uncertainties, providing detailed interpretations of ultrasonic
signals. Neuro-fuzzy systems enhance adaptability and transparency compared to neural networks,
allowing continuous updates to address data variations and improve model clarity. Central to the
CAIUS project, this approach focuses on early diagnosis and optimized predictive maintenance,
offering a cost-effective and flexible alternative to solely relying on neural networks.

12. CAIUS Project: Integration of Hammerstein Models and Fuzzy Neural Networks for
Advanced Monitoring of Concrete Defects via US

The current scientific literature highlights a limited application of the synergy between
the Hammerstein model and fuzzy logic-based AI techniques for defect monitoring in
concrete using US. The CAIUS project aims to fill this gap by introducing an integrated
approach that combines the Hammerstein model with fuzzy systems organized into ad-
vanced neuro-fuzzy networks. These networks use different types—types 1, 2, and 3
and intuitionistic—fuzzy logic to improve the accuracy and flexibility of monitoring.

Type 1 fuzzy logic is based on sets with fixed and determined membership values, where
each element has a precise degree of membership, making it suitable for situations with less
uncertainty. Type 2 fuzzy logic introduces additional flexibility by incorporating an uncertain
membership function, allowing for modeling scenarios with greater variability and impreci-
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sion in the data. Type 3 fuzzy logic extends this ability to manage further complexity, adapting
to situations where uncertainty is even more complex and dynamic. Finally, intuitionistic
fuzzy logic considers the degree of membership and non-membership and includes a degree
of indeterminacy, making it particularly useful for representing high ambiguities.

In the latest generation of neuro-fuzzy systems, in which the fuzzy component can
be type 1, 2, 3, or intuitionistic, the fuzzy logic approach is combined with the adaptive
learning of neural networks. This allows the network to autonomously learn the fuzzy
parameters and to dynamically adapt to changes in the data, improving the management of
uncertainties. With these systems, the CAIUS approach will achieve more precise diagnosis
and the ability to adapt to variable material conditions, making monitoring the propagation
of defects in concrete more efficient and reliable.

Strengthened by what was expressed in the previous section, the CAIUS project aims
to implement innovations in the localization, classification, and prediction of defects using
US signals by integrating the Hammerstein model with type 1, 2, 3, and intuitionistic
neuro-fuzzy networks. The use of type 1 neuro-fuzzy systems allows the characteristics
of the signal, such as amplitude and frequency, to be transformed into linguistic terms,
thus facilitating the identification, classification, and prediction of defects. Learning algo-
rithms such as ANFIS optimize fuzzy rules, adapting them to the material to accurately
detect microcracks and discontinuities even in noisy environments. Furthermore, type 2
neuro-fuzzy systems add flexibility in managing uncertainties, improving the accuracy
of classification and localization in complex contexts, while type 3 neuro-fuzzy systems
further enhance adaptability, addressing situations with high variability. Intuitionistic
fuzzy logic also introduces the evaluation of belonging, non-belonging, and indeterminacy,
providing a complete representation of the state of the material and allowing for a more
in-depth analysis of defects.

This combination of approaches enables robust localization, precise classification,
and reliable prediction of defects such as voids, cracks, and microcracks, ensuring effective
preventive diagnosis to meet the monitoring objectives of the CAIUS project.

13. Conclusions

This review has highlighted significant scientific results in integrating advanced AI
techniques with ultrasonic (US) methodologies for monitoring concrete structures, where
high performance in signal processing and handling large volumes of data is required.
Specifically, using the Hammerstein non-linear model, combined with neuro-fuzzy systems,
has significantly enhanced the ability to diagnose, classify, and predict the evolution of
internal defects. Additionally, the application of convolutional neural networks (CNNs)
has automated the analysis of ultrasonic signals in both 2D and 1D, providing a fast and
reliable method for detecting internal anomalies, even in the presence of noise or data
distortions. Finally, the theory of poroelasticity has provided a robust physical foundation
for understanding the propagation of ultrasonic waves in porous materials, paving the way
for highly precise “Physics-Informed” models.

Future research directions include the development of more efficient algorithms for
compressing and managing the large volumes of data generated by ultrasonic inspections,
as well as adopting machine learning models capable of processing data in real-time with
reduced computational overhead. Another critical challenge is the creation of standardized
reference datasets that are representative of a wide range of operational conditions, aiming
to improve the reliability and scalability of AI solutions. Furthermore, deeper integration
between physical models and AI techniques could lead to more accurately describing
concrete behavior under dynamic stresses.

Regarding engineering applications, these results offer advanced tools for predictive
maintenance and continuous monitoring of critical infrastructure such as bridges, tunnels,
dams, and civil buildings. The ability to generate detailed defect maps and automate
diagnostic processes makes these methodologies particularly suited for timely and targeted
interventions, reducing costs and enhancing structural safety. The proposed technologies
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can extend infrastructure’s service life, optimize repair processes, and support the transi-
tion toward more sustainable and resilient construction. The practical adoption of these
solutions represents a tangible opportunity to improve civil infrastructure management
and ensure higher safety standards.
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Appendix A

Table A1. Operations and functions of a 1D CNN, from convolution to weight optimization.

Convolutional Layer signal x; s(i) = ∑
p−1
u=0 x(i + u)w(u), s ∈ Rn−p+1, s(i) is value con-

volved to position i; x(i + u), US signal at position i + u; w(u) filter
value at position u; p, length of the filter; matrix X and filter W
one-dimensional vectors.

ReLU and 1D Pooling s′k(i) = ReLU(sk(i)) = max(0, sk(i)), p(i) = max0≤u<r s′k(i+ u), win-
dow r× r reduces to window of length r.

Fully Connected Layer f ∈ Rd, d total number of values after pooling operations,
f = [ f1, f2, . . . , fd]

T ; weight matrix W f c ∈ Rl×d; bias vector b ∈ Rl ;
z = W f c · f + b, z ∈ Rl is output of layer, with l defect classes.

Activation and Classifica-
tion Function

softmax(zi) =
ezi

∑l
j=1 ezj , ∀i = 1, . . . , l.

Cost and Training
Function

L = −∑l
i=1 yi log(ŷi), yi real label (one-hot encoded); ŷi probability

predicted by softmax.

Backpropagation and
Weight Update

∂L
∂W f c

= (ŷ − y) · f T , ∂L
∂w = ∑i

∂L
∂s′(i) ·

∂s′(i)
∂w , ∂L

∂s′(i) gradient of loss re-
garding output convolved at position i.

Optimization as in Section 7.1.

Table A2. Features: formulations and characteristics.

Feature Characteristics

µ =
1
N ∑N

i=1 x(i) x(i), signal values; N, total number of samples.

σ =
√

1
N ∑N

i=1(x(i)− µ)2 x(i), signal values; N, total number of samples; µ, mean of
the signal.

K =
1
N ∑N

i=1(xi−µ)4

σ4 Values of K greater than 3 indicate a distribution with a longer tail
(sharper) than a normal distribution, while values lower than this
indicate a flatter distribution.

γ =
1
N ∑N

i=1(xi−µ)3

σ3 Positive values of γ indicate a skewed distribution with a longer
tail towards the right, while negative values indicate a longer tail
towards the left.

E = ∑N
i=1 |xi|2 This reflects the energy concentrated in the selected coefficients of

the WPT, in line with the Shannon entropy analysis which favors
the most informative coefficients.

Sq =
1−∑N

i=1 pq
i

q−1 here, q is a parameter that modulates the importance of the con-
tributions. Tsallis entropy is useful for analyzing signals with
non-Gaussian probability distributions, increasing sensitivity to
signal structure.

ACF(τ) = ∑N−τ
i=1 xi · xi+τ Here, τ is the lag. Autocorrelation provides information about the

periodicity of the signal, helping to detect repetitive patterns.

D = limϵ→0
log(N(ϵ))
log(1/ϵ)

Here, N(ϵ) represents the number of boxes of size ϵ needed to
cover the signal. The fractal dimension is useful for describing
the roughness or complexity of the signal, and is especially useful
in biological or environmental signals.

Ψ(xi) = x2
i − xi−1 · xi+1 This measurement is sensitive to rapid changes in the signal, mak-

ing it useful for detecting short-lived events such as transients.
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Table A3. Pros and cons of different features extracted from signals.

Feature Pros Cos

µ
Provides a simple and intuitive measure of
the central tendency of the signal.

Sensitive to outliers, which can distort
the result.

σ
Measures the dispersion of data around
the mean, useful for understanding
signal variability.

Does not provide information about the
shape of the distribution.

K
Detects the “peakedness” of the distribu-
tion, useful for identifying signals with high
local variations.

Sensitive to extreme values, can be hard to
interpret for non-Gaussian distributions.

γ
Indicates the symmetry of the distribution,
useful for understanding if the distribution
has a prevalent tail.

Does not provide information on the
overall dispersion or variability of
the signal.

E
Reflects the total power of the signal, essen-
tial for evaluating the presence of significant
information.

Does not distinguish between different
types of variations in the signal (e.g., tran-
sients versus steady components).

Sq

Provides a generalization of Shannon en-
tropy, suitable for signals with non-Gaussian
distributions.

Higher computational complexity than
Shannon entropy, depending on the pa-
rameter q.

ACF Useful for detecting periodicity and repeat-
ing signal patterns.

Requires a long time window to be mean-
ingful, can be influenced by noise.

D
Measures the complexity and “roughness”
of the signal, useful for analyzing biological
or natural signals.

Complex to calculate, can be difficult to
interpret physically.

Ψ Sensitive to rapid changes in the signal, ex-
cellent for detecting transient events.

Can amplify noise in signals, requiring
pre-filtering to be effective.

Table A4. SWOT analysis of supervised AI techniques for defect identification and classification.

CNN BPNN & GA Mask RCNN

Strengths

CNNs offer high accuracy and precision in
defect detection by learning complex pat-
terns from ultrasound data. They auto-
mate detection, enhancing efficiency and
enabling fast processing of large 2D and
1D datasets. Additionally, their adaptabil-
ity and scalability make them suitable for
various applications and configurations.

The GA optimizes the parameters of
the BPNN, enabling faster and bet-
ter solutions than a traditional BPNN.
The BPNN handles complex non-linear
problems well, such as detecting de-
fects in non-homogeneous materials.
With GA, greater accuracy and faster
convergence are achieved compared to
traditional methods.

Precise localization, distinguishing de-
fects from noise and irrelevant details.
Simultaneously performs defect classi-
fication with pixel-level segmentation,
providing a detailed view of defective
areas. Detects and segments various
types of defects. Applicable on a large
scale for automatic monitoring of exten-
sive infrastructure.

Weaknesses

CNNs require significant computational re-
sources and large labeled datasets, making
data collection costly and time-consuming,
especially for rare defects. They are prone to
overfitting and may struggle to generalize
to new data. Additionally, their implemen-
tation and optimization demand advanced
expertise, limiting their use to specialists.

GA-BPNN requires substantial compu-
tational resources and long training
times to find the optimum. While
it converges faster than a traditional
BPNN, GA optimization can be time-
consuming, particularly with large
datasets, and its performance heavily de-
pends on complex parameter tuning.

Requires large datasets for training and
high computational resources for infer-
ence. While the model performs well
in many situations, it can be negatively
affected by images with significant arti-
facts, reducing accuracy in such cases.

Opportunities

Advances in hardware and deep learning
frameworks will make CNNs more efficient
and accessible. Combining CNNs with
other AI technologies could improve detec-
tion capabilities while increasing computa-
tional power, which enables real-time mon-
itoring. The demand for predictive main-
tenance will create new opportunities for
automated CNN-based systems.

The BPNN-GA approach can be applied
to other predictive maintenance and de-
fect detection areas, potentially automat-
ing concrete defect detection and reduc-
ing the need for human expertise. It
can be combined with other AI tech-
nologies for improved accuracy and ef-
ficiency, and with advanced hardware,
it could be used on portable devices for
on-site applications.

Suitable for large-scale automated mon-
itoring, especially where preventive
maintenance is crucial. It can be inte-
grated with robotic systems to reduce
costs and applied in other sectors for de-
fect segmentation in various materials,
expanding its range of applications.
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Table A4. Cont.

CNN BPNN & GA Mask RCNN

Strengths
Threats

X-ray tomography and Eddy Current tests
may compete with CNNs combined with
US. CNN models risk underperforming on
different datasets or conditions, leading to
false positives/negatives. High costs and
strict regulations requiring validation and
certification limit their large-scale adoption.

Advanced methods may outcompete
BPNN-GA in accuracy and efficiency,
while its complexity limits large-scale
implementation. Evolving materials and
real-world noise can reduce its effective-
ness and require model adjustments.

Lighter deep learning models may
offer better efficiency, but variabil-
ity in conditions and data can im-
pact performance if not adapted.
The model may struggle to generalize
to new or unexpected defects, reducing
prediction reliability.

Table A5. SWOT analysis of supervised AI techniques for defect identification.

CW-HT-CNN MCBMNet WPT-SCNs

Strengths

The integration of CWT, HT, and CNN en-
ables precise diagnosis of the coating con-
dition, detecting delaminations and critical
defects, improving speed, and adapting to
coatings of different thicknesses.

The architecture combines multi-scale
feature extraction and a bidirectional
model for robust representation of ul-
trasonic signals, optimizing memory
with gates and accelerating training with
Adam, ensuring precise defect classifica-
tion with softmax.

It achieves over 90% accuracy in de-
tecting defects in concrete, with bet-
ter generalization than traditional mod-
els, fast computation, and no need
for manual optimization. WPT en-
hances signal quality by filtering high-
frequency noise.

Weaknesses

Implementing CWT, HT, and CNN is com-
plex and time-consuming, especially with
large datasets. The method is sensitive to
noise in real environments and requires ad-
vanced technical skills and a large amount
of training data.

MCBMNet requires significant compu-
tational resources, risks overfitting with
limited datasets, and is difficult to inter-
pret, with latency that can limit its use
in rapid-response applications.

The approach requires a high computa-
tional load and may suffer from over-
fitting if the parameters are not bal-
anced, restricting its use in resource-
constrained environments.

Opportunities

The approach is suitable for non-destructive
monitoring of various materials, optimiz-
able with signal analysis, IoT, and advanced
algorithms. It is ideal for early defect de-
tection for safety-sensitive sectors, such as
offshore, aerospace, and nuclear.

The architecture, adaptable to various
time series, can become more efficient
with optimization techniques and hard-
ware advancements, enabling the use of
MCBMNet on resource-limited devices.
Larger datasets would improve robust-
ness and reduce the risk of overfitting.

Extensible approach for detecting com-
plex defects with accuracy and effi-
ciency, making it suitable for structural
monitoring. It could be enhanced by
integrating deep learning techniques or
more advanced networks to detect sub-
tler defects.

Threats

Innovation in alternative methods and the
rapid evolution of machine learning could
reduce the use of ultrasound and require
continuous updates. The method’s com-
plexity and environmental variations in off-
shore contexts limit its adoption.

Lighter models can offer similar per-
formance with lower computational
costs, but training data quality is crucial.
The evolution of neural networks, such
as Transformers, could render MCBM-
Net obsolete, and its complexity limits
industrial adoption.

New AI approaches could outperform
the proposed method on larger, more
complex datasets. It faces implementa-
tion challenges in noisy environments,
and its performance depends on the
precise configuration of parameters.

Table A6. Hybrid supervised artificial intelligence approaches for defect detection in concrete using
US techniques.

Ref. Domain Method Conclusions

[77–80] through-holes, cracks,
foreign materials BPNN-GA

Effectiveness of the approach in the automatic identification of defects in concrete, surpassing
traditional systems in terms of accuracy and speed, making detection more efficient and
independent of specialized skills.

[81–84] cracks, delaminations Mask RCNN

Mask RCNN is effective in detecting internal defects, demonstrating high accuracy and
precision, outperforming models like YOLOv4 in defect segmentation. It is highly suitable
for automated monitoring of concrete structures, reducing errors and speeding up the
inspection process.

[85–89] delamination and coat-
ing thinning CW-HT-CNN

Local peaks of the CWT manually estimate the TOF of reflected echoes, useful for thin
coatings. The attenuation of US energy is greater in adherent coatings than in delaminated
ones, with clear phase differences. Automated classification.

[90–92] dry and water-filled
cavities MCBMNet

Effective approach for detecting cavities in concrete, with over 98% accuracy. The multi-scale
network and BiLSTM block enhance feature extraction and robustness, offering noise
resistance and adaptability, surpassing traditional methods.

[93–96] cavities, penetrating
holes WPT-SCNs Effective approach for recognizing penetrating cavities, superior to traditional methods like

BP networks with GA, achieving high accuracy.
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Table A7. SWOT analysis of supervised AI techniques for data prediction.

DWT and CNN Impact Echo and ICA and SVM BTR and ANN

Strengths

The approach offers high accuracy
in detecting cracks without direct
access, with CNNs for automation
and wavelet-based multiresolution
for early detection and
timely monitoring.

Early and precise detection of
internal defects with ICA and SVM,
improving classification and
structural quality assessment.

The hybrid approach of BTR and
ANN enhances defect prediction
accuracy and model robustness,
reducing overfitting and error and
adapting to various
concrete conditions.

Weaknesses

Requires high computational
power and a quality dataset to
avoid overfitting and
generalization issues, while noisy
ultrasonic signals can reduce the
accuracy of the CNN.

Using ICA and SVM requires
specific expertise and high
resources, with a risk of missing
small or deep defects.

The combined use of BTR and
ANN is computationally expensive,
sensitive to data quality,
and challenging to interpret.

Opportunities

The approach is suitable for
monitoring complex structures,
with potential improvements in
efficiency and generalization
through more powerful hardware
and larger datasets.

The approach is adaptable to
critical infrastructure and can be
enhanced with complementary
technologies, with opportunities
for large-scale implementation due
to increasing safety regulations.

The model is applicable in
construction and civil engineering
for structural monitoring and can
be extended to materials other than
concrete, improving efficiency and
predictive maintenance through
integration with artificial
intelligence and IoT.

Threats

Environmental variations can
reduce the accuracy of ultrasonic
signals. Alternative technologies
like X-rays, radar, or lasers may
provide better results. High costs
and the need for advanced
hardware also limit large-scale
adoption, especially for
large infrastructure.

Competition with ultrasonic
tomography, drones, and humidity
and material variability can
compromise results.
Implementation requires significant
resources and may face regulatory
resistance, slowing
practical application.

Alternative machine learning
models could surpass this hybrid
approach, while stricter regulations
and technological changes could
influence its application and slow
its diffusion in the
construction sector.

Table A8. Utilization of supervised hybrid AI approaches for defect prediction in concrete through
ultrasonic testing.

Ref. Domain Method Conclusions

[97,98]
Critical infras-
tructures, in-
ternal cracks.

DWT and CNN

An effective approach that achieved over 96% accuracy in detecting cracks
in concrete and over 90% in prediction. Analyzing ultrasonic signals at
different scales can also identify non-visible cracks. The CNN, trained with
DWT data and the entire signal, reached an accuracy of 80% and is more
suitable for complex applications than the FFNN.

[99,100]
Void, corro-
sion, delami-
nation.

Impact Echo and com-
petitive imperial algo-
rithm and SVM

High accuracy in detecting and classifying defects, with significant
correlations between ultrasonic wave parameters and concrete properties,
demonstrating that the model can correctly predict the type of defect based
on the collected data.

[101–103]
Voids, corro-
sion, detach-
ment.

DWT and DCNN and
t-SNE

Automated diagnosis of compression damage due to temperature variations
uses the time-frequency spectrum of ultrasonic signals as input for
pre-trained DCNN models. This method allows for damage identification
with an accuracy of 98.2%

[104,105]
Voids, corro-
sion, detach-
ment.

ANN and BTR

The CNN and BTR models demonstrated superior performance in
predicting compressive strength, highlighting that combining cement
content, electrical resistivity, and UPV allows a more accurate assessment of
concrete quality.
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Table A9. Hammerstein model: SWOT analysis.

Strengths

The Hammerstein model is ideal for describing the non-linear behaviors of concrete in the presence of cracks or
voids, capturing distortions and variations in the signal caused by structural defects. The combination between
the non-linear block, which represents the distortion, and the linear one, which describes the temporal dynamics,
allows defects to be precisely localized and classified. By analyzing reflected ultrasonic responses and TOF
together with harmonic distortions, hidden cracks or voids can be identified. Furthermore, the model monitors
the evolution of defects, measuring periodic changes in harmonic components to detect the expansion of cracks
or voids, enabling predictive maintenance. Indices such as liHI quantify the severity and evolution of the damage,
preventing sudden structural failures.

Weaknesses

The accuracy of the Hammerstein model depends on the quality of the ultrasonic signal and the system’s
calibration. Noise, interference, and multiple reflections can compromise the accuracy of defect localization and
classification. Although the model is adequate for simple defects such as cracks or voids, it has limitations in
analyzing complex or multiple defects. Small defects or with poorly defined non-linear signals reduce the
model’s effectiveness. Furthermore, pattern identification is computationally intensive, requiring advanced
software and computing resources that are not always available in the field.

Opportunities

Advances in ultrasound technologies, such as high-resolution transducers and advanced signal processing
techniques, may improve the effectiveness of the Hammerstein model. The use of multi-element or phased array
transducers increases the accuracy of defect location. Emerging technologies such as ultrasonic tomography can
integrate with the model to obtain detailed 3D images. AI and machine learning can improve automatic defect
classification. The Hammerstein model has great potential in NDT to monitor critical infrastructure, contributing
to preventative maintenance and reducing the risk of catastrophic failure and repair costs.

Threats

Other non-destructive diagnostic methods, such as X-ray tomography, thermography, or vibration analysis, can
compete with ultrasound and be more suitable for detecting internal defects or reflective materials. These
methods may be preferred in some applications, reducing the use of the Hammerstein model. Furthermore,
the ultrasonic method is sensitive to environmental conditions such as humidity, extreme temperatures,
and heterogeneous materials, which can hinder the analysis. Implementing the model on large facilities or remote
sites requires time and advanced equipment, posing a logistical challenge. Finally, slowly evolving defects may
not show significant changes over short periods, limiting the model’s effectiveness for short-term monitoring.

Table A10. Hammerstein approaches for defect detection in concrete using US techniques.

Ref. Domain Method Conclusions

[106] defect detection
and classification Hammerstein

The technique allows parameters to be estimated from a single measurement and has
proven valid on synthetic models and real samples, detecting the increased
nonlinearity caused by defects. The method is robust even in the presence of noise,
making it useful for non-destructive diagnostics.

[107] cracks and micro-
cracks Hammerstein

The paper proves that with the pulse compression technique, the Hammerstein
model effectively and precisely detects defects in concrete, distinguishing linear and
non-linear responses. The methodology proved to be valid on synthetic and real
samples, robust even in noisy conditions, and suitable for
non-destructive diagnostics.

[108] defect classifica-
tion Hammerstein

The paper proposes a recursive algorithm for Hammerstein models, ensuring
convergence to a stable minimum with high accuracy and low complexity. Tests on a
cement mill confirm the effectiveness and reliability of the algorithm even in noisy
conditions and with different nonlinearities.

Table A11. Hammerstein approaches for defect prediction in concrete using US techniques.

Ref. Domain Method Conclusions

[111] prediction Hammerstein

The paper concludes that the Hammerstein model is effective for predicting the compressive
strength of high-performance concrete, modeling nonlinear interactions between
components and facilitating the identification of structural defects, thus improving material
design and durability.

[112] prediction Hammerstein Closed-loop control with defect monitoring, and continuous parameter adjustment, as well
as the use of digital twins to optimize process quality and reliability.
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Table A12. Hybrid hammerstein approaches for defect prediction in concrete using US techniques.

Ref. Domain Method Conclusions

[113] prediction Hammerstein-Wiener & SVR

The Hammerstein–Wiener and SVR models effectively predict the
compressive strength of jujube seed concrete. The HWM-M4 model stands
out for its high precision, making it the most reliable in high
accuracy applications.

[114] prediction Hammerstein & SVR

The research used ANN, SVR, and Hammerstein models to predict the
mechanical properties of concrete with plastic waste and fly ash, finding that
ANN outperforms SVR and Hammerstein in predictive accuracy, with up to
6% higher precision.

[115] prediction Hammerstein & PSO
Optimization with PSO to improve convergence in Hammerstein pattern
identification. By dynamically changing the inertia weight, the PSO
optimizes accuracy and identification time.
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