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Abstract

We establish some existence and regularity results to the Dirichlet problem, for a class of quasi-

linear elliptic equations involving a partial di�erential operator, depending on the gradient of

the solution. Our results are formulated in the Orlicz Sobolev spaces and under general growth

conditions on the convection term. The sub and supersolutions method is a key tool in the proof

of the existence results.

1 Introduction

Let Ω be a bounded domain in Rn, with C1,α boundary. We consider the following quasilinear
elliptic problem involving the A-laplacian operator

(1.1)

{
−∆Au = f(x, u,∇u) in Ω

u = 0 on ∂Ω ,

where A : [0,∞) → [0,∞) is a convex function, vanishing at 0, A ∈ C2((0,+∞)), and f :
Ω × R × Rn → R is a Carathéodory function. The A-laplacian operator is de�ned by ∆Au =

div
(
A′(|∇u|) ∇u|∇u|

)
. The properties of the function A guarantee that ∆Au makes sense also when

|∇u| = 0.
A wide class of operators can be incorporated in (1.1). The p-Laplacian and the (p, q)-Laplacian,
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for which A(t) = tp and A(t) = tp + tq, t ≥ 0, respectively, are the most known, but we can also
consider functions like A(t) = (

√
1 + t2 − 1)γ , for t ≥ 0 and γ > 1 or A(t) = tp lg(1 + t), for t ≥ 0

and p > 1. All the ∆A corresponding to the functions A considered above appear in many physical
contests, like nonlinear elasticity and plasticity theory.
The presence of the gradient in the nonlinear term, called convection term, makes variational meth-
ods not applicable. Among the techniques used to study problems with a convection term, we cite:
topological degree method ([BF, R]), theory of pseudomonotone operators ([GW]), �xed point the-
orems ([BNV, Z]), sub and super solution methods ([FMMT, FM, G, NS]), approximation methods
([T]), or a combination of the techniques above ([BaTo1, FMP, MW]).
We deal with existence, regularity and sign of the solutions to (1.1). Results in this direction can
be found in [BF, FMMT, FMP, MW, NS, R, T, Z]. In the papers above there are various growth
conditions on f , with respect to each variable, which make it necessary to use di�erent methods to
approach the problem, depending on the behavior of the convective term.
In all the papers cited above, the abstract framework is the classical Sobolev space W 1,p

0 (Ω) and
the growth conditions with respect (s, ξ) ∈ R × Rn are of polynomial type. By contrast, we work
in Orlicz spaces and take into account a class of operators which, although they depend only
on the gradient, cannot be treated in the Sobolev spaces. Furthermore, this allows for f a wider
choice than that seen above. Roughly speaking, for a problem with the p-Laplacian, a function

f(x, s, ξ) = −c + |s|p∗−1

lg(1+|s|) + a(|s|)|ξ|p (see Theorem 3.3) is allowed. This does not happen if we
consider standard growths.
In [BF, FMP, R, Z] the authors establish the existence and the regularity of positive solutions for
a problem involving the p-Laplacian. In [BF, R] the convection term is a continuous, nonnegative
function with subcritical growth with respect to u and growth less then p with respect to ∇u. In
[FMP] the growth of the convection term is at most p − 1 with respect to u and ∇u, while in [Z]
the convection term is superlinear for (s, ξ) → (0, 0) and its growth is at most p with respect to u
and strictly less than p with respect to ∇u. An existence and regularity result for the p-Laplacian
with a convection term that can be singular at 0 can be found in [NS]. The existence of a suitable
pair of sub and supersolutions plays a crucial role in their proof. In general, sub and supersolution
methods allow to study also the case of a singular convection term, provided the interval of sub and
supersolutions does not contain the singular point.
In [MW] the authors give also sign information on the solutions. They use sub and supersolution
methods, in combination with variational techniques, for an operator that can be treated as the
(p, q)-laplacian.
Existence and regularity results, for a general operator A(x,∇u) can be found in [NS, T], and in
[FMMT] for A(x, u,∇u). In [T] the convection term is a continuous function with growth less than
p − 1 with respect to u and |∇u|, while in [FMMT, NS] the growth is at most p with respect to
|∇u|.
Some more detailed comments on our new existence and regularity results to (1.1) (Theorems 3.5,
3.2 and 3.3). In Theorem 3.5 we assume the existence of an ordered pair of sub and supersolutions
u, u ∈W 1,∞(Ω) and use Theorem 3.6 in [BaTo1] to prove the existence of a regular solution to (1.1).
The growth condition on f , in Theorem 3.5, is weaker than that used the Theorem 3.6 in [BaTo1].
A limit in the use of the method of sub and supersolutions is due to the fact that establishing their
existence may not be easy. So we give two existence results, Theorems 3.2 and 3.3, where a uni�ed
hypothesis on f guarantees the existence of a suitable pair of sub and supersolutions and enable us
to apply Theorem 3.5 to obtain the existence of a regular constant sign solution.
The paper is arranged a follows: in Section 2 we give the basic de�nitions and collect some auxiliary
results. Our main theorems are proved in Section 3. Finally, in Section 4, we present some examples
in which it is easy to verify the existence of constant sub and supersolutions.
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2 Preliminaries

In this Section we give the main de�nitions on Young functions and de�ne the Orlicz Sobolev spaces
that we use in the sequel. For a comprehensive treatment of Young functions and Orlicz spaces we
refer the reader to [Chl, KrRu, RR1, RR2]. We also collect some auxiliary results for the proof of
the main theorems.

De�nition 2.1 A function A : [0,∞)→ [0,∞] is called a Young function if it is convex, vanishes
at 0, and is neither identically equal to 0, nor to in�nity (in (0,+∞)).

For Young functions

(2.1) A(λt) ≤ λA(t) for λ ≤ 1 and t ≥ 0.

De�nition 2.2 The Young conjugate of a Young function A is the Young function Ã de�ned as

Ã(s) = sup{st−A(t) : t ≥ 0} for s ≥ 0.

De�nition 2.3 A Young function A is said to satisfy the ∆2-condition near in�nity (brie�y A ∈ ∆2

near in�nity) if it is �nite valued and there exist two constants K ≥ 2 and M ≥ 0 such that

(2.2) A(2t) ≤ KA(t) for t ≥M .

De�nition 2.4 The function A is said to satisfy the ∇2-condition near in�nity (brie�y A ∈ ∇2

near in�nity) if there exist two constants K > 2 and M ≥ 0 such that

(2.3) A(2t) ≥ KA(t) for t ≥M .

If (2.2) or (2.3) holds with M = 0, then A is said to satisfy the ∆2-condition (globally), or the
∇2-condition (globally), respectively. Given a Young function A ∈ C1([0,+∞)), de�ne the quantities

(2.4) pA = inft>0
t ·A′(t)
A(t)

, and qA = supt>0
t ·A′(t)
A(t)

.

The conditions
pA > 1 and qA < +∞

are equivalent to the fact that A ∈ ∇2 ∩∆2 (globally).
We give basic de�nitions and the main properties on the Orlicz spaces. Let Ω be a measurable

set in Rn, with n ≥ 1. Given a Young function A, the Orlicz space LA(Ω) is the set of all measurable
functions u : Ω→ R such that the Luxemburg norm

‖u‖LA(Ω) = inf

{
λ > 0 :

∫
Ω
A
(

1
λ |u|

)
dx ≤ 1

}
is �nite. The functional ‖ · ‖LA(Ω) is a norm on LA(Ω), and the latter is a Banach space (see [Ad]).
If A is a Young function, then a generalized Hölder inequality

(2.5)

∫
Ω
|uv| dx ≤ 2‖u‖LA(Ω)‖v‖LÃ(Ω)

holds for every u ∈ LA(Ω) and v ∈ LÃ(Ω).
If A ∈ ∆2 globally (or A ∈ ∆2 near in�nity and Ω has �nite measure) then

(2.6)

∫
Ω
A(k|u|)dx < +∞ for all u ∈ LA(Ω), all k ≥ 0 .
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Let Ω be an open set in Rn with |Ω| <∞. The isotropic Orlicz-Sobolev spaces W 1,A
0 (Ω) is de�ned

as

W 1,A
0 (Ω) = {u : Ω→ R : the continuation of u by 0 outside Ω

is weakly di�erentiable in Rn, |u|, |∇u| ∈ LA(Ω)}.

The space W 1,A
0 (Ω) equipped with the norm

‖u‖
W 1,A

0 (Ω)
= ‖|∇u|‖LA(Ω).

is a Banach space. This norm is equivalent to the standard one

‖u‖
W 1,A

0 (Ω)
= ‖u‖LA(Ω) + ‖|∇u|‖LA(Ω) .

For the Young function A in (1.1), we assume:

[ A1 ] A ∈ C2(]0,+∞[) (this implies A′ ∈ C1([0,+∞[));

[ A2 ] there exist two positive constants δ, g0 > 0 such that

(2.7) δ ≤ tA′′(t)

A′(t)
≤ g0 for t > 0 .

We point out that, (2.7) guarantees that A′(0) = 0 and A ∈ ∇2∩∆2 globally. In fact integrating
(2.7), (

t

t0

)δ
≤ A′(t)

A′(t0)
≤
(
t

t0

)g0
for t > t0 > 0 .

Choosing t = 2t0
2δA′(t0) ≤ A′(2t0) ≤ 2g0A′(t0) for t > t0 > 0 .

Thus

A(2t) =

∫ 2t

0
A′(τ)dτ = 2

∫ t

0
A′(2s)ds ≤ 2g0+1

∫ t

0
A′(s)ds = 2g0+1A(t) for all t > 0,

and

A(2t) =

∫ 2t

0
A′(τ)dτ = 2

∫ t

0
A′(2s)ds ≥ 2δ+1

∫ t

0
A′(s)ds = 2δ+1A(t) for all t > 0.

We investigate the existence and the regularity of the solutions to problem (1.1). The proof of
the existence is based on sub and supersolution methods, while the main tool for the regularity is
Theorem 1.7 of [Li1] and the remark immediately after the statement (see also [Li, Theorem 1]),
that we recall below.

Proposition 2.5 (see [Li1, Theorem 1.7]) Let Ω be a bounded domain in Rn with C1,α boundary,
for some 0 < α ≤ 1. Let g : [0,+∞[→ [0,+∞[ be a C1, increasing function, satisfying 0 < δ ≤
tg′(t)
g(t) ≤ g0, for t > 0, and let G(t) =

∫ t
0 g(τ)dτ . Consider the problem

div(A(x, u,∇u)) +B(x, u,∇u) = 0 in Ω .

Suppose A and B satisfy the structure conditions (here aij(x, z, η) = ∂Ai
∂ηj

)
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(a)
∑n

i,j=1 aij(x, z, η)ξiξj ≥ g(|η|)
|η| |ξ|

2

(b)
∑n

i,j=1 |aij(x, z, ξ)| ≤ Λg(|ξ|)
|ξ|

(c) |A(x, z, ξ)−A(y, w, ξ)| ≤ Λ1(1 + g(|ξ|)(|x− y|2 + |z − w|2)

(d) |B(x, z, ξ)| ≤ Λ1(1 + g(|ξ|)|ξ|),

for some positive constants Λ, Λ1, M0, for all x and y ∈ Ω, for all z, w ∈ [−M0,M0] and for all
ξ ∈ Rn. Then, any solution u ∈ W 1,G(Ω), with |u| ≤ M0 in Ω, is C1,β(Ω) for some positive β.
Moreover

‖u‖C1,β(Ω) ≤ C(α,Λ, δ, g0, n,Λ1, g(1),Ω,M0)(2.8)

Lemma 2.6 Let A be a Young function satisfying [A1] and [A2]. Put Φ(ξ) = A(|ξ|). Then

n∑
i,j=1

∂ijΦ(η)ξiξj ≥ min{δ, 1}A
′(|η|)
|η|

|ξ|2 for all ξ ∈ Rn, η ∈ Rn \ {0} ,(2.9)

n∑
i,j=1

|∂ijΦ(η)| ≤ [2 max{|δ − 1|, |g0 − 1|}+ n]
A′(|η|)
|η|

for all η ∈ Rn \ {0} ,(2.10)

and ∇Φ = A satis�es conditions a−−c in Proposition 2.5, with g(t) = min{δ, 1}A′(t), Λ = λ
min{δ, 1} ,

where λ = 2 max{|δ − 1|, |g0 − 1|}+ n.
Proof From (2.7)

(δ − 1)
A′(|η|)
|η|

≤ A′′(|η|)− A′(|η|)
|η|

≤ (g0 − 1)
A′(|η|)
|η|

for all η ∈ Rn \ {0} .

Also, ∂iΦ(η) = A′(|η|) ηi|η| , and

∂ijΦ(η) = A′′(|η|)ηiηj
|η|2

+A′(|η|)
(
δij
|η|
− ηiηj
|η|3

)
for all η ∈ Rn \ {0} .

Thus

n∑
i,j=1

∂ijΦ(η)ξiξj =
n∑

i,j=1

(
A′′(|η|)ξiηiξjηj

|η|2
+A′(|η|)δijξiξj

|η|
−A′(|η|)ξiηiξiηj

|η|3

)

=

(
A′′(|η|)
|η|2

− A′(|η|)
|η|3

)
(ξ, η)2 +

A′(|η|)
|η|

|ξ|2

≥ (δ − 1)
A′(|η|)
|η|3

(ξ, η)2 +
A′(|η|)
|η|

|ξ|2 for all ξ ∈ Rn, η ∈ Rn \ {0} .

If δ ≥ 1

(2.11)
n∑

i,j=1

∂ijΦ(η)ξiξj ≥
A′(|η|)
|η|

|ξ|2 for all ξ ∈ Rn, η ∈ Rn \ {0} .
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If δ < 1

n∑
i,j=1

∂ijΦ(η)ξiξj ≥ (δ − 1)
A′(|η|)
|η|3

|ξ|2|η|2 +
A′(|η|)
|η|

|ξ|2(2.12)

= δ
A′(|η|)
|η|

|ξ|2 for all ξ ∈ Rn, η ∈ Rn \ {0} .

Putting together (2.11) and (2.12), we get (2.9).
Consider

|∂ijΦ(η)| ≤ |ηi||ηj |
|η|2

∣∣∣∣A′′(|η|)− A′(|η|)
|η|

∣∣∣∣+ δij
A′(|η|)
|η|

for all η ∈ Rn \ {0} .

Thus

n∑
i,j=1

|∂ijΦ(η)| ≤
(
∑n

i=1 |ηi|)
2

|η|2

∣∣∣∣A′′(|η|)− A′(|η|)
|η|

∣∣∣∣+ n
A′(|η|)
|η|

≤ [2 max{|δ − 1|, |g0 − 1|}+ n]
A′(|η|)
|η|

for all η ∈ Rn \ {0} .

So (2.10) holds with λ = 2 max{|δ − 1|, |g0 − 1|}+ n.

3 Main results

In this section �rst we give two existence and regularity results (Theorems 3.2 and 3.3), in which
we assume a global growth condition on f , unilateral with respect to s ∈ R. In Theorem 3.2 we
require that f satis�es some conditions for (x, s, ξ) ∈ Ω × [0,+∞) × Rn and obtain the existence
of a nonnegative solution. Similarly, in Theorem 3.3, f satis�es some conditions for (x, s, ξ) ∈
Ω× (−∞, 0]× Rn that guarantee the existence of a non-positive solution.
Here is the de�nition of weak solution to (1.1).

De�nition 3.1 A function u ∈W 1,A
0 (Ω) is a weak solution to problem (1.1) if∫

Ω
A′(|∇u|) · ∇u

|∇u|
· ∇vdx =

∫
Ω
f(x, u,∇u)vdx

for all v ∈W 1,A
0 (Ω).

For the �rst two Theorems, we assume

(H) :



a : [0,+∞[→ [0,+∞[ is a locally essentially bounded function;
ρ1, ρ2 : Ω→ [0,+∞[ are two measurable functions, ρ1, ρ2 ∈ L∞(Ω) and
ρ2(x) > 0 on a set of positive measure;
g1, g2 : [0,+∞[→ [0,+∞[ are two non-decreasing functions such that g1(0) = g2(0) = 0

and there exist s0 > 0, k1 ∈
]
0, ω

1
n
n |Ω|−

1
n

[
, such that g1(|s|)|s| ≤ A(k1|s|) for all |s| ≥ s0 .

Here ωn is the measure of the unit ball in Rn.
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Theorem 3.2 Let Ω be a bounded domain in Rn with C1,α boundary. Let A : [0,+∞[→ [0,+∞[
be a Young function, satisfying [A1] and [A2]. Let f : Ω× R× Rn → R be a Carathéodory function
ful�lling

(3.1) ρ2(x)−g2(s)−a(s)A′(|ξ|)|ξ| ≤ f(x, s, ξ) ≤ ρ1(x)+g1(s) for a.e. x ∈ Ω, all s ≥ 0, all ξ ∈ Rn .

The functions a, ρ1, ρ2, g1, g2 are as in (H). Then problem (1.1) has a nontrivial, nonnegative

solution u ∈ C1,β
0 (Ω).

If, in addiction, there exist δ > 0 and k3 > 0 such that g2(s)s ≤ A(k3s) for every s ∈ (0, δ), then
u > 0 in Ω.

Theorem 3.3 Let Ω be a bounded domain in Rn with C1,α boundary. Let A : [0,+∞[→ [0,+∞[
be a Young function, satisfying [A1] and [A2]. Let f : Ω× R× Rn → R be a Carathéodory function
ful�lling
(3.2)
−ρ1(x)−g1(|s|) ≤ f(x, s, ξ) ≤ −ρ2(x)+g2(|s|)+a(s)A′(|ξ|)|ξ| for a.e.x ∈ Ω, all s ≤ 0, all ξ ∈ Rn ,

where the functions a, ρ1, ρ2, g1, g2 are as in (H). Then problem (1.1) has a nontrivial, non-positive

solution u ∈ C1,β
0 (Ω).

If, in addiction, there exist δ > 0 and k3 > 0 such that g2(s)s ≤ A(k3s) for every s ∈ (0, δ), then
u < 0 in Ω.

Remark 3.4 In [BF], Theorem 1, the authors prove the existence of a positive solution for a problem
with the p-Laplacian, and a convection term f satisfying the hypotheses of Theorem 3.3.

For the proof of the Theorems above, we need an abstract existence result, where sub and superso-
lutions come into play.
The de�nition of sub and supersolution in general domains, for which a trace theory may not hold,
can be found in [BaTo1]. Our hypotheses on Ω allow to adopt the classical de�nition (see [Ci4,
Theorem 3.1]).
We say that u ∈W 1,A(Ω) is a supersolution to (1.1) if u|∂Ω ≥ 0 (in the sense of traces) and∫

Ω
A′(|∇u|) · ∇u

|∇u|
· ∇vdx ≥

∫
Ω
f(x, u,∇u)vdx

for all v ∈W 1,A
0 (Ω), v ≥ 0 a.e. in Ω.

We say that u ∈W 1,A(Ω) is a subsolution to (1.1) if u|∂Ω ≤ 0 (in the sense of traces) and∫
Ω
A′(|∇u|) · ∇u

|∇u|
· ∇vdx ≤

∫
Ω
f(x, u,∇u)vdx

for all v ∈W 1,A
0 (Ω), v ≥ 0 a.e. in Ω.

For the next Theorem we assume that problem (1.1) has a subsolution and supersolution, u, u ∈
W 1,∞(Ω), with u(x) < u(x) for all x ∈ Ω. Also, f : Ω × R × Rn → R is a Carathéodory function
satisfying the following growth condition:

(H) there exists a function σ ∈ L∞(Ω) and a constant a > 0, such that

|f(x, s, ξ)| ≤ σ(x) + aA′(|ξ|)|ξ| for a.e. x ∈ Ω, all s ∈ [u(x), u(x)], all ξ ∈ Rn .
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The local condition on f , with respect to s, is su�cient for our purposes. The use of the method of
sub and supersolutions requires an a priori analysis of the problem. Only once the existence of sub
and supersolutions has been established does one proceed to search for the existence of a solution.

Theorem 3.5 Let Ω be a bounded domain in Rn with C1,α boundary. Let A : [0,+∞[→ [0,+∞[
be a Young function satisfying [A1] and [A2]. Let u, u ∈ W 1,∞(Ω) be as above and assume that

f satis�es hypothesis (H). Then problem (1.1) admits at least a solution u ∈ C1,β
0 (Ω). Moreover

u(x) ≤ u(x) ≤ u(x) a.e in Ω.

Proof. Let M = max{‖u‖∞, ‖u‖∞} and R > max{‖∇u‖∞, ‖∇u‖∞}. Consider the truncated func-
tion fR de�ned by

fR(x, s, ξ) =

{
f(x, s, ξ) if |ξ| ≤ R,

f(x, s, ξ) · A
′(R)R

A′(|ξ|)|ξ| if |ξ| > R ,

and the problem

(3.3)

{
−∆A(u) = fR(x, u,∇u) in Ω

u = 0 on ∂Ω .

In view of the choice of R, u and u are a subsolution and a supersolution to (3.3) respectively.
Using the monotonicity of A′ we deduce that |fR(x, s, ξ)| ≤ σ(x) + aA′(R)R, for a.e. x ∈ Ω,
all s ∈ [u(x), u(x)], all ξ ∈ Rn. From Theorem 3.6 in [BaTo1] problem (3.3) admits a solution
u ∈W 1,A

0 (Ω) with u(x) ≤ u(x) ≤ u(x) a.e in Ω. Thus u ∈ L∞(Ω).
The functionsA and f satisfy the hypotheses of Proposition 2.5, with Λ1 = max{‖σ‖∞,min{δ, 1}−1a}
(see also Lemma 2.6). Since |fR| ≤ |f | the same holds for fR whatever R is. Due to Proposition 2.5
there exist two positive constants 0 < β ≤ 1 and C, independent from R, such that any solution to
(3.3) belongs in C1,β

0 (Ω) and ‖u‖
C1,β

0 (Ω)
≤ C. Choosing R > C we deduce that u is a solution to

(1.1).

Remark 3.6 When the solution u has constant sign, it should be interest to verify if it is positive
(or negative) in Ω. The maximum principle by Pucci-Serrin (see [PS, Theorem 3.5]) is a powerful
tool, as it ensures that (under some proper conditions on A and f) any nonnegative solution to (1.1)
is positive in Ω. A quite standard situation occurs when f is bounded below by suitable monotone
functions and A ∈ ∆2 near 0, as the following corollary shows.

Corollary 3.7 Under the hypotheses of Theorem 3.5, assume that f satis�es

(3.4) f(x, s, ξ) ≥ −aA′(|ξ|)− b(s) for all x ∈ Ω, s > 0, ξ ∈ Rn, |ξ| ≤ 1,

where a > 0, b : [0,+∞[→ [0,+∞[ is a function increasing in (0, δ) (for some δ > 0), b(0) = 0, and

b(s) = A(ks)
s for s ∈ (0, δ) and some k > 0. Then any nonnegative, nontrivial solution to (1.1) is

positive.

Proof. Let u ∈ W 1,A
0 (Ω) be a nonnegative, nontrivial solution to (1.1). Theorem 3.5 ensures that

u ∈ C1,β
0 (Ω). In order to prove that u > 0 in Ω we use Theorem 5.3.1 of [PS].

Conditions (A1)′ and (A2) of the Theorem cited above hold, because A ∈ C2((0,+∞)), A′(0) = 0,
and s 7→ A′(s) is strictly increasing. Conditions (F2) and (B1) are satis�ed too.
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It remains to verify condition (1.1.5) of Theorem 5.3.1 of [PS]. Put B(s) =
∫ s

0 b(t)dt. Due to the

monotonicity of A(t)
t , for s ∈ (0, δ), it holds

B(s) =

∫ s

0

A(kt)

t
dt ≤

∫ s

0

A(ks)

s
dt = A(ks) .

If h ∈ N is such that k < 2h then, in view of (2.2)

A(ks) ≤ KhA(s) for all s ≥ 0 .

Let b1 = max{pA − 1,Kh}. Then, for s ∈ (0, δ), using (2.1) and the inequality above

H(s) = sA′(s)−A(s) ≥ (pA − 1)A(s) =
pA − 1

b1
b1A(s)

≥ b1A
(

(pA − 1)s

b1

)
≥ KhA

(
(pA − 1)s

b1

)
≥ A

(
k(pA − 1)s

b1

)
≥ B

(
(pA − 1)s

b1

)
,

or equivalently

H

(
b1s

pA − 1

)
≥ B(s) for 0 < s <

b1δ

pA − 1
.

H is increasing, so
b1s

pA − 1
≥ H−1(B(s)) for 0 < s <

b1δ

pA − 1
.

Finally

(3.5)
1

H−1(B(s))
≥ pA − 1

b1s
for 0 < s <

b1δ

pA − 1
.

Integrating (3.5) from ε to s < b1δ
pA−1 and passing to the limit as ε→ 0+ we obtain condition (1.1.5)

of Theorem 5.3.1 of [PS]. Thus u > 0 in Ω.

Now we accomplish with the proof of Theorems 3.2 and 3.3.
Proof of Theorem 3.2. From the proof of Theorem 3.3 of [BaTo1] we know that there exists a
nontrivial solution u ≥ 0, to the problem

−∆A(u) = ρ1(x) + g1(|u|) .

Theorem 3 of [Ci2] guarantees that u is bounded. Finally, from Proposition 2.5, we have that

u ∈ C1,β
0 (Ω). The inequalities in (3.1) show that u is a supersolution to problem (1.1) and u = 0 is

a subsolution to problem (1.1). The assumptions on ρ2 guarantee that u = 0 is not a solution. If we
put σ(x) = max{ρ1(x) + g1(u(x)), ρ2(x) + g2(u(x))} for a.e. x ∈ Ω, then (3.1) leads to

|f(x, s, ξ)| ≤ σ(x) + a(s)A′(|ξ|)|ξ| for a.e. x ∈ Ω, all s ∈ [0, u(x)], all ξ ∈ Rn .

Let I = [0, supΩ u] and a = ‖a‖L∞(I). Then a < +∞ and a(s) ≤ a for a.e. s ∈ I. Let I0 ⊂ I be a
set of null measure, such that a(s) > a for all s ∈ I0. For s ∈ I0 it holds

|f(x, s, ξ)| = lim
t→s
|f(x, t, ξ)| = lim inf

t→s
|f(x, t, ξ)| ≤ σ(x) + lim inf

t→s
a(t)A′(|ξ|)|ξ|

≤ σ(x) + aA′(|ξ|)|ξ| for a.e. x ∈ Ω, ξ ∈ Rn .(3.6)
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Thus

|f(x, s, ξ)| ≤ σ(x) + aA′(|ξ|)|ξ| for a.e. x ∈ Ω, s ∈ [0, u(x)], ξ ∈ Rn .(3.7)

So, from Theorem 3.5, problem (1.1) admits at least a nontrivial solution u ∈ C1,β
0 (Ω) such that

0 ≤ u ≤ u.
Now we prove that, under the additional condition on g2, u > 0 in Ω. We set b(s) = max{g2(s), A(k3s)

s },
for s ≥ 0 and observe that the left inequality in (3.1) guarantees that we can apply Corollary 3.7.

Proof of Theorem 3.3. It is enough to put f1(x, s, ξ) = −f(x,−s,−ξ) and to use Theorem 3.2
for f1.

4 Examples

This section is devoted to some examples with di�erent Young functions and various nonlinearities.
In the �rst two examples we consider the problem

(4.1)

{
−div

(
(|∇u|p−2 + |∇u|q−2)∇u

)
= f(x, u,∇u) in Ω

u = 0 on ∂Ω ,

where 1 < q < p <∞. Here A(t) = tp

p + tq

q for all t ≥ 0, and (2.7) holds with δ = q − 1, g0 = p− 1.

Example 4.1 Let a : R→ R and g : R→ R be two continuous functions and let h : Ω→ R be an
essentially bounded function. Assume that there exist s1, s2 ∈ R, such that g(s1) = g(s2) = 0 for
some s1 < 0 < s2, g(s) 6= 0 for all s ∈]s1, s2[, and |{x ∈ Ω : h > 0}| > 0, |{x ∈ Ω : h < 0}| > 0.
Set

f(x, s, ξ) = g(s)h(x) + a(s)A′(|ξ|)(|ξ|) for (x, s, ξ) ∈ Ω× R× Rn .

Then u1 = s1 and u2 = s2 are a subsolution and a supersolution to (4.1), respectively. Also
u ≡ 0 is not a solution nor a sub or a supersolution and f satis�es condition (H) with σ(x) =
|h(x)|max[s1,s2] |g(s)| and a = max[s1,s2] |a(s)|. By Theorem 3.5, problem (4.1) has a nontrivial

solution u ∈ C1,β
0 (Ω) with s1 ≤ u ≤ s2 a.e. in Ω.

Example 4.2 Let a : R → R and g : R → R be two continuous functions and let h : Ω → R be
an essentially bounded function. Assume that h(x) ≥ 0 (or h(x) ≤ 0) in Ω, h(x) > 0 on a set of
positive measure, g(s1) = 0 for some s1 > 0, g(s) 6= 0 for all s ∈ [0, s1[, and g(0)h(x) ≥ 0 in Ω.
Set

f(x, s, ξ) = g(s)h(x) + a(s)A′(|ξ|)(|ξ|) for (x, s, ξ) ∈ Ω× R× Rn .

Then u1 ≡ 0 and u2 ≡ s1 are a subsolution and a supersolution to (4.1), respectively. Also
u ≡ 0 is not a solution and f satis�es condition (H) with σ(x) = |h(x)|max[0,s1] |g(s)| and
a = max[0,s1] |a(s)|. By Theorem 3.5, problem (4.1) has a nontrivial solution u ∈ [0, s1], u ∈ C1,β

0 (Ω).
From Theorem 5.3.1 in [PS], u > 0 in Ω (note that g(s)h(x) ≥ 0 in Ω× [0, s1]).

Example 4.3 Consider the problem

(4.2)

{
−div(lg(1 + |∇u|q)|∇u|p−2∇u) = f(x, u,∇u) in Ω

u = 0 on ∂Ω ,
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with q > 0, p > 1.
Let r ≥ q, δ > 0 and de�ne b : [0,+∞[→ [0,+∞[ as

b(s) =

{
sp+q−1 if s ∈ [0, δ],

sp+r−1 if s > δ .

Assume that f : Ω× R× Rn → R is a Carathéodory function satisfying

(f0) there exists σ > 0 such that f(x, σ, 0) ≤ 0 a.e. in Ω;

(f1) f(x, 0, 0) ≥ 0 a.e. in Ω, with strict inequality on a set of positive measure;

(f2) there exist k > 0 such that

f(x, s, ξ) ≥ −k(|ξ|p−1 lg(1 + |ξ|q) + b(s)) for x ∈ Ω, all s ≥ 0 and all ξ ∈ Rn, with |ξ| ≤ 1 .

(f3) there exists c > 0 such that |f(x, s, ξ)| ≤ c(1 + |ξ|p lg(1 + |ξ|q)) for all x ∈ Ω, s ∈ R, ξ ∈ Rn.

For the function A′ in problem (4.2) condition (2.7) holds with δ = p − 1, g0 = p − 1 + q and
A(t) ≈ tp+q for t small. We can apply Theorem 3.5 and Corollary 3.7 to obtain the existence of a

positive solution u ∈ C1,β
0 (Ω), and u ≤ σ in Ω.

The example above extends in two directions Theorem 6 of [FMMT]: it allows an higher growth for
f and permit also the choice r = q in the lower bound for f .

Example 4.4 Consider the problem

(4.3)

{
−div

(
|∇u|p−2∇u
lgq(1+|∇u|)

)
= f(x, u,∇u) in Ω

u = 0 on ∂Ω ,

with p > 1, p − q − 1 > 0. Let ρ ∈ L∞(Ω) and g1, g2 : [0,+∞[→ [0,+∞[ be two unbounded,
nondecreasing functions, such that g1(0) = g2(0) = 0. Also, let a1, a2 : R → [0,+∞[ be two locally
essentially bounded functions and let c1, c2 > 0.
Assume that f : Ω× R× Rn → R is a Carathéodory function satisfying

−c1 + g1(|s|)− a1(s)
|ξ|p

lgq(1 + |ξ|)
≤ f(x, s, ξ) ≤ −c2 + g2(|s|)ρ(x) + a2(s)

|ξ|p

lgq(1 + |ξ|)

for (x, s, ξ) ∈ Ω× R× Rn .
We show that problem (4.3) has a nontrivial solution u ≤ 0 in Ω.
For the function A′ in problem (4.3) condition (2.7) holds with δ = p − 1 − q, g0 = p − 1. If k :=
inf{s > 0 : g1(s) ≥ c1}, then u ≡ −k is a subsolution to (4.3), and u ≡ 0 is a supersolution but not
a solution to (4.3). Let a = max{‖a1‖L∞([−k,0]), ‖a2‖L∞([−k,0])}, σ(x) = max{c1,−c2 + g2(k)ρ(x)}.
Then

|f(x, s, ξ)| ≤ σ(x)|+ aA′(|ξ|)|ξ| for x ∈ Ω, s ∈ [−k, 0], ξ ∈ Rn .

By Theorem 3.5, problem (4.3) has a nontrivial solution u ∈ [−k, 0].



12

References

[Ad] R.A. Adams, Sobolev Spaces, Academic Press, New York, 1975.

[BF] L. Baldelli, R. Filippucci, Existence results for elliptic problems with gradient terms via a priori
estimates, Nonlinear Anal. 198 (2020), 111894, 22 pp.

[BaCi1] G. Barletta, A. Cianchi, Dirichlet problems for fully anisotropic elliptic equations, Proc.
Roy. Soc. Edinburgh Sect. A 147 1 (2017), 25�60.

[BaTo1] G. Barletta, E. Tornatore, Elliptic problems with convection terms in Orlicz spaces, J.
Math. Anal. Appl. 495 (2021), 124779.

[BNV] M.F. Bidaut-Véron, Marie-Françoise, Q.H. Nguyen, L. Véron, Quasilinear elliptic equations
with a source reaction term involving the function and its gradient and measure data, Calc. Var.
Partial Di�erential Equations 59 5, 148 (2020), 38 pp.

[Chl] I. Chlebicka, A pocket guide to nonlinear di�erential equations in Musielak-Orlicz space, Non-
linear Analisys 175 (2018), 1�27.

[Ci2] A. Cianchi, Boundedness of solutions to variational problems under general growth conditions,
Comm. Part. Di�. Eq. 22 (1997), 1629�1646.

[Ci4] A. Cianchi, Orlicz-Sobolev boundary trace embeddings, Math. Z., 266 2 (2010), 431�449.

[FMP] F.Faraci, D.Motreanu, D.Puglisi, Positive solutions of quasi-linear elliptic equations with
dependence on the gradient, Calc. Var. Partial Di�erential Equations 54 1 (2015), 525�538.

[FMMT] L.F.O. Faria, O.H. Miyagaki, D. Motreanu and M. Tanaka, Existence results for nonlinear
elliptic equations with Leray-Lions operator and dependence on the gradient, Nonlinear Anal.
96 (2014), 154�166.

[FM] G.M. Figueiredo, G.F. Madeira, Positive maximal and minimal solutions for non-homogeneous
elliptic equations depending on the gradient, J. Di�erential Equations 274 (2021), 857�875.

[GW] L.Gasi«ski, P.Winkert, Existence and uniqueness results for double phase problems with
convection term, J. Di�erential Equations, https://doi.org/10.1016/j.jde.2019.10.022

[G] N.Grenon, Existence and Comparison Results for Quasilinear Elliptic Equations with Critical
Growth in the Gradient, J. Di�erential Equations 171 1 (2001), 1�23.

[KrRu] M.A.Krasnosel'skii, Ja.B.Rutickii, " Convex functions and Orlicz spaces, Groningen: No-
ordho�, 1961.

[Li] G.M. Lieberman, Boundary regularity for solutions of degenerate elliptic equations. Nonlinear
Anal. 12 (1988), 1203�1219.

[Li1] G.M. Lieberman, The natural generalization of the natural conditions of Ladyzhenskaya and
Ural'tseva for elliptic equations, Comm. Partial Di�erential Equations 16 (1991), 311�361.

[MW] D. Motreanu, P. Winkert, Existence and asymptotic properties for quasilinear elliptic equa-
tions with gradient dependence, Appl. Math. Lett. 95 (2019), 78�84.

[NS] L.H.Nguyen, K. Schmitt, Boundary value problems for singular elliptic equations, Rocky Moun-
tain J. Math. 41 (2011), no. 2, 555�572.



13

[PS] P. Pucci, J. Serrin, The maximum principle, Birkhäuser Verlag, Basel 2007.

[R] D. Ruiz, A priori estimates and existence of positive solutions for strongly nonlinear problems,
J. Di�erential Equations 199 (2004), no. 1, 96�114.

[RR1] M.M.Rao & Z.D.Ren, �Theory of Orlicz spaces", Marcel Dekker, New York, 1991.

[RR2] M.M.Rao & Z.D.Ren, �Applications of Orlicz spaces", Marcel Dekker, New York, 2002.

[T] M. Tanaka, Existence of a positive solution for quasilinear elliptic equations with nonlinearity
including the gradient, Bound. Value Probl. 2013 173 (2013), 11 pp.

[Z] H.H. Zou, A priori estimates and existence for quasi-linear elliptic equations, Calc. Var. Partial
Di�erential Equations 33 4 (2008), 417�437.


