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 
Abstract—The phase retrieval problem is dealt with for the 

challenging case where just a single set of (phaseless) field data is 
available. In particular, the adoption of a new set of intersecting 
curves in the spectral plane allows decisive improvements over 
our recent approaches emulating the solution of crosswords 
puzzles, thus removing relevant limitations on the source size. 
Numerical examples support the given theory and confirm the 
effectiveness of the developed procedure.  
 

Index Terms—Antenna characterization, antenna diagnostics, 
phase retrieval, signal recovery. 
 

I. INTRODUCTION 

S discussed in the related papers [1],[2], as well as in an 
extensive literature (see for example [3]-[24]), the so-

called ‘Phase Retrieval’ (PR) problem is of interest in very 
many different branches of applied sciences, including 
antennas synthesis, diagnostics, and characterization. In such a 
kind of problems, one wants to retrieve a complex function 
from measurements of its square amplitude distributions plus 
some additional a-priori information. 

In antenna applications, the function to be retrieved usually 
is (a component of) the radiated field, and the a-priori 
information is the support (and hence the location and 
dimensions) of the source generating such a field. Because of 
the Fourier-based relationship amongst the source and the far-
field for both cases of discrete (i.e., array) and continuous 
aperture sources, particular attention has been devoted to the 
case where measurements are taken in the Fraunhofer zone. 
Consequently, the signal of interest can be considered 
bandlimited, with a bandwidth related to the size of the source 
[25]. 
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Although PR has been the subject of very many papers, there 

is still the need of developing effective procedures for the 
canonical challenging case where the signal of interest is the 
Fourier transform of a 2-D signal having a finite support. In 
fact, existing (and generally iterative) solution procedures may 
get trapped into the so called ‘false solutions’ [26]. 

In our recent contributions [1],[2],[27] we tried to introduce 
new points of view. In particular, in [1],[2] we discussed two 
new procedures exploiting the solutions of 1-D PR problems 
and emulating the process of solving crossword puzzles. 

Actually, as noticed from an unknown Reviewer, other 
approaches exploiting the solution of 1-D PR problem as a 
brick for 2-D PR had been already proposed in the literature 
[3],[4].  

In particular, in [3] the authors proposed to solve a 1-D PR 
along a diameter of the spectral plane and then ‘track’ the 
complex zeroes of the polynomials associated to the different 
solutions by considering subsequent diameters corresponding 
to some small angular increments. While being intuitive, the 
method suffers from a number of relevant drawbacks. In fact, 
it is not able to take into account the multiplicity of solutions 
whenever one has to deal with factorable patterns. Moreover, 
the zeroes tracking may result a very difficult operation 
(especially when one or more zeroes cross the unitary circle in 
the complex plane).  

In [4] 1-D PR problems are solved along columns and rows 
of the spectral plane, and then enforcement of consistency 
amongst the different 1-D distributions allows the desired 2-D 
reconstructions. Hence, in [1], which focuses on the case of 
array antennas, the basic idea is the same as the one in [4], but 
with two relevant differences in actual realization. First, in [1] 
we discuss and show the ability to deal with noisy data1. 
Second, we use the Spectral Factorization (SF) technique [28] 
of square amplitude distributions, rather than iteratively 
looking directly for the zeroes (which is a non-linear problem) 
as in [4]. 

This notwithstanding, [1] is affected by essentially the same 
limitations inherent to [4], i.e., the difficulties (inability) one 
encounters when dealing with large-order polynomials. As a 
matter of fact, such a difficulty is reported in all the very many 

 
1 Although in [4] the authors claim expected robustness with respect to noise, 
the (single-presented) example just deals with the noiseless case, and we were 
not able to find further contributions dealing with the noisy case. 
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papers (roughly 150) we found citing [3] or [4].  
The problem has been partially overcome in [2] (which deals 

with continuous planar sources) where 1-D PR problems are 
supposed to be solved along diameters and concentric rings of 
the spectral plane. Then, initialization of the procedure using 
the smallest rings (where 1-D PR problems have just a few 
ambiguities) as well as some overlooked properties of the 
fields (and hybridization with [28]) allow the consideration of 
much larger sources, including the case where phaseless 
measurements are affected from noise. On the other side, one 
still needs to consider 1-D PR problems along diameters of the 
spectral plane and hence, in case of larger and larger sources, 
the corresponding 1-D PR have a huge number of possible 
solutions, with the inherent difficulties in discriminating 
amongst all of them. 

In this contribution, we eliminate such a drawback by 
considering a third possibility dealing with (intersecting) 
curves of the spectral plane all having a small length and, by 
virtue of the band-limitedness property, corresponding to 
fields having a small amount of variability. As a consequence, 
the corresponding 1-D PR problems have a considerably 
reduced number of possible solutions, thus making much 
easier the crosswords processing and consequently the overall 
procedure.  

Note that the chance we are pursuing, i.e., getting the actual 
2-D complex field by a single set of phaseless data, is based 
on the theoretical uniqueness results arising from the fact that 
2-D polynomials (but for a zero-measure set) are not 
factorable. This is indeed deeply different from the 
corresponding 1-D problem. In fact, in such a case the field 
and the square-amplitude distributions can be expressed as 1-
D trigonometric polynomials, and the SF of the data can lead, 
through a ‘zero flipping’ procedure, to a large number of 
different complex fields all corresponding to the same power 
pattern (see [1],[2],[28] for more details).  

Notably, in both the 1-D and 2-D cases, attention still must 
be paid to the so-called ‘trivial ambiguities’ affecting any PR 
problem (see [13] as well as Sect. IV of [2] for more details). 

The paper is organized as follows. In Sect. II we recall field 
properties and representations useful for PR. Then, in Sect. III 
the basic idea enabling the proposed PR approach and the 
solution procedure are introduced. Finally, in Sect. IV the 
presented technique is assessed through different numerical 
experiments dealing with sources much larger than the ones 
affordable by our previous techniques. Conclusions follow. 

II. FIELD REPRESENTATION ALONG (NON-CONCENTRIC) RINGS 

In Sect. III.B of [2] we gave an analysis of the properties 
and possible representations of the fields along (concentric) 
rings in the spectral domain. In particular, on the basis of the 
properties discussed in [29], we showed that, when 
considering electrically-large sources, an accurate 

representation for the spectrum along any circle of radius 𝑘 
centered in the origin of the spectral plane is given by:  

 

𝐹൫𝑘, 𝜙൯ = ෍ 𝐶ℓ൫𝑘൯𝑒௝ℓథ

ு

ℓୀିு

 (1) 

where 𝜙 is the azimuth coordinate spanning the spectral 

domain and 𝐻 = 𝑘𝑎 (𝑎 being the radius of the circular support 

of the source). More precisely, one has to consider 𝐻 = ඃ𝑘𝑎ඇ, 
where ⌈𝑥⌉ denotes the minimum integer larger than or equal to 
x.  

A simple understanding of such a property can be given by 
noticing that a number of harmonics (and hence of samples) 
equal to 2𝛽𝑎 + 1 (𝛽 being the wavenumber) is required on the 
external circle of the visible range [29], and that the given 
solution for a generic circle is such to achieve the same 
sampling steps along the different circles.  

As a suitable alternative, one can compute the Singular 
Value Decomposition (SVD) of the operator relating the 
aperture field to the ring at hand2, which confirms that 

harmonics beyond ඃ𝑘𝑎ඇ are indeed negligible.  
Notably, an expansion analogous to (1) holds true for the 

square amplitude distribution, the trivial difference being a 
doubling of the summation indices. In fact, following [28], the 

square-amplitude distribution data, say 𝑀ଶ(𝑘, 𝜙), can be 
conveniently represented as: 
 

𝑀ଶ൫𝑘, 𝜙൯ = ෍ 𝐷ℓ൫𝑘൯𝑒௝ℓథ

ଶு

ℓୀିଶு

 (2) 

where 𝐷ℓ is a Hermitian sequence. 
Then, a key point of the procedure was expressing both (1) 

and (2) as the restriction to the unitary circle of a polynomial 
in the z-variable, i.e.:  

 

𝐹൫𝑘, 𝜙൯ = ෍ 𝐶ℓ൫𝑘൯𝑧ℓ

ு

ℓୀିு

 (3) 

 

𝑀ଶ൫𝑘, 𝜙൯ = ෍ 𝐷ℓ൫𝑘൯𝑧ℓ

ଶு

ℓୀିଶு 

 (4) 

 

so that, when 𝑧 = 𝑒௝థ, one turns back to (1) and (2). 
In fact, such a circumstance and the fundamental theorem of 

algebra [31] allow the factorization of (4) and hence, by using 
the properties of the zeroes, the extraction of all the different 
possible expressions (1) and (3) for the field.  

Notably, the order of the trigonometric polynomials (3) and 

(4) is smaller and smaller for decreasing values of 𝑘, which 
allowed in [2] a solution procedure much more efficient than 
in [1]. 

Now, the very simple circumstance we rely upon herein is 
that bandlimitedness is a global property of the spectrum. 
Hence, representations (1)-(4) still hold true along rings which 
are not centered in the origin provided that the coefficients 

depend on the circle at hand and 𝑘 is the radius of such a ring3. 

 
2 Notably, by following the methodology in [30], this SVD can be computed 
in an analytical fashion.  
3 A simple way to prove that (3) and (4) hold true whatever the circle at hand 
is the fact that the fields (spectra) on a generic ring could be thought as 
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Such a circumstance provides definite advantages, eliminating 
the corresponding computational burden drawbacks of [2] in 
all steps of the crosswords-like processing way of thinking we 
had introduced. 

III. THE BASIC IDEA, AND DEVELOPMENT OF THE NEW 

APPROACH 

This Section is devoted to present the devised approach. To 
this end, in the four following subsections we respectively 
describe the basic idea enabling the proposed method, the 
triggering and execution of the PR, the implementation details 
of the solution procedure, and the limitations inherent to the 
developed technique. 

III.A. The basic idea and the adopted system of circles 

Given the property recalled at the end of Sect. II, the basic 
idea is to exploit a system of concatenating rings. These latter 
should be such to: 

a) cover the visible part of the spectrum; 

b) have a number of intersection points allowing for an 
effective discrimination of solutions; 

c) have a small radius, i.e., allowing to deal with low-order 
polynomials. 

Obviously, very many different choices are possible. In the 
following, as we deem it very convenient, we take inspiration 
from a well-known honeycomb structure (see Sect. III.B) and, 
for each hexagon, we consider the corresponding circle 
passing through the vertices. As we discuss in the next 
subsections, such a strategy allows for a convenient triggering 
and development of the proposed procedure. 
 

 
Fig. 1. Pictorial representation of the triggering of the proposed procedure. 
The signals’ value at P଴ (green marker) is used to set a reference phase for the 
three sets of possible solutions along the circles, while P଴ଵ , P଴ଶ , Pଵଶ (yellow 
markers) are used as discrimination points, and the signals’ values there 
attained are exploited to discard incongruent solutions. In this configuration, 
the centers of the three circles are as follows: 

 C1=√3𝑘 ቀcos
஠

ଶ
, sin

஠

ଶ
ቁ,C2=√3𝑘 ቀcos

஠

଺
, sin

஠

଺
ቁ, C0=(0, 0). 

                                                                                                     
positioned on (translated from or to) a circle centered in the origin by using 
suitable linear phases on the source aperture. Therefore, representations given 
in [2] exactly apply. 

 

III.B. Triggering and development of the PR procedure 

By virtue of (1) and (2) as applied to a generic circle of 
radius 𝑘, one can trigger the overall procedure by considering 
two or even more very-low-order PR problems. For example, 
one can consider the three rings of Fig. 1 and ascertain 
congruence amongst different possible solutions by enforcing 
(within some tolerance) the following condition: 

 

෍ 𝐷ℓ൫𝑘൯𝑧ℓ

ଶு

ℓୀିଶு 

= 𝑀ଶ൫𝑘, 𝜙൯ 
(5) 

 
 

where 𝐻 is fixed as recalled in Sect. II. As a possible 
alternative, one can eventually fix it in such a way that 𝐻 is 
the minimum number allowing a fitting of the available data.   

As it can be seen in Fig. 1, the three rings have a common 
point, i.e., P଴, which will be used as a reference for phase 
normalization (e.g., for the choice of the phase reference) as 
well as three intersection points amongst two of the circles, 
i.e., P଴ଵ , P଴ଶ , Pଵଶ. These latter will be used for discriminating 
amongst acceptable or non-acceptable field solutions along the 
rings4.  

To describe the proposed procedure, let us denote with 𝑁௤ 
the number of congruent solutions remaining after that the 
rings C1,C2,…,Cq have been exploited. Moreover, let us 

denote with ൛𝑆଴
௝
, 𝑆ଵ

௝
, … , 𝑆௤

௝
ൟ

௝ୀଵ,…,ே೜
such a set of solutions, 

where 𝑆௜
௝ denotes the j-th solution along the i-th ring. 

We start the procedure by considering the ring C0 along 

which we have 𝑁଴ different solutions, say ൛𝑆଴
௝ൟ

௝ୀଵ,...,ேబ
. Then, 

for each of these 𝑁଴ solutions, we proceed according to the 
description in Fig. 2. At the end of this step, we have a number 
𝑁ଵ of admissible couples of solutions, say ൛𝑆଴

௜ , 𝑆ଵ
௜ൟ

௜ୀଵ,...,ேభ
 (see 

Fig. 2), where ൛𝑆ଵ
௜ൟ refers to the 𝑖-th solution along the ring C1. 

Note that 𝑁ଵ may be greater, equal, or (hopefully) smaller than 
𝑁଴. In fact, when more than one solution on C1 is compatible 
with a solution on C0, the number of possibilities increases, 
whereas whenever a solution on C0 has no match with 
solutions on C1, it is dropped (thus negatively contributing to 
the overall number of possible solutions). Once this task has 
been performed, for each of the admissible couples we enter in 
the flowchart of Fig. 3 with N=2 5. Then, we will have 
𝑁ଶ partial solutions, say ൛𝑆଴

௜ , 𝑆ଵ
௜ , 𝑆ଶ

௜ൟ
௜ୀଵ,...,ேమ

. 

Once again, depending on how many solutions are added 
(which happens when more solutions on C2 are compatible 
with a single couple of solutions along C0 and C1) or dropped 
(which happens when a couple {S0,S1} has no compatibility 
with solutions on C2), 𝑁ଶ may be larger, equal or (hopefully) 
smaller than 𝑁ଵ. 

 
 

 
4 Note that, if 𝐻 = 1, one has just four possible field solutions along each ring 
[2], so that a total of 64 possible configurations have to be checked. Such a 
number grows to 163= 4096 for 𝐻 = 2. However, in most cases one will not 
really need to explore all of them, as any intersection point provides a pruning 
of the set of possibilities. 
5 N written without any subscript indicates that the ring CN is being processed 
or, which is the same, that the N-th step of the procedure is being performed. 
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Fig. 2: Triggering procedure: flowchart of the elementary bricks of step 1. The 
routine must be repeated for each admissible solution S0 along C0.  
 
 

 
 

Fig. 3. Flowchart of the N-th step of the procedure. The routine must be 
repeated for each admissible N-tuple of solutions along the previously 
considered rings, i.e., S଴, Sଵ,…,S୒ିଵ. 
 
 
 

     
                        (a)                                                            (b) 

Fig. 4. Pictorial representation of the rationale of the proposed strategy, where 
subplots (a) and (b) represent two consecutive steps. Along the red lines the 
complex field has already been retrieved, while in the magenta line it has yet 
to be recovered. The field value at P0 (black marker) is used to set a reference 
phase for all the signals along the circles, while the field values at P03, P23 in 
subplot (a) or P04, P34 in subplot (b) (yellow markers) are used as 
discrimination points to discard incongruent solutions. 

The prosecution of the procedure is conceptually simple. In 
fact, one can consider additional concatenating rings passing 
through points where the field reconstruction has already been 
achieved and implementing for each of them the procedure 
summarized in the flowchart of Fig. 3. For example, by 
referring to Fig. 4, one can proceed along the blue hexagons, 
and then progressively consider the hexagons with the next 
color, and so on. Once the last circle of the ‘color group’ is 
included, one may achieve a single couple of complex 
conjugate solutions along each 1-D cut or, which is usually the 
case, a number of trial solutions survive. Such a case is not 
anyway an issue for the overall procedure. In fact, by moving 
into the next ‘color group’ it is still possible to prune the tree 
of possible solutions along the different circles by means of 
congruence arguments. 

As already noted, each level of the tree of all possible partial 
solutions may have a number of branches higher, equal, or 
lower than at the previous level. In case of noiseless data, and 
apart from the case of factorable fields, one will end with a 
single (complex conjugate) couple of solutions.  

Also note that a further hypothesis which is used throughout 
is that the spectrum is negligible in its invisible part (otherwise 
an infinite number of circles would be needed). 

Finally, once the actual (plus its complex conjugate) solution 
is available for any circle covering the visible part of the 
spectrum, and provided the circles are sufficiently dense, 
interpolation or fitting of the optimal representation for the 
spectrum (see eq. (22) of [2]) will conclude the procedure6. 
 

III.C. Implementation details 
This subsection discusses three relevant details of the 

procedure, i.e., the data extraction along the non-concentric 

rings, the optimal choice of the radius 𝑘, and the management 
of the discrimination process at the intersecting points. 

The first issue arises from the fact that, in order to solve the 
PR problem along different non-concentric rings, one needs a 
square-amplitude representation of the data as prescribed by 
equation (4). This is a necessary condition to apply the SF 
technique [28] and find the different candidate solutions along 
each ring. To this end, one can compute the actual square-
amplitude samples in 4H+1 equispaced points along the ring, 
and then perform a Discrete Fourier Transform (DFT) that will 

generate the required 𝐷௣൫𝑘൯ values. As far as the computation 
of the samples is concerned, different methods can be used. 

As a first and more obvious choice, if (𝑢ௗ, 𝑣ௗ) is the point of 
the spectral plane where the value of 𝑀ଶ is required, one can 
rely on the explicit computation of the cardinal series 
representation. However, if no Fast Fourier Transform (FFT) 
is used, such a choice can be computationally intensive in case 
of large sources.  

A faster procedure takes advantage from the effectiveness of 
FFT codes. In fact, starting from the initial samples and using 
FFT, zero padding, and inverse FFT, one can get an 
interpolation of the 𝑀ଶ distribution on a much denser grid. In 
 
6 While the procedure is running, we only retrieve the solutions on the circles 
whereas the field inside them actually depends on the remaining (external) 
samples that have to be recovered. As a result, it is just at the end of the 
procedure that one ends up with an overall retrieval. 
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such a way, one is able to make the power pattern available at 
points as close as desired to the ring at hand. Then, by using 
the points of the grid closest to the ring (and neglecting the 
distance from the ring itself), one can proceed to a best fitting 
procedure amongst representation (4) (with 𝑧 = 𝑒௝థ) and the 
values of 𝑀ଶ on the closest points. Notably, a sufficiently 
dense grid (see below) and the relatively low value of H 
(which allows for filtering high frequency errors) allow to 
neglect the inherent approximation error. 

A third intermediate possibility, starting again from the 
Nyquist grid samples, amounts in computing the field 
(spectrum) on a denser grid by using a FFT-based 
computation. Then, one of the self-truncating sampling series 
of [32] can be used. For any desired (𝑢ௗ , 𝑣ௗ) point, the latter 
will allow getting the required value by using a summation 
over a limited number of nearby sampling points of the dense 
grid. 

In the numerical analysis which follows, the second strategy 
is exploited. In particular, in all examples we interpolated the 
measured power pattern on a Cartesian grid which is 32 times 
denser (along each coordinate) than the initial one (which is 
taken at a Nyquist rate for the square-amplitude data). Note 
that in all three methods the truncation of the measurement 
domain in the spectral plane (as one just can measure the 
visible part of the spectrum) can imply an interpolation error, 
which is anyway negligible under the assumed hypothesis of 
non-superdirective sources. Such an error is absent in case of 
uniformly spaced arrays (and hence periodic spectra) provided 
the spacing is sufficiently large (see [27] for more details). 
Notably, by virtue of the chosen approach, truncation of the 
invisible part of the spectrum will also be negligible by using a 
denser measurement grid (as compared to the Nyquist one) in 
the visible range plus self-truncating interpolation schemes. 

A second general relevant issue concerns the choice of the 

radius 𝑘. In fact, from one side, a very small radius is 
suggested in order to deal with a low number of combinations 
to be checked, but then the fields at the different intersection 
points might not be independent one from each other, thus 
reducing the discrimination capabilities. On the other hand, a 
large radius ensures that fields at the intersection points will 
be independent, but at the expense of an increase of 𝐻 and, 
accordingly, of the computational cost.  

As a trade-off, we found it convenient to choose a ring 
radius equal to half of the Nyquist distance [2] (for the 

unknown spectrum)7, which leads to 𝐻 = ቒ
గ

ଶ௔
𝑎ቓ = 2. Notably, 

thanks to the hexagonal structure depicted in Fig. 4, such a 
choice also allows to get the samples at a rate higher than the 
Nyquist one for the spectrum, so that the final reconstruction 
can be simply performed by interpolation.  

The third relevant point is the management of the 
discrimination (pruning) process at the intersecting points. By 
the sake of simplicity, let us refer to the case of a generic 
circle, i.e., the circle C4 in Fig. 4(b). As it can be seen, one has 
three intersections with other circles which have been already 

 
7 In fact, a looser grid would be such that some discrimination information 
may get lost, while a denser grid would be useless. 

considered. Then, the central point (i.e., P0) is used to fix the 
constant phase ambiguity and the other two intersections are 
used for discrimination.  

In order to assess which solutions are admissible, we 
compare the unwrapped phases at the discriminating points (as 
computed on the already considered circles) and the trial ones. 
In particular, we keep the trial solutions leading to a misfit 
lower than a given threshold and discard all the other ones. 
This threshold is calibrated in an empirical way as follows: 
during the first steps of the crosswords-like procedure, the 
algorithm progressively increases the threshold and stops as 
soon as at least two different solutions survive for all the first 
seven rings (i.e., the rings C0–C6 depicted in Fig. 4). Such a 
threshold is then used for the next ‘color group’. 

Since in presence of noisy data one has necessarily a misfit 
at the discrimination points, the problem also arises on which 
value one has to attribute to the spectrum in the two 
discrimination points8. In this respect, we use in each 
discrimination point the average value amongst the unwrapped 
phase as resulting from previous circles and those resulting 
from the SF on the circle at hand.  

 

III.D. Limitations 
The proposed approach is affected by some limitations. 
First, if one has a null at an intersection point, then phase 

makes no sense and hence one cannot use such a point for 
discrimination purposes. Anyway, apart from very peculiar 
cases, the other intersection points will allow for some 
discrimination. Also, one may consider a different ordering of 

the rings or even a different 𝑘. 
Second, if the fields are factorable, the basic procedure 

furnishes in principle all the different solutions of the problem 
at hand, which could be a very large number. In fact, 
factorable fields represent the (zero-measure) set of 2-D cases 
that is affected by the same kind of ambiguities (related to 
zero flipping) occurring in the 1-D case. These ambiguities 
may come into play, leading to a high-number of complex 2-D 
fields all matching the measured amplitude data. 
Unfortunately, there is no remedy to such a problem, which is 
however unlikely in the general case. 

A similar limitation arises in the related case when very 
many partial trial solutions have to be stored and cross-
checked with the exploration of new circles. In fact, these 
cases have a significant impact both on memory requirements 
and number of needed operations. On the other side, the 
examples shown in the next Section prove the capability to 
deal with sources significantly larger than the ones 
manageable by our previous approaches [1],[2]. 

Further possible limitations arise in the presence of noisy 
data. In fact, in such a case the discrimination process may 
include solutions which do not correspond to the ground truth, 
or even loose the actual ground truth. However, one has the 
same risk even using the more usual least square fitting 
amongst actual data and the trial solution(s)9. In this respect, 

 
8 Which would be P04 and P34 in the situation depicted in Fig. 4(b). 
9 Saying it according to the ‘inverse problems’ terminology, even in such a 
case the generalized solution can be different (and eventually far) from the 
‘ground truth’. 
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let us note that, according to our procedure, the final results 
are anyway compatible with the measured data. In such a 
framework, the fact we eventually come out with more 
solutions (rather than one) can allow a further a-posteriori 
selection according to some additional data or criteria.  

Another issue related to noise is the fact that, by virtue of its 
nature (resembling at large the inversion of a triangular system 
of linear equations), the procedure could be affected from 
propagation of errors. However, we did not experience such an 
issue in the extensive numerical analysis we performed. 

Possible improvements such to counteract the above 
drawbacks are discussed in Sect. V. 

IV. NUMERICAL EXAMPLES 

In this Section we present some representative outcomes of 
an extensive set of numerical experiments which have been 
performed to assess the proposed approach. In particular, three 
different kinds of radiated fields have been considered dealing 
respectively with a focused beam from a reflector, a shaped 
beam from an array of antennas, and the field from a 
randomly-excited array. In all cases, the size of the source 
significantly exceeds the ones we have been able to deal with 
in [1],[2].  

In all test cases, to evaluate the impact of noise on the PR 
accuracy, each square-amplitude data sample has been 
corrupted by a Gaussian white noise by considering three 
different values of the signal-to-noise ratio (SNR), i.e., 
SNR=30dB, SNR=25dB, SNR=20dB. For each test case, 
according to the implementation details described in Sect. 
III.C, a different threshold for the unwrapped phase misfit has 
been identified and adopted. In all cases, the values of 𝑘 and 𝐻 
have been set according to the contents of Sect. III.C. 

By denoting with 𝐹௡௢௠௜௡௔௟ and 𝐹௥௘௖௢௩௘௥௘ௗ  the reference 
(‘ground truth’) and retrieved complex field distributions, the 
outcomes of each experiment have been quantitatively 
evaluated by using the normalized square error metric for the 
radiated field (𝑁𝑆𝐸௥௙) defined as follows: 

 

𝑁𝑆𝐸௥௙ =
‖𝐹௡௢௠௜௡௔௟(𝑢, 𝑣) −  𝐹௥௘௖௢௩௘௥௘ௗ(𝑢, 𝑣)‖ଶ

‖𝐹௡௢௠௜௡௔௟(𝑢, 𝑣)‖ଶ
 (6) 

 

where 𝑢 = 𝑘′𝑐𝑜𝑠𝜙 and 𝑣 = 𝑘′𝑠𝑖𝑛𝜙 are the usual spectral 
variables (denoting with 𝑘′ and 𝜙 the radial and azimuth 
coordinates spanning the spectral plane). 

All reconstructions have been performed by exploiting a 
computer having an AMD Ryzen Threadripper PRO 3975WX 
32-Cores and a 64 GB RAM. 
 

IV.A. Diagnostics of reflector surface deformations 

In order to compare the present approach with the one we 
previously published in [2], the same kind of scenario is 
considered herein, i.e., the diagnostics of the surface 
deformation of a reflector antenna. While dealing with the 
same kind of deformations as in [2], we considered a reflector 
having a much larger size. In particular, denoting the 
wavelength by λ, we increased the aperture diameter from 20𝜆 
(which was the largest one we were able to manage with the 
approach in [2]) to 40𝜆.  

Therefore, the reference scenario is the retrieval of a 
continuous aperture field, say 𝑓, having a circular support of 
radius 𝑎 = 20𝜆, that reads (see also eq. (26)-(27) in [2]): 

 

𝑓(𝜌ᇱ, 𝜙ᇱ) =  |𝑓|𝑒௝൫ఝ೑ା௱൯ (7) 
 

|𝑓| =  
4𝐹𝐿

4𝐹𝐿ଶ +  𝜌ᇱଶ
 (8) 

 

𝜑௙ = 𝛽 ቈ2𝐹𝐿 +  𝐶ሚ ቆ
4𝐹𝐿ଶ − 𝜌ᇱଶ

4𝐹𝐿
ቇ቉ (9) 

 

𝛥 =  
8𝐹𝐿ଶ𝛽

4𝐹𝐿ଶ + 𝜌ᇱଶ
𝛿 (10) 

 

wherein 𝜌ᇱ and 𝜙ᇱ are the radial and azimuth coordinates 
spanning the aperture, 𝐹𝐿 represents the focal length, 𝐶ሚ is a 
constant chosen as in [5], 𝛿 corresponds to the surface 
deformation of the reflector, and 𝛽 denotes the wavenumber. 
Note that in (7) 𝛥 is a space-dependent phase distortion [5] 
due to a surface deformation 𝛿 that adds to the nominal phase 
𝜑௙ (whereas the source amplitude |𝑓| keeps unaltered).  

Coming to details, we set 𝐹𝐿=12𝜆, 𝐶ሚ = 0.5, and, as in [5], 𝛿 
as a matrix whose entries are real numbers randomly selected 

in the range ቂ−
ఒ

ଷ଴
,

ఒ

ଷ଴
ቃ. Finally, a Gaussian taper has been 

superimposed to (8) to get an overall 20 dB ratio between the 
amplitude of the field attained, respectively, at the origin and 
at the border of the aperture.  

The PR in the spectral domain has been performed by 
exploiting 6924 concatenating rings having a radius equal to 
half the Nyquist distance and covering the visible space of 
spectral plane. As the retrieved samples have been taken with 
a step below the Nyquist one, it has been possible computing 
the full field matrix by using a simple Fourier interpolation.  

The achieved results are summarized in Tab. I, where the 
three adopted thresholds, the obtained 𝑁𝑆𝐸௥௙  values and the 
corresponding computational times are reported. Furthermore, 
the difference between reference and retrieved solutions (both 
in terms of far-field phase and reflector deformation) is shown 
in Fig. 5 where, by the sake of brevity, just the most 
cumbersome case with SNR=20 dB is reported. 

As it can be seen in Fig. 5 as well as by analyzing the 𝑁𝑆𝐸௥௙ 
values reported in Tab. I, the proposed method has been able 
to correctly retrieve not only the far-field phase, but also the 
term related to the reflector deformation. Therefore, the same 
accuracy performance as in [2] has been achieved by 
considering, this time, an antenna covering an area that is four 
times larger. 

 
 

 
 

Threshold 
for phase 

misfit 
𝑁𝑆𝐸௥௙  Computational 

Time 

SNR 30dB 8° 4.15 ∙ 10ିସ roughly 3 hours 
SNR 25dB 10° 5.56 ∙ 10ିସ roughly 4 hours 
SNR 20dB 15° 7.85 ∙ 10ିଷ roughly 6 hours 

 

Tab. I. Diagnostics of a reflector surface deformation: performance 
parameters for different SNR values. 
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IV.B. Array excitations retrieval for a shaped beam 

In order to test the proposed approach on a ‘structured’ 
pattern, we considered a square array composed of 3600 
isotropic elements located on a uniformly-spaced 60 × 60 
lattice having a 0.707λ inter-element spacing and radiating a 
flat-top power pattern with a footprint resembling the land of 
Italy as shown in Fig. 6. The complex excitations generating 
this power pattern have been synthesized by using the 
approach introduced in [33]. 

 
 

 
                         (a)                                                      (b) 
 

 
                         (c)                                                      (d) 
 

Fig. 5. Diagnostics of a reflector surface deformation leading to a phase 
distortion on the aperture field in presence of noisy data (SNR=20 dB). 
Subplot (a): difference between nominal and recovered phases of the far field 
(radians × 10ିଷ). Subplot (b): difference between nominal and recovered 
reflector surface deformations (wavelengths × 10ିଷ). Subplot (c): 1-D cut of 
the nominal (continuous black curve) and recovered (dashed-cyan curve) far-
field phases for 𝑣 = 0 (radians). Subplot (d): 1-D cuts of the nominal 
(continuous black curve) and recovered (dashed-cyan curve) surface 
deformations along in 𝑦 = 0 (wavelengths). 
 

 
Fig. 6: Italy-like shaped reference power pattern (dB) adopted in subsection 
IV.B. 

To perform the phase retrieval, we considered 7260 
concatenating rings of radius still equal to half of the Nyquist 
distance. The achieved results summarized in Tab. II 
demonstrate that the procedure again succeeded in finding the 
actual far-field (and its complex conjugate companion) and the 
corresponding array excitations. Based on the results in Fig. 7 
(where just the most cumbersome case with SNR=20 dB is 
reported), it can be concluded that the proposed approach is 
effective even in case of ‘structured’ electromagnetic fields. 

 

 

 
 

Threshold 
for phase 

misfit 
𝑁𝑆𝐸௥௙  Computational 

Time 

SNR 30dB 8° 5.06 ∙ 10ିସ roughly 4 hours 
SNR 25dB 11° 4.83 ∙ 10ିସ roughly 5 hours 
SNR 20dB 14° 7.41 ∙ 10ିଷ roughly 6 hours 

 

Tab. II. Excitations retrieval of a 3600-elements planar array: performance 
parameters for different SNR values. 

 

 

 
                      (a)                                                            (b) 
 

 

 
                            (c)                                                          (d) 

 

Fig. 7. Retrieval of the complex excitations of the 60 × 60 planar array 
generating the power pattern covering the land of Italy as per Fig. 6 (SNR=20 
dB). Subplot (a): difference between nominal and recovered phases of the far 
field (radians × 10ିଷ). Subplot (b): 1-D cut of the nominal (continuous black 
curve) and recovered (dashed-cyan curve) far-field phases for 𝑣 = 0 (radians). 
Subplot (c): difference between nominal and recovered excitation amplitudes. 
Subplot (d): difference between nominal and recovered excitation phases 
(radians).  
 

IV.C. Excitations retrieval of a large random array 

As a final test case, we applied the proposed approach to the 
same square array10 described in subsection IV.B wherein, this 
time, the element excitations have been set as complex 
numbers whose real and imaginary parts are both randomly 
selected in the range [-1,1]. 

The achieved results are summarized in Tab. III. 
Furthermore, the difference between reference and retrieved 

 
10 And hence the same number of concatenating rings. 
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solutions for the most cumbersome case with SNR=20 dB is 
shown in Fig. 8. As it can be seen, the PR resulted again 
successful notwithstanding the non-regular behavior of the 
excitations. This circumstance also proves again the capability 
of the proposed procedure to deal with a large number of 
independent unknowns, i.e., with electrically-large radiating 
systems. 

 

 
 

Threshold 
for phase 

misfit 
𝑁𝑆𝐸௥௙  Computational 

Time 

SNR 30dB 9° 3.18 ∙ 10ିସ roughly 4 hours 
SNR 25dB 15° 6.35 ∙ 10ିସ roughly 5 hours 
SNR 20dB 15° 5.12 ∙ 10ିଷ roughly 6 hours 

 

Tab. III. Excitations retrieval of a 3600-elements random planar array: 
performance parameters for different SNR values. 

 
 
 

  
                      (a)                                                            (b) 
 

   
                           (c)                                                              (d) 

 

Fig. 8. Retrieval of the complex excitations of the 60 × 60 planar random 
array (SNR=20 dB). Subplot (a): difference between nominal and recovered 
phases of the far field (radians × 10ିଷ). Subplot (b): 1-D cut of the nominal 
(continuous black curve) and recovered (dashed-cyan curve) far-field phases 
for 𝑣 = 0 (radians). Subplot (c): difference between nominal and recovered 
excitation amplitudes. Subplot (d): difference between nominal and recovered 
excitation phases (radians). 

V. CONCLUSIONS, AND POSSIBLE IMPROVEMENTS 

An innovative strategy for the effective 2-D phase retrieval 
of radiated complex fields starting from amplitude-only 
measurements on a single surface has been presented and 
assessed. 

The proposed procedure takes advantage from the 
‘crosswords’ paradigm proposed and developed in [1],[2],[4] 
but relies herein on the intersection of curves (i.e., rings) 
having a much smaller length. Consequently, on these curves 
one has to deal with fields having a small rate of variability, 
which correspond to low orders of the associated polynomials 
and to a small number of possible solutions along each ring. 
Hence, both each single factorization problem and the pruning 
of the tree of possible combinations are greatly simplified. In 

summary, the new choice and the associated procedure allow 
us to overcome the bottleneck of the related approaches 
[1],[2],[4]. 

As suggested by one of the unknown Reviewers, the 
approach could also be seen as the global 
optimization/minimization of a cost functional. However, the 
proposed approach is indeed different from usual global 
optimization in at least two different characteristics. First, it 
does not evolve along (and down) the basins of a cost 
functional, but rather looks ‘directly’ for the bottom points of 
the global optima attraction basins. Moreover, while usual 
global optimization schemes make an extensive use of random 
search, the proposed approach proceeds in a deterministic 
fashion, with the inherent advantages. 

The overall procedure has been successfully assessed in case 
of sources different and considerably larger than the ones in 
[1] and [2], including reflector and array antennas with noisy 
data. Notably, as opposite to almost all existing methods, it 
only requires a single measurement set (plus some minimal 
additional a-priori information able to solve a 1-bit ambiguity 
[2]) and hence offers definite advantages in terms of 
measurement time over the more standard ‘two-sets-of-data’ 
techniques. 

Interestingly, by using the ‘reduced radiated field’ concept 
[34], the presented approach can also be used in the case of 
near-field data. In fact, near fields can also be considered 
bandlimited provided suitable auxiliary variables (depending 
on the kind of source and measurement surfaces, as well as on 
their distance) are introduced. 

On the other side, as extensively discussed in subsection 
III.D, a number of limitations also occur.  

As obvious, in case of factorable fields the solution is not 
unique, so that no algorithm can pretend to recover the ground 
truth. However, up to a moderate degree of non-uniqueness, 
the proposed procedure allows in principle to recover the 
different possible solutions, which is of interest in view of a 
further potential refinement according to additional data or 
possible a-priori information. 

As far as the difficulties related to the eventual necessity of 
storing a large set of trial solutions are concerned, a first set of 
potential improvements arises from possible hybridizations of 
the present approach with more standard techniques based on 
the optimization of a cost functional [13],[26]. In fact, the 
presented approach could give useful starting points for more 
standard techniques11, or even useful information to escape 
from false solutions.  

A second set of possibilities arises from the very many 
degrees of freedom one has at his/her disposal in the way of 
filling the spectral plane by means of circles, by acting on 𝑘 as 
well as on the order of filling. Fox example, in order to trigger 
the procedure, one can choose a triplet of circles other than the 
one proposed in subsection III.A. Such a degree of freedom 
suggests that one can consider two or more clusters of rings 
and solve separately (i.e., in parallel, with definite 
computational advantages) the problem on the different 
clusters. In the end, a proper choice of a phase constant 

 
11 Also note that a post processing based on a cost functional may correct 
possible propagation of errors. 
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associated to each cluster will provide the correct 
concatenation amongst the different parts of the spectrum. 
Notably, the approach will also be of help in reducing the 
possible propagation of errors, as well as a better control of 
the number of trial solutions. Quite interestingly, such a kind 
of strategy has again another similarity with crosswords 
puzzles solution schemes.  
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