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Artificial Lossy Backgrounds to Improve Linear
Electromagnetic Imaging inside of PEC Enclosures
Amirreza Cheraghi, Student Member, IEEE, Martina T Bevacqua Member, IEEE, Ian Jeffrey Member, IEEE, and

Colin Gilmore, Senior Member, IEEE

Abstract—Herein we propose the use of artificial (or nu-
merical) backgrounds for electromagnetic inversion inside of
conducting enclosures. Such enclosed imaging systems are used
both due to external constraints (e.g, grain bin imaging), or in
order to provide external shielding and easy-to-model boundary
conditions (e.g., in stroke or breast imaging systems). We use
the Orthogonality Sampling Method (OSM), although the use
of such artificial backgrounds is independent of the imaging
method. Using a set of 2D simulated examples, we show that
the performance of OSM is generally poor inside of such PEC
enclosures if the background material surrounding the target is
lossless. However, we show that performance of OSM can be
greatly improved through the use of artificial lossy backgrounds.
With such artificial backgrounds, the imaging experiment can
take place in a lossless PEC enclosure, but one can compute
the scattered fields relative to an arbitrary lossy background,
then perform OSM inside of that artificial lossy enclosure. The
introduction of loss in the background problem can improve the
performance of OSM when the average target permittivity is
approximately known.

Index Terms—Orthogonal Sampling Method, Back propaga-
tion, Inversion

I. INTRODUCTION

ELECTROMAGNETIC inversion is the process of illu-
minating a target with electromagnetic waves and from

the field measurements attempting to reconstruct the target. In
most cases, the inversion problem is treated with a radiating
boundary condition. However, we have been working in the
context of Grain-bin Electromagnetic Imaging (EMI) system
(e.g. [1], [2]), where the electromagnetic boundary is metallic
(as physical grain storage bins are almost all made of steel)
and we thus have no choice but to work within enclosed
imaging systems. Other electromagnetic inversion systems
include semi-resonant biomedical imaging systems with large
areas of metallic boundaries [3], [4], where the advantages of
enclosed systems include the ability to shield outside cabling
and easily model the boundary conditions. Several others have
considered such enclosed imaging systems both theoretically
and experimentally [5]–[8].

It is within the context of metallic-enclosed boundaries that
we are interested in non-linear imaging problems. However,
we seek prior information for these non-linear problems
through linear algorithms: in particular we consider herein
the Orthogonality Sampling Method (OSM) [9], [10]. OSM
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is advantageous in that it can be re-formulated for arbitrary
backgrounds and near-field systems [11], [12]. In this paper
we consider the use of OSM for the discrimination of the air-
grain interface [13], [14] inside metallic enclosures. Similar to
other researchers who considered a large number of non-linear
reconstructions inside of a PEC enclosure [5] within a lossless
background (e.g. relative permittivity ✏r = 1), we have found
that OSM and other back propagation methods have very poor
performance for a wide range of frequencies. The reason for
this poor performance is not fully understood, but it has been
noted that the poor performance occurs around the resonances
of the chamber [5], and that inside of circular chambers with a
radius greater 1 wavelength, almost all lossless reconstructions
are poor (there are many resonances that are difficult to avoid).

To alleviate the fact that imaging techniques usually break
down when formulated with lossless backgrounds in PEC
chambers, the main contribution of this work is to introduce
the concept of an artificial lossy background. ‘Artificial’ in the
sense that even though the main imaging experiment is per-
formed in a lossless background, we can significantly improve
the imaging results by calculating the scattered fields with
respect to an arbitrary lossy background, then performing the
inversion with respect to that artificial lossy background. This
is similar to the ‘numerical’ backgrounds proposed in [15],
but our focus is on improving results inside of resonant
enclosures, which tend to perform poorly in the lossless case.
The important point is that this artificial lossy background need
not be part of the physical experiment: it is a purely artificial
construct used as part of the inversion algorithm (many others
have already considered lossy backgrounds, e.g., [3], [5], but
as part of both experiment and inversion).

To test our idea of such backgrounds, we use OSM as an
inversion method. The implications of the enclosed system
performance break down and the ability to improve the results
through artificial backgrounds go beyond OSM. In particular,
the Contrast Source Inversion method usually uses back-
propagation as its initial guess, thus these observations will
affect CSI-based inversion in enclosed systems as well [16].

This work is an extension to that in [14], where we
used back-propagation and showed (in a single example)
the possibility that the use of an artificial lossy background
could improve the final image. In this work, we extend those
preliminary results by showing how this process fits into OSM,
show the limitations of our approach through a larger set of
examples, and provide an arguments as to why artificial lossy
backgrounds can improve imaging results.
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doi: 10.1109/LAWP.2022.3223299. Article has been published in final form at: https://ieeexplore.ieee.org/document/9954610.
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II. OVERVIEW OF OSM METHOD AND ITS USE IN
ENCLOSED SYSTEMS

OSM is a qualitative linear imaging method that can be used
to retrieve the support of unknown imaging targets. It can be
implemented for multi-view multi-static, single-view, multi-
frequency, or a combination of these [17]. OSM is capable of
imaging heterogeneous objects and objects with discontinuities
[17]. Herein, we assume the 2D scalar Helmholtz equation.
OSM creates an image of the target through the use of a
‘reduced scattered field’, which are directly related to the
radiating components of the currents induced in the object by
the incident field [17]. The reduced scattered fields are defined
as:

usct

red
(r0, rt) =

⌦
usct(r, rt), Gbkg(r; r

0)
↵
�
, (1)

where usct denotes the (measured) scattered field, Gbkg

denotes the Green’s function pertaining to the background
medium surrounding the target. � indicates the measurement
surface, r is the receiver positions, rt indicates the transmitter
position, and r0 is a variable that moves over the support of
the target (i.e. the imaging domain).

Assuming that we have a continuous set of receiver points,
Eq. (1) can also be written as [17], [18]:

usct

red
(r0, rt) =

Z

�
Gbkg(r; r

0)H usct(r, rt) dr. (2)

In practice, we have a discrete set of receiver points and the
integral over the domain � becomes a finite sum over each
receiver point. The reduced scattered field usct

red
(r0, rt) can be

calculated for each location r0 inside the imaging domain, for
each transmitter.

To create an image out of this information, OSM introduces
the indicator function which is the L2-norm of the reduced
scattered field: [17].

I(r0) =

Z

�t

|usct

red
(r0, rt)|2 drt =

��usct

red
(r0, rt)

��2
�t (3)

where �t indicates the transmitter surface. In practice, where
we have discrete transmitters, the integral above becomes a
sum over transmitters. The indicator function has large values
where the induced currents are high (typically inside the
scatterer), and lower values for the regions where no scattering
currents exist (typically outside the scatterer). For multi-
frequency cases, one can simply integrate indicator functions
over each frequency [17].

To implement OSM inside of enclosures, in this paper we
simply use the Green’s function associated with that enclosure.
Details on implementation are in section III.

A. The use of Artificial Backgrounds in OSM

Consider the total fields that are collected as part of the ac-
tual lossless physical experiment: outside of the imaging target
(which may be lossless or lossy) a lossless medium is present
within the metallic enclosure, see, e.g., Fig 1. Denote these
fields as utot. These fields are due to the boundary, sources,
and presence of the target in a losselss background. Next,
define an artificial incident field problem by assuming a known
permittivity distribution everywhere in the enclosure. The

known distribution is referred to as the artificial background
medium, which for simplicity we assume is homogeneous
herein (but in general may be inhomogeneous). Within the
inverse scattering problem, we are free to specify an artificial
background, and that in turn defines the incident fields, which
we refer to as uinc

lossy
. These incident fields satisfy the same

set of sources and boundary conditions.
These two fields satisfy the equations

r2utot(r) + k2
tot

(r)utot(r) = �s(r) + BCs (4)
r2uinc

lossy
(r) + k2

inc
uinc

lossy
(r) = �s(r) + BCs (5)

where BCs are boundary conditions, and k = !2
p

µ✏(r) is
the wavenumber and s(r) are the sources. By defining the
scattered fields in this case as:

usct

lossy
= utot � uinc

lossy
(6)

we can then subtract (5) from (4), perform some algebra, and
get:

r2usct

lossy
(r) + k2

inc
usct

lossy
(r) = �

�
k2
tot

(r)� k2
inc

�
utot(r).

(7)
With (7) we can then define an inverse problem in the scattered
field with contrast sources of

�
k2
tot

(r)� k2
inc

�
utot(r).

Considering this, our artificial background workflow is:
1) Generate the synthetic total field data, utot

lossless
for the

target in a lossless background (✏r = 1) with a PEC
boundary.

2) Generate the background Green’s function matrix Gbkg

for an artificially selected, but lossy permittivity back-
ground, with the same PEC boundary. The background
permittivity does not need to match any permittivity
used in the target data set. In the case of a physical
experiment, this step is not required.

3) Calculate the scattered fields from Eq. (6).
4) Calculate OSM indicator function (i.e Eq (3)) with

respect to this ’artificial’ background medium by pro-
cessing the data in step 3.

III. RESULTS

Within this work, we use a Discontinuous Galerkin Method
(DGM) forward solver [19], [20] to generate the matrix Gbkg .
Using the adjoint approach, we place a point source at the
receiver location, then calculate the resultant fields within the
imaging region. Each call of this forward solver then generates
a row of the matrix Gbkg . Using this method, the analytical
version of the Green’s function does not need to be calculated,
and any arbitrary PEC or radiating boundary with near field
or far field receiver positions is supported.

A. Austria Target

As our first example, we have used a version of the ‘Austria’
target shown in Fig. 1, embedded in a circular boundary. The
mesh was generated using GMSH [21]. The object consists
of a larger circle with radius of 0.6 m, and two small disks
with radii of 0.2 m. The boundary of imaging enclosure is
a circle centered at the origin with radius of 1.5 m. There
are 36 antennas acting as either transmitter or receiver that
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have been placed uniformly on the circumference of an origin-
centered circle with radius of 1.4 m. We have chosen to
place the transceiver points 10 cm away from the PEC as
this matches the approximate location of the antennas in a
grain-bin imaging system [1].

Fig. 1. ‘Austria’ imaging experiment setup, inside a circular boundary with
radius of 1.5 m and 36 transceivers distributed uniformly inside the boundary,
on a circle with radius of 1.4 m.

The entire target has the relative dielectric permittivity of
✏r = 2 � j0.6, and other regions in the mesh are lossless
vacuum (✏r = 1). The frequency range used in the simulation
is between 200 MHz to 250 MHz with 10 MHz steps (mid-
frequency the enclosure radius is 0.89�). For each frequency,
all the transmit/receive pairs have been simulated, but not the
self interaction (36 ⇥ 35). Also, for obtaining the numerical
Green’s function, a 2 m ⇥ 2 m square (large enough to
surround the entire target) has been discretized into a 40⇥ 40
grid, assuming pulse basis functions. The incident, total, and
scattered fields were simulated from this target for both a
radiating and PEC boundary conditions.

To provide a baseline of OSM performance, we first present
the multi-frequency OSM results on this target with radiating
boundary conditions. These results are shown in Fig. 2 (left)
and show that at these frequencies, the target is reconstructed
well. Next, we applied OSM to the fields generated with the
PEC boundary. In this case, both the fields and the background
Green’s function matrix Gbkg are generated with the PEC
boundary, with a lossless background. These results are shown
in Fig. 2 (right). This result shows how OSM does not perform
well inside of a lossless PEC background (despite the use of
a large number of frequencies and transmit/receive pairs). The
results match the observations of other researchers [5].

Fig. 2. Left: Normalized OSM reconstruction when the background is
lossless vacuum and the boundary is a radiating boundary condition. Right:
Normalized OSM Reconstruction when the the background is lossless and the
boundary condition is a PEC.

B. Artificial backgrounds to improve PEC enclosed OSM

For a first example of our proposed artificial background
process, we repeated the experiment but following our artificial
background workflow. For the result in Fig. 3 (left) we used
an artificial background for OSM of ✏bkg = 2 � j0.6 (i.e.,
we matched the target permittivity). In this case, the overall
shape of the target is clear. We note that the use of this
background means that the air regions become high-contrast
and then correspond to indicator value close to 1, while the
target ideally corresponds to indicator function values of 0.

Fig. 3. Normalized OSM Reconstruction when the experiment is in a lossless
background, but artificial lossy backgrounds are used in reconstruction. Left:
Lossy background of ✏ = 2�j0.6, Right: Lossy background of ✏ = 1�j0.6.
Note, as the backgrounds are not free space, the indicator function is lower
inside the target.

Next, we consider the use of an artificial background that
does not match the permittivity of the target. In this example,
the artificial background is selected to be the Green’s function
associated with the permittivity ✏bkg = 1� j0.6. These results
are shown in Fig. 3 (right). While the target has become
more blurred (see, e.g., the far left and right-hand sides of
the image), the overall shape of the target is still visible.

C. Artificial Backgrounds In a 2D Model Grain Bin

Next we consider synthetic example of a 2D grain bin model
(see Fig. 4). The model is 10 m across with a trapezoidal roof
and 24 transceivers have been distributed uniformly on the
two walls and floor of the bin 10 cm away from the PEC
boundary. We select frequencies from 40 MHz to 80 MHz
in 10 MHz frequency steps. The assumed grain position is
shown in Fig. 4 top-left. The grain relative permittivity was
set to 3 � j0.5 for all frequencies. One of the challenges in
this example is the fact that antennas are located inside the
boundary of the problem and the object under test, which is
unavoidable in grain bin imaging. For these images, we are
showing an indicator function wherein the reduced scattered
fields are solved for the back-propagated contrast (and are
weighted by the incident field as done in eq. (38) in [22]).
This approach assumes the Born approximation and solves
for the contrast (see [13] for details) and this approach can
improve the results [13].

It is clear from these results that in the lossless reconstruc-
tion the grain surface is not visible. If we switch the artificial
background to ✏bkg = 3 � j0.5, the grain surface becomes
visible. The final result shows the contrast with a artificial
lossy background of (✏bkg = 2.8�j0.4) and this change shows
the imaging method can work when there is some error in the
assumed permittivity.
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To further expand on how accurate ✏bkg needs to be, in Fig. 5
we have further considered ✏bkg = 1� j0.5, ✏bkg = 3� j0.1,
✏bkg = 3 � j0.9, and ✏bkg = 5 � j0.5. In both the low-loss
case (✏bkg = 3� j0.1) and the case with the largest difference
between the target and background (✏bkg = 5 � j0.5), the
grain surface is not visible. These results indicate that it is
best to have some loss in the background while minimizing
the contrast with the target (i.e., it is preferable that ✏bkg be
as close as possible to the value of the target).

Fig. 4. Top-left: A 2D synthetic model of a grain bin, including grain (yellow)
and air (green). Top-right: Normalized reconstruction of back-propagated
contrast inside a lossless background medium. Bottom-left: Normalized
reconstruction of back-propagated contrast inside a lossy background of
✏bkg = 3�j0.5. Bottom-right: Normalized reconstruction of back-propagated
contrast inside a lossy background of ✏bkg = 2.8� j0.4.

Fig. 5. Further back-propagated reconstructions of the grain bin with various
✏bkg . Top-left: ✏bkg = 1 � j0.5, Top-right: ✏bkg = 3 � j0.1, Bottom-left:
✏bkg = 3� j0.9, Bottom-right: ✏bkg = 5� j0.5.

IV. DISCUSSION

While we have no satisfying mathematical explanation why
imaging fails in the lossless PEC case, some qualitative

arguments can be provided. As discussed in [5], the fields
inside the enclosure consist of a complex set of standing
waves with many resonances, and at the resonant frequencies
the lossless Green’s function has a division by zero in many
locations in the enclosure.

Further, near these resonances, the singular value spectrum
of the (incident) Green’s function operator GH

bkg
becomes

dominated by a single singular value and the associated
resonant mode [6]. In practice, this means the amount of
recoverable information about the target is limited, as the
number of singular values in the operator relates to the
information that can be recovered [6]. When imaging at an
incident field resonance, the incident Green’s function acts as
a filter that only allows information about a single resonant
mode to affect the scattered fields. Thus, the only information
available in the scattered fields about the contrast sources
is information about that particular mode. For example in
a rectangular enclosure, that mode would be a set of sine
functions. Any imaging method would thus have to attempt
to reconstruct a complex set of contrast sources via this single
spatial frequency. Changing the incident Green’s function to a
lossy background eliminates this problem: the singular value
spectrum of the GH

bkg
operator with a lossy background con-

tains many modes (and thus many different singular values).
While we could possibly image successfully in a lossless
background by avoiding the resonances as in [5], inside of non-
standard enclosures like the grain bin we cannot analytically
compute the frequencies where these resonances occur. How-
ever, by changing to an artificial lossy background, we avoid
the dominance of a single spectral mode in the GH

bkg
operator,

thus improving the amount of recoverable information. It is
possible to change the placement of the antennas to avoid this
single mode dominance inside of a circular PEC (which can
also be viewed as placing the antennas so that a ’meaningful’
incident field reaches the target). We have not considered this
placement of antennas as our positions match experimental
systems [1], [3], and the experimental advantages of enclosed
imaging systems require that antennas be placed close to the
wall (thus hiding cabling, etc.).

V. CONCLUSION

In this letter, we have introduced two major points: (1) we
have seen that OSM does not work well inside of lossless
PEC-enclosed imaging systems; and (2) through the use of
artificial backgrounds - where one can calculate the reduced
scattered field for an artificial background not part of the
actual experiment - one can improve the results inside of such
enclosures when the average target permittivity can be esti-
mated. . The reasons for the failure of linear imaging methods
such as OSM inside PEC boundaries in a lossless background
medium are not well known at this point; nevertheless, these
imaging failures can be mitigated by artificially adding loss
to the background in the reconstruction. Importantly, this loss
does not need to be added to the actual imaging experiment.
Future work will investigate the boundaries of how incorrect
the permittivity can be, as well as to analyze the eigenvalues
or singular values of the artificial Green’s function.
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