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Abstract. In this paper we propose a two-stage methodology to classify the non-banking finan-
cial institutions (NFIs) based on their financial performance. The first stage of the methodology 
consists of grouping the companies in similar financial performance classes (e.g.: “good”, “average”, 
“poor” performance classes). We optimise the allocation of the observations within the performance 
clusters by applying an enhanced version of an observation re-allocation procedure proposed in 
our previous work. Next, based on the result of the grouping phase, we construct a performance 
class variable by attaching a performance label to each data row. Then, in the second phase of our 
methodology, we propose a feed-forward neural-network classification model that maps the input 
space to the newly-constructed performance class variable. This model allows us to forecast the 
performance of new companies as data become available. 

Keywords: knowledge-based systems, uncertainty modelling, applications of fuzzy sets, classifica-
tion, artificial intelligence, performance evaluation, non-banking financial institutions.
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Introduction

Assessing comparatively the financial performance of the entities within an industry sector 
is beneficial for all parties on that business stage. In particular, central banks are interested 
in financial performance classification models that would be used to identify those entities 
that present a poor financial performance in order to supervising them more closely and 
maintaining the financial stability of the entire industry. Moreover, the time and personnel 
resources would be better allocated by targeting entities with deteriorating performance. The 
Uniform Assessment System or CAAMPL (Cerna et al. 2008), was developed in Romania, 
by the Supervision Department at National Bank of Romania (NBR). It functions as an effi-
cient tool for assessing the performance of credit institutions. Except credit institutions, the 
NBR prudentially supervises non-banking financial institutions (NFIs) which are financial 
institutions, other than banks, that engage in lending activities such as granting of credits, 
financial leasing, issuance of guarantees, etc. One main difference between credit institu-
tions and NFIs is that NFIs do not attract retail deposits and, as such, their concern is more 
related to their solvency (long-term liquidity requirements) and not short-term liquidity, 
since they do not face “break the buck” event that could lead to a run. The NFIs should not 
be confused with non-bank institutions which operate mainly in the capital markets and, 
at least in Romania, are prudentially supervised by the Financial Supervisory Authority, 
the regulator and supervisor of capital markets, insurance companies and pension funds. 
The CAAMPL system above examines the financial reports of credit institutions to evaluate 
six components which reflect in a comprehensive and consistent manner the performance 
of banks, to ensure the concordance with existing banking laws and regulations: capital 
adequacy (C), quality of ownership (A), assets’ quality (A), management (M), profitability 
(P), liquidity (L). However this system is not applicable for performance evaluation of non-
banking financial institutions (NFIs).The CAAMPL system presents a number of disadvan-
tages related to its application in evaluating the performance of banks and, possibly, NFIs:

 – it uses simple linear techniques to discriminate the p-multidimensional input space 
that represents the performance of financial institutions. Actually, the discrimination 
model is a sequential combination of univariate models (i.e.: a model that takes into 
consideration one discriminating variable at a time);

 – the selection of input variables (financial performance ratios) that determine a spe-
cific performance class is based on the experience of members of the supervisory 
authority, and not on scientific rigor (e.g., it is not based on the validity and reliability 
of financial ratios in international comparisons);

 – the heuristic selection of the financial performance ratios leads to difficulties in sub-
stantiating their limits which increase the subjective involvement of the analysts in 
establishing them; 

 – does not imply any form of quantitative methods for assessing the performance, such 
as statistical and econometric methods and/or the so-called computational-intelli-
gence (CI) methods, being based mainly “on rules” as it was emphasized by the IMF 
in IMF (2010). The CI methods come from different research fields, such as fuzzy 
logic, machine learning and artificial intelligence.
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In this paper, we try to overcome the above disadvantages as follows:
 – we use multivariate models to discriminate the input space: firstly, we apply a cluster-
ing technique to group the NFIs as to their financial performance and, then, we build 
a classification model that maps the input space to a newly constructed class variable 
obtained in the clustering step. As such, our methodology consists of two steps: the 
clustering and the classification steps;

 – the selection of input variables for each performance dimension is based on scientific 
rigor: it is based on Lehtinen’s study (Lehtinen 1996) about the validity and reliability 
of financial ratios in international comparisons. The data are collected with the help 
of the personel of the supervisory authority;

 – the limits that define a performance ratio as being low, high, average, etc., are con-
structed based on the values of the ratio using fuzzy numbers. Each linguistic term 
(low, average, high, etc.) is modeled using a trapezoidal fuzzy number. In this way 
we eliminate the subjective approach of the CAAMPL system in establishing these 
limits. Moreover, these fuzzy numbers allow us to select relevant variables for each 
performance cluster (class) and to characterize linguistically each performance class;

 – our approach in assessing NFIs’ performance resorts to CI methods (Fuzzy C-Means 
for the clustering step and artificial intelligence techniques for the classification step), 
therefore overcoming the shortcomings of CAAMPL system which is based “on rules“. 

Recently, a lot of models for assessing the financial performance of entities were proposed 
in the literature. These models apply, in particular, to credit institutions. 

Erdogan (2013) applies Support Vector Machines (SVMs) with Gaussian kernel for ban-
kruptcy prediction of banks. The author uses a dataset from Turkish commercial banks and 
finds out that the SVMs are capable of extracting useful information from financial data, 
possibly as a part of an early warning system. 

Abad González and Gutiérrez López (2015) used logit and regression models in order to 
predict the bank’s capital shortfall/surplus based on a number of financial ratios taken from 
the financial statements. The results of the predictive models are compared with the results 
obtained based on the stress tests that were conducted both in European Union in 2011 and 
in Spain in 2012. The dataset consisted of 23 spanish credit institutions that participated in 
two stress test exercises, one that analyzed the resilience of each bank individually and ano-
ther one that analyzed the financial resilience of the entire banking sector. The authors argue 
that their models that included equity-to-debt ratio as an explanatory variable provided the 
best result in terms of goodness-of-fit in both scenarios. 

A new classification system of the financial institutions as a support-tool for analysts from 
the National Bank of Greece was proposed by Doumpos and Zopounidis (2009). The system de-
veloped by these authors provides a large set of assessment, visualization and reporting options.

Several methods for classifying credit institutions based on 20 performance indicators 
grouped into six dimensions (CAMELS) were proposed by Boyacioglu et al. (2009). They 
used four financial data sets and found out that among the clustering/classification techniqu-
es which were tested, the best in terms of accuracy rates are neural networks. Şerban et al. 
(2012) and Ştefănescu et al. (2008) developed classification algorithms with applications to 
portfolio management. Toma and Dedu (2014) and Tudor and Dedu (2012) developed qu-
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antitative techniques for financial risk assessment. Ionita and Stancu (2015) used regression 
techniques in order to find relevant leading indicators of the debt crisis in Romania using 
quarterly data from first quarter 1999 to fourth quarter 2013. The authors have constructed 
an early-warning index of debt crisis by identifying the most statistically significant macro-
economic indicators. Cimpoeru (2015) used neural networks in the form of Self-Organising 
Maps algorithm in order to detect the economic differences among world economies and find 
specific early-warning signals for a financial/economic crisis. The author collected the data, 
among others, from the World Bank database and, according to Iturriaga and Sanz (2013), 
she used 15 macroeconomic variables as leading indicators for the crisis. She found out that 
the developed economies were as vulnerable as the emerging ones in terms of macroeco-
nomic indicators performance prior to the beginning of the global financial crisis in 2007.

A consistent literature review regarding the research on the application of statistical and 
computational intelligence methods on banks’ and firms’ bankruptcy prediction problem 
during 1968–2005 is presented in Kumar and Ravi (2007). They provide for each study the 
data source, the financial ratios used, the country of origin and the data collection period.

Pivk et al. (2013) apply Data Mining techniques in order to improve business processes 
in banking, telecom and retail sectors. While still requiring a lot of coordination and manual 
adjustment, the proposed Data Mining solution is succesfully applied in eight commercial 
companies. Hajek et al. (2014) use annual reports’ sentiment to predict corporate financial 
performance. The authors employ support vector machines and neural networks in order to 
forecats the financial performance. While support vector machines provided the best accu-
racy, the authors argue that there is a non-linear reliationship between the sentiment and 
financial performance.

Currently, unlike the case of credit institutions, at the level of the Supervision Department, 
there are no performance classification models for the NFIs’ sector. The NFIs performance 
evaluation is done manually by consulting their prudential reporting, such as quarterly peri-
odic financial statements (PFSs). A number of raw indicators for NFIs’ performance are peri-
odically recorded into financial statements and manually analyzed by inspectors. A powerful 
comparative analysis of several NFIs or a dynamic analysis of one of these NFIs based on 
the indicators of the PFSs require considerable effort from the inspectors of the Supervision 
Department. This problem is caused by the complexity of the problem involving the dynamic 
analysis, for a large number of quarters, of all prudentially supervised NFIs (around 65 in the 
data collection period) in terms of a set of many (10 to 20) performance ratios. Therefore, 
there is a need for new models to assess comparatively the performance of financial institu-
tions, in general, and the performance of non-banking financial institutions, in particular.

The objective of this paper is two-fold: firstly, it fills the gap in the literature by proposing 
a two-stage methodology for developing performance classification models for the NFIs; 
secondly, unlike the traditional performance assessment systems (e.g. the CAAMPL system), 
the proposed methodology uses CI methods for developing these models and it discriminates 
the input space into more than two classes, gaining more insights into the dataset.

In conducting our research we have followed Hevner et al. (2004) guidelines to under-
stand how to perform effective design science (constructive) research, one of which (sixth 
guideline) is to perform the research as a search process: test a feasible number of solutions 
for a given problem, choosing the best one in terms of some qualitative and/or quantitative 
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criteria. We investigated different methods from different fields (artificial intelligence, fu-
zzy logic, statistics, machine learning) for assessing the NFIs’ performance in Romania. In 
this paper we have combined two such methods, one from the field of fuzzy logic (Fuzzy 
C-Means clustering) and one from the field of artificial intelligence (feed-forward artificial 
neural networks training algorithms) in order to build a classification model for the NFIs’ 
performance. In this sense, the current work is complementary to the previously proposed 
models: fuzzy logic techniques in Costea and Bleotu (2012), feed-forward neural network 
training techniques in terms of backpropagation (BP) and BP-variants algorithms in Costea 
(2012b) and artificial neural networks training techniques in terms of Self-organising Maps 
(SOM) algorithm in Costea (2013a). In Costea (2013a), the author used SOM algorithm to 
find clusters of NFIs with similar financial performance. The dataset consisted of 3 financial 
performance ratios for 11 NFIs. The data were collected annualy for 2007 to 2010, in total 
44 observations. In Costea and Bleotu (2012), the authors used Fuzzy C-Means algorithm to 
evaluate the performance of NFIs in Romania. The proposed model outperformed the SOM 
model both in terms of pattern allocation and cluster characterization. The authors extended 
the experiment by including in their analysis 65 NFIs and 8 financial ratios. The data were 
collected quarterly between 2007 and 2010, obtaining a total of 769 observations. Costea 
(2012b) extended the NFIs’ performance evaluation experiment by collecting quarterly data 
for 68 NFIs for the 2007 to 2012 period, totalling a dataset of 990 observations. At the same 
time, the author increased the number of financial ratios to 11, adding new information for 
benchmarking the NFIs. Moreover, in Costea (2012b), the author used feed-forward artificial 
neural networks to build the NFIs’ performance classification models. The networks were 
trained using gradient-descent-like algorithms, such as BP and BP variants.

In this paper, we combine the descriptive clustering (in terms of a modified fuzzy cluste-
ring algorithm) with a prescriptive classifier (in terms of artificial neural network). 

The paper is organized as follows: in the next section we present our two-stage metho-
dology and the implications of parameter settings based on what has been reported in the 
literature on using the proposed techniques for similar problems. Then, we give a brief de-
scription of the NFIs’ performance dataset and present our experiments. In the concluding 
section we discuss the empirical validation of our objectives.

1. The two-stage methodology for NFIs’ performance classification

Our methodology consists of two stages. In the first stage we apply a clustering technique, 
namely Fuzzy C-Means (FCM) algorithm, in order to find performance clusters within 
the data for the NFIs’ sector. According to Costea and Bleotu (2012), FCM algorithm per-
formed better than other clustering algorithms in terms of the formed clusters when ap-
plied on a similar performance dataset. At this stage, each cluster is described in terms of 
average characteristics of the observations allocated to it and a label which stands for the 
performance class variable is attached to each observation. This label identifies the ob-
servation as belonging to the cluster. In the second stage we apply feed-forward artificial 
neural networks (ANNs) algorithms in order to map the input space to the newly-created 
performance class variable so that we might be able to forecast the performance of different 
NFIs as data become available. Next, we present the proposed algorithms in greater detail.
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1.1. First stage of the methodology: forming the performance clusters

There are many clustering algorithms that could be used to group the NFIs’ in perfor-
mance clusters. However, in our previous studies (e.g., Costea 2005; Costea, Bleotu 2012) 
we showed that the Fuzzy C-Means (FCM) algorithm outperformed other algorithms, such 
as the Self-Organising Maps (SOM) algorithm (Kohonen 1997), in terms of both alloca-
tion of observations and cluster characterization. In comparing the performance of these 
clustering algorithms we used as criterion the number of coincidences in linguistic terms of 
each observation with the linguistic terms that characterize the cluster to which that obser-
vation belongs. The higher the number of coincidences in the linguistic terms the better the 
clustering algorithm. Recently, some authors proposed multiple-criteria decision-making 
methods for evaluating the clustering algorithms (e.g., Kou et al. 2014).

Using fuzzy clustering and, in particular, the Fuzzy C-Means (FCM) algorithm for a com-
parative assessment of the financial performance of companies is relatively scarce. The fuzzy 
logic based approach can handle multi-dimensional data and model non-linear relationships 
among input variables. This approach has been applied for performing the financial analysis 
of companies. For example, Lindholm and Liu (2003) used it for evaluating early-warning 
indicators of financial crises and Drobics et al. (2000) employed it for developing fuzzy rules 
out of a clustering obtained with self-organizing maps algorithms. A model for selecting the 
suppliers based on fuzzy method (TOPSIS) was described by Wang et al. (2009). In Stanuj-
kic (2013), the author proposes an extension of the MOORA method by using triangular 
fuzzy numbers. The author discusses different methods for defuzzifying and calculating the 
distance between two fuzzy numbers and argues that the MOORA method can be used in 
fuzzy environment given the discussed methods are used. The MULTIMOORA–2T (Multi–
Objective Optimization by Ratio Analysis plus the Full Multiplicative Form – Two Tuples) 
method for group multi–criteria decision making under linguistic environment was extended 
by Baležentis, A. and Baležentis, T. (2011). They used two–tuples to represent, convert and 
map various crisp and fuzzy numbers into the basic linguistic term set. 

Traditional clustering methods focus on identifying patterns in the dataset and creating 
partitions with different structures, called clusters (Jain et al. 1999). Each cluster contains 
elements with similar characteristics. Generally, every element belongs to only one cluster, 
but there may be observations in the dataset which are difficult to be assigned to a certain 
cluster. In order to allocate these observations, subjective decisions have to be made. 

As a different approach, fuzzy clustering methods assign different membership degrees to 
the elements in the dataset, that indicate in which degree the observation belongs to every 
cluster. Fuzzy C-Means (FCM) clustering method represents a traditional fuzzy clustering 
method (Bezdek 1981). The FCM method minimizes the following objective function, F(n, 
C, m):

 
( ) ( ) ( )

= =

=∑∑
2

1 1
, , ,

n C m
ij ij

i j
F n C m u D  (1)

where n is the number of observations in the dataset, C is the number of clusters, m is a pa-
rameter that controls the extent of membership sharing between the clusters, uij and Dij are 
the membership degree and Euclidean distance, respectively, of observation i to cluster j. 
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The membership degrees uij are randomly initialized so that two conditions hold: (1) uij > 0 

and (2) 
=

=∑
1

1
C

ij
j

u . The Euclidean distance Dij is calculated using the following formula:
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where p is the number of input variables, Oi represents the ith observation and Xj is the 
center of cluster j.

The FCM method minimizes F based on the Lagrange multipliers method. Firstly, the 
Lagrangian is constructed taking into account the function to minimize and the equality 
constraint for the membership degrees:
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Then, in order to minimize the Lagrangian, partial derivatives are equalized to zero:
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If we sum up the membership degrees in Eq. (4) from 1 to C and we equal the result to 
1 according to Eq. (5), we obtain:
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By introducing Eq. (6) in Eq. (4), we derive the formula for calculating the membership 
degrees (uij):
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In order to derive the clusters’ centers (Xj), we equalize to zero the partial derivative:
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When m approaches 1, the Fuzzy C-Means algorithm is identical to the classical C-Means 
algorithm (the Hard C-Means – HCM – algorithm). The partition becomes fuzzier when 
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the value of the parameter m increases. When →∞m , then →1 /iju C  and the centers 
approach the centroid of the dataset, so the centers tend to be equal. Except the number of 
clusters C and m, the FCM method has two more parameters: N which represents the maxi-
mum algorithm iterations and ε which is a small number that is used as a stopping criterion 
for the algorithm.

Given the above parameters (C, m, N and ε), the algorithm can be described as follows:

1. Initialize randomly the membership degrees ( ) { }=0
ijU u , so that: uij > 0 and 

=

=∑
1

1
C

ij
j

u ;

2. Then, for each iteration =, 0, s s N , repeat the following steps:
a. Allocate the observations into the C clusters according to U(s) and calculate the 

clusters’ centers ( )  
 

s
jX  with Eq. (8) and using U(s);

b. Calculate the new membership degrees (U(s+1)) with Eq. (7) and using ( )s
jX ;

c. Stop if ( ) ( )+ − ≤ ε1s sU U  or s = N.
The output of the FCM algorithm is final matrix U: a set of membership degrees (ui) is 

assigned to each observation, which indicates that observations may contain, with different 
strengths, characteristics of more than one cluster. In this case, the FCM method assigns 
each observation to the cluster corresponding to the highest membership degree. In spite 
of the additional information provided by the FCM method, there is a problem with the 
observations for which similar two (or more) highest membership degrees are obtained. We 
label these observations as being “uncertain”. We consider that an observation is uncertain if 
the difference between the two highest membership degrees is less than 1/C. We chose this 
upper limit due to the fact that a perfectly uncertain observation would have all membership 
degrees equal to 1/C (the observation would belong equally to each cluster). These observa-
tions are uncertain in the sense that there is an uncertainty regarding their allocation into 
a particular cluster. The other observations (which do not satisfy the above condition) are 
considered “certain”.

Next, based on our previous work (Costea 2005; Costea, Bleotu 2012), we propose a proce-
dure to identifying and re-allocating the uncertain observations by introducing some weights 
to the FCM algorithm. These weights are calculated based on the some linguistic variables 
that we define. For each financial variable we define a linguistic variable using five linguistic 
terms: very low (VL), low (L), average (A), high (H), very high (VH). Each linguistic term is 
represented as a trapezoidal fuzzy number. For each variable and for each linguistic term, we 
define the trapezoidal fuzzy number following the procedure in Costea (2005). Basically, for 
each variable, we apply the FCM algorithm and group the values of that variable in five fuzzy 
classes (e.g., a specific value for a particular ratio is very low, low, average, high or very high 
with different membership degrees). We define the linguistic terms as follows (see Fig. 1):

 – the linguistic term VL is defined by three points: a minimum point (A), a maximum 
point (B) and the minimum point for the linguistic term L (C);

 – the linguistic terms L, A, H are defined by four points: the maximum point for the 
previous linguistic term (e.g., point B for the linguistic term L), a minimum point 
(e.g., point C for the linguistic term L), a maximum point (e.g., point D for the lin-
guistic term L) and the minimum point for the next linguistic term (e.g., point E for 
the linguistic term L);
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 – the linguistic term VH is defined by three points: the maximum point for the linguis-
tic term H (H), a minimum point (I) and a maximum point (J).

In other words, in order to define all of the five fuzzy numbers, we need to define a 
minimum and a maximum point for each linguistic term. The minimum/maximum point 
for the linguistic term LT is defined as the minimum/maximum value for that ratio in the 
entire data set for which the membership degree in the class of linguistic term LT is greater 
or equal to 0.99. For each ratio and for each linguistic term, the minimum point is initialized 
to +inf and the maximum point is initialized to –inf. It is possible that there is no observa-
tion that has a membership degree greater than or equal to 0.99, even if this case is unlikely. 
However, 0.99 is a parameter for our model so that it can be changed to accommodate highly 
heterogeneous data.

In the literature there are other methods for generating the linguistic variables, including 
the approach presented in Massanet et al. (2014), where, instead of using continous mem-
bership functions, the authors use discrete fuzzy numbers to define more complex experts’ 
calitative expressions, such as: “between average and high”. Another approach of dealing 
with these expressions and more complex ones was introduced in Rodriquez et al. (2012) 
where hesitant fuzzy linguistic terms are used to model decision making problems. In order 
to overcome the limitations of the use of fuzzy linguistic approach regarding information 
modelling and computational processes, researchers proposed several linguistic models (e.g., 
Herrera et al. 1994, 2008). The difference here is that we do not work with a panel of experts 
whose opinions we are trying to reconcile, but, rather, we transform our financial ratios 
(quantitative data) in a qualitative form building linguistic variables. We use the liguistic 
variables to construct the weights (wjk), based only on the certain observations. A weigth 
(wjk) is the standardized variation coefficient of the vector NOLTjk, where NOLTjk is a vector 
calculated as follows:

  
, (9)

where i = VL, L, A, H, VH.

Fig. 1. The trapezoidal representation of the five linguistic terms (VL, L, A, H, VH)  
for a generic variable X

VL L A H VH

A B C D E F G H I J X

U(X)

1
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The variations coefficients and the weights are given below:
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Clearly, for one particular ratio k the weights sum up to 1. A high weight for a particular 
cluster j and a particular ratio k would mean that the ratio is a good definer for that cluster 
(it concentrates its values in few linguistic terms). Conversely, a low weight indicates that the 
ratio is not a good definer for the cluster. In our experiments we stated that one linguistic 
term characterizes one ratio for one cluster if it represents at least 40% from the total number 
of values corresponding to that ratio in that cluster. We have chosen 40% in order to allow 
maximum two linguistic terms to characterize a cluster for each ratio (any percentage greater 
than 33.33% would have the same outcome). Using this rule, we can characterize each cluster 
as having, for example, VL values for a particular ratio, H and VH values for another ratio, 
etc, depending on which linguistic term(s) bypass the 40% hurdle. Moreover, based on the 
above characterization of the clusters and studying the financial ratios in each cluster, we 
can order them as being “good”, “average” and “bad” performance clusters. It is possible that, 
for one specific variable, no linguistic term bypasses the 40% hurdle (e.g., see in Table 3 the 
Costs to revenues financial ratio for Cluster 3). In this case we say that the variable is not a 
good definer for that particular cluster. The granularity of the linguistic terms should be set 
carefully: the higher the granularity of the linguistic term (e.g., 7 or 9 instead of 5), the smaller 
the probability that the linguistic terms bypass the hurdle, but the richer the information we 
save from the original data, while a small granularity (e.g., 3 or 4 instead of 5) would increase 
the chance that one linguistic term bypasses the hurdle and, at the same time, would limit the 
information that is saved from the original data. In any case, the granularity of the linguistic 
terms is a parameter for our models. We chose to set a moderate level of granularity for the 
linguistic terms (5) instead a higher one (e.g., 7 or 9), because, after we generate the qualitative 
variables, we are interested in characterizing each cluster as being a “good”, “average” or “bad” 
performance clusters and a higher granularity would prevent us to do so by generating many 
variables that are not good definers for the clusters: we prefer that linguistic terms bypass the 
hurdle, at the expense of loosing some information from the original data.

The above weights (wjk) are introduced in the new objective function by changing the 
distances, as follows:
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and the objective function to minimize at each iteration s, becomes:
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where T represents the set of certain observations in iteration s and ( )−1s
iju  stands for the 
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membership degrees of the certain observations corresponding to cluster j in the previ-
ous iteration. This term is used in order to avoid that lower membership degrees from the 
uncertain observations become more important in the new allocation. A higher previous 
membership degree value ( )−1s

iju  should lead to a lower (better) recalculated distance from 
that uncertain observation to the centre of that cluster. Consequently, the ( )− − 

 
11  s

iju  fac-
tor is used when defining the objective function.

Again, we apply the Lagrange multipliers method in order to find the new formulas for 
the membership degrees and the clusters’ centers, by minimizing the new objective function 
(F new). Firstly, the Lagrangian to minimize is written as folows:
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The partial derivatives are equalized to zero:
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If we sum up the membership degrees in Eq. (15) from 1 to C and we equal the result to 
1 according to Eq. (16), we obtain:
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By introducing Eq. (17) in Eq. (15), we derive the formula for calculating the membership 

degrees ( )  
 

s
iju :
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In order to derive the clusters’ centers ( )  
 

s
jX , we equalize to zero the partial derivative:
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Based on the above new formulas for updating the membership degrees and clusters’ cen-
ters, we refine our approach in Costea (2005) and Costea and Bleotu (2012) and propose the 
following procedure to identify and reallocate the uncertain observations into the clusters:

1. Given a n by p dataset and the other parameters (m, C, N and ε), generate the n by 
p dataset of linguistic variables as described above by applying the FCM algorithm 
individually for each financial ratio;

2. Given the same n by p dataset and the other parameters (m, C, N and ε), apply the 
FCM algorithm in order to find the set with certain (T) and uncertain (T ′) observa-
tions and a set of membership degrees U(certain);

3. Characterize each obtained cluster using the linguistic variables generated in step 1 
and only the set with certain observations (T);

4. Calculate the weights (wjk) using Eq. (11), linguistic variables generated in step 1 and 
only the set with the certain observations (T). These weights will be constant to all 
of the following iterations;

5. Then, if at least one uncertain observation was reallocated and the set of uncertain 
observations is not empty (T ≠ 0), we perform another iteration s that consists of 
following steps:
a. Calculate the clusters’ centers using Eq. (19) and the sets of membership degrees 

( )s
iju  and ( )−1s

iju  corresponding to the certain observations of the current and previ-
ous iterations, respectively. For the first iteration (s = 1), we have ( ) ( )=1 certain

iju U  
(obtained in step 2) and ( ) =0 0iju ;
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b. For the uncertain observations ( )′∈iO T , calculate the new membership degrees 
( )+1s
iju  using Eq.  (18), the clusters’ centers obtained in step (a) and the previous 

membership degrees ( )s
iju ;

c. Based on the new membership degrees ( )+  
 

1s
iju  identify which uncertain obser-

vations became certain observations and reallocate them into the clusters. Change, 
accordingly, the two sets of observations: increase the set with certain observations 
(T) and decrease the set with uncertain (T ′) observations, and start a new iteration 
s from step 5.

The solution of proposed procedure to (re)allocate the observations into performance 
clusters consists of the set of the final clusters’ centers (Xj). After we obtain these cluster cen-
ters and the linguistic characterization of each cluster, we construct the so-called “performace 
class” variable by associating a performance class (label) to each observation depending to 
which cluster it belongs (1-for the cluster labeled “Best”, 2-for the cluster labeled “Average”, 
3-for the cluster labeled “Bad” and 4-for the cluster labeled “Worst”). Next, we describe the 
second stage of our methodology.

1.2. Second stage of the methodology: building the performance classification model

In order to map the p-dimensional input space to the newly-obtained performance class 
variable we use feed-forward artificial neural networks (ANNs) models. ANNs have been 
extensively used in financial applications. Koskivaara (2004) used ANNs as classifiers in 
order to address problems that can arise in the audit process: material error, going concern, 
financial distress, control risk assessment, management fraud, and audit fee. Costea and 
Eklund (2004) found out that the ANN performed similarly to statistical and induction 
techniques in terms of accuracy rates when applied to assessing comparatively the com-
panies in the telecom industry. Other papers (e.g., Swicegood, Clark 2001) compared dif-
ferent performance classification models, such as decision trees models, logistic regression 
models and ANN-based models and found out that the neural networks models performed 
the best in terms of training and testing accuracy. However, the explanatory capabilities of 
the decision trees have to be taken into account in the process of choosing the best model.

A different way of learning the connection weights of an ANN is by using a genetic al-
gorithm. The set of ANN connection weights constitute a solution (a chromosome). Starting 
with a population of solutions, the genetic algorithm derives potentially better solutions by 
applying specific operators. Many authors have conducted research in this area. The possible 
benefits of combining ANNs and evolutionary algorithms (EAs) are examined by Yao (1999). 
EAs constitute a class of population-based stochastic search algorithms based on principles 
of natural evolution (Yao 1999). EAs consists of evolution strategies (ESs), evolutionary pro-
gramming (EP) and genetic algorithms (GAs). Yao offers different combinations between 
ANNs and EAs such as: the evolution of ANN connection weights, the evolution of ANN 
architectures and the evolution of ANN learning rules. Based on an extensive literature re-
view, the author proves that combinations of ANNs and EAs can lead to improved models 
and systems rather than relying on ANNs or EAs alone. Yao (1999) examines a large number 
of papers where one of the two training mechanisms (evolutionary algorithms and gradi-
ent-descent-like algorithms, such as backpropagation – BP – algorithm and its variations) 
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was found to achieve better results than the other. These contradictory results are attributed 
by Yao to the type of EA and BP algorithms used: whether the comparison is made between 
a classical binary GA and a fast BP algorithm, or between a fast EA and a classical BP algo-
rithm. Some authors (e.g., Schaffer 1994) reported that training the ANN using GAs is not 
as efficient as the classical ANN training (the training that uses gradient-descent algorithms). 

Studying the application of a non-binary GA for learning the connection weights of an 
ANN under various structural design and data distributions, Pendharkar (2002) found out 
that additive noise, size and data distribution features play an important role in learning, 
reability and predictive performance of ANNs. The implications of data distributions de-
termined through kurtosis and variance-covariance homogeneity on the predictive per-
formance of GA-based and gradient-descent-based ANN for classification were examined 
by Pendharkar and Rodger (2004). They also investigated the implication of three types of 
crossover operator, such as uniform, arihtmetic and one-point crossover, on the prediction 
performance of GA-based ANN and found no significant difference between these different 
crossover operators. In Costea and Nastac (2005), the authors used GA-based ANN training 
to improve the performance of an already trained ANN classification model, but the genetic 
algorithm was unable to improve the accuracy of the ANN model. This result might be due 
to the high accuracy rate of the trained network that the genetic algorithm had to improve 
(in excess of 90%). 

The generic classification model based on a neural approach, adapted from Costea and 
Nastac (2005) is based on some preliminary steps: pre-processing data and separating data 
into training (TR) and test (TS) sets. After that, the proper ANN architecture is constructed, 
by determining the proper number of hidden layers and the appropriate number of neurons 
in each hidden layer. The class variable is coded using one neuron or a number of neurons 
equal to the performance clusters. The latter approach would enable us to eliminate the risk 
that one class, corresponding to a higher value of the output variable (e.g., 4) is more impor-
tant than classes with lower values (e.g., 1, 2 and 3). Finally, the ANN is trained and tested 
using different values of the parameters involved in the training process.

Choosing the number of hidden layers and the number of neurons in each hidden layer 
depends on the size of input/output vector, the size of training and test subsets, and on the 
problem of non-linearity, as Basheer and Hajmeer (2000) point out. At the same time, these 
authors present a number of papers that provide different rules of thumb, which refer to 
the correspondence between the number of hidden neurons (NH) and the number of input 
neurons (NI) and output neurons (NO) or the number of training samples (NTRN). In this 
way, Lachtermacher and Fuller (1995) relates the number of input neurons (NI) and hidden 
neurons (NH) for one output ANN with the number of training samples NTRN by the formu-
la: 0.11NTRN < NH(NI+1) < 0.30NTRN. Upadhyaya and Eryurek (1992) express the relation 
between the total number of weights (Nw) and the number of training samples using the 
formula: Nw = NTRN log2(NTRN). Masters (1994) estimates the number of hidden neurons 
in the hidden layer by the geometric mean of the number of inputs (NI) and the number 
of outputs (NO). The choice of these parameters is mostly based on art rather than science, 
as Basheer and Hajmeer’s (2000) highlight that “the most popular approach to finding the 
optimal number of hidden nodes is by trial and error with one of the above rules”. In order 
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to illustrate this idea, we choose the Lachtermacher and Fuller (1995) rule and vary the NH 
according to the size of the training set. Several experiments for ANN architectures with 
one and two hidden layers are performed in each case in order to determine the appropriate 
number of hidden layers. The conclusions obtained show that an ANN with two hidden 
layers perform better in terms of training mean squared error. The three hidden layer case 
may increase the network complexity and it is dropped off given that high training accuracy 
rates were obtained for less complex ones.

Demuth and Beale (2001), Nastac and Koskivaara (2003) and Costea (2003) compared 
different ANN gradient-descent-like training algorithms in order to choose the best algo-
rithm for a specific problem. Using also these results, our approach is based on combining 
the sigmoid and linear activation functions for the hidden and output layers respectively, 
as it provided the best results in our experiments. Comparing four training algorithms in 
terms of error rates and convergence speed, Costea (2003) finds out that there exists a ne-
gative correlation between error rates and convergence speed. Therefore, the selection of the 
training algorithm is based on a trade-off between these two factors. Previous studies show 
that Scaled Conjugate Gradient (SCG) algorithm (Moller 1993) performs well when applied 
to a wide variety of problems. Although this is not the fastest algorithm, it has a good con-
vergence rate and does not need large computational memory. In order to avoid the network 
over-fitting the training samples, we use the so-called validation-stop method which consists 
of separating the training data into effective training (TRe) and validation (VAL) datasets. 
The training process ends when the difference between the effective training error and the 
validation error exceeds a small value, which is given as a parameter. Hagan et al. (1996) 
and Demuth and Beale (2001) state that when using the validation stop attention must be 
paid in choosing the training algorithm so that it does not converge too rapidly. From this 
point of view, the SCG algorithm has a slow convergence and, therefore, works well when 
the validation stop method is applied. 

The solution obtained when applying the ANN-based model for performance classifica-
tion is represented by the set of the final connection weights of the network. The solution is 
evaluated using four accuracy measures: effective training dataset accuracy rate (ACRTRe), 
validation dataset accuracy rate (ACRVAL), total training dataset accuracy rate (ACRTR) and 
testing dataset accuracy rate (ACRTS). The higher these accuracy rates and the small the 
differences among them, the better the solution. 

Except the training accuracy rate ACRTR, in the literature there are different methods 
used to evaluate the performance of classification algorithms. For example, Kou et al. (2012), 
Peng et al. (2008, 2011a, 2011b) use multiple-criteria decision-making methods to rank the 
classification algorithms. In our experiments we used out-of-sample accuracy rate (ACRTS) 
to evaluate more rigorously our models.

In the next section, we present the dataset with the NFIs’ financial performance indica-
tors.
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2. The NFIs’ financial performance dataset

Unlike the CAAMPL system (Cerna et al. 2008), which consists of six performance dimen-
sions and is applicable on credit institutions, in our approach regarding NFIs’ industry, the 
number of the performance dimensions will be restricted to three quantitative dimensions, 
namely: capital adequacy (C), assets’ quality (A) and profitability (P). The other quantita-
tive dimension used in evaluating the credit institutions, namely liquidity dimension (L) is 
not applicable to NFIs, since these institutions do not attract retail deposits. The qualitative 
dimensions, namely quality of ownership (A) and management (M) were also excluded 
from our experiment because they involve a distinct approach and it does not fall into the 
scope of the present study to consider them.

After selecting the performance dimensions, we choose different indicators for each di-
mension, based on the analysis of the periodic financial statements of the NFIs. These finan-
cial ratios are presented in Table 1.

Table 1. The performance dimension and the corresponding financial ratios

Dimension Indicators
Capital adequacy Equity ratio (Leverage) = own capital / total assets (net value)

Own capital / equity
Indebtedness sources = borrowings / own capital

Assets’ quality Loans granted to clients (net value) / total assets (net value)
Loan granted to clients (net value) / total borrowings
Past due and doubtful loans (net value) / total loans portfolio (net value)
Past due and doubtful claims (net value) / total assets (net value)
Past due and doubtful claims (net value) / own capital

Profitability Return on assets (ROA) = net income / total assets (net value)
Return on equity (ROE) = net profit / own capital
The rate of profit = gross profit / total revenues
Activity cost = total costs / total revenues

The choice of the financial ratios of each dimension was based on Lehtinen’s study (Leh-
tinen 1996) about the validity and reliability of financial ratios in international comparisons 
and they were collected with the help of the experts within the Supervision Department at 
the National Bank of Romania. The data for the financial ratios was gathered quarterly, from 
2007 to 2010, from the NFIs’ periodic financial statements. The NFIs were selected from the 
Special register, which includes only those NFIs from the General register which meet certain 
criteria of performance in terms of loans and borrowings. NFIs which meet these criteria 
corresponding to three reporting-periods in a row or three quarters are entered in the Special 
register. Conversely, if a NFI from the Special register does not match the criteria for three 
consecutive quarters, it will be de-classified in the General register. We chose only the NFIs 
from the Special register because, even if they are small in number, they represent more than 
80% of the entire NFIs’ industry in terms of financial value. In total, in the analyzed period, 
there were 65 active NFIs in the Special register. We collected the data for these 65 NFIs 
quarterly from 2007 to 2010, obtaining a total of 769 observations. Then, the above twelve 
financial ratios are computed. Four ratios, namely Leverage (for the capital adequacy dimen-
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sion), Loans_to_Assets and Loans_to_Borrowings (for the assets’ quality dimension) and ROA 
(for profitability dimension) were discarded from our analysis, due to the high variation of 
their values or incorrect values, remaining with eight ratios. Also, the data set composed by 
769 observations multiplied by 8 ratios contains quarterly and yearly averages (16 quarterly 
averages and 4 yearly averages = 20 observations).

Our data set was preprocessed by leveling the outliers to the domain [-50, 50] and also 
by normalizing each ratio, i.e. subtracting the mean from each value and dividing the result 
by the standard deviation of the ratio, in order to avoid our techniques results being affected 
by these extremes/abnormal financial ratios.

3. Applying the two-stage methodology for NFIs’  
financial performance benchmarking

The aim of this experiment is to evaluate comparatively the performance of 65 Romanian 
NFIs registered in the Special Register which have been active since 2006, the first year this 
sector has been regulated in Romania. This analysis can be used by the Supervision Depart-
ment of the National Bank of Romania to allocate more efficiently its resources. Identifying 
poorly performing NFIs would give the opportunity to the supervisors to concentrate on a 
small number of NFIs, which face difficulties. Before we apply our methodology, we present 
in Table 2 summary statistics related to each financial performance ratio before transform-
ing the data (normalizing each ratio) as described at the end of preceding Section. As we 
presented in Section 2, we have discarded four financial ratios (financial ratio 1, 4, 5, and 9 
in Table 2) due to their associated large kurtosis and skewness (the kurtosis and skewness 
for these financial ratios depart substantially from the values encountered for these vari-
ability measures in the case of standard normal distribution: 3 and 0, respectively). Next, 
we individually applied normalization on each of the remaining eight financial ratios.

The methodology was implemented using Matlab environment, by building different 
scripts based on the existing functions or entirely-new ones.

As it is presented in the previous sections, the first step of the methodology consists of 
applying the procedure based on the FCM algorithm in order to build clusters with similar 
performance. 

Firstly, we generate one linguistic variable for each financial performance ratio accor-
ding to Section 1.1. Consequently, we generated eight linguistic variables. We represent each 
linguistic variable with the help of five trapezoidal-form fuzzy numbers: VL, L, A, H and 
VH. In Figure 2 we show the graphical representation of the linguistic variables and their 
trapezoidal approximations.

This representation of our financial variables using linguistic terms allow us to characteri-
ze each performance cluster as having observations with VL, L, A, etc values. In fact, it allows 
us to order the clusters in terms of financial performance as being “worst”, “bad”, “average” or 
“best”. In the implementation stage of the algorithm we have used m = 1.5 for generating the 
linguistic variables and c = 4 to make the results comparable with those from our previous 
work (Costea 2013a). The other parameters of FCM were set to N = 10000 and ε = 0.00001.

The linguistic characterization of each cluster is presented in Table 3.
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Fig. 2 (To be Continued)

a)

b)

c)
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Fig. 2. Linguistic representation of eight financial variables (a) Own capital/equity, (b) Indebtedness 
sources, (c) Past due and doubtful loans (net value)/total loans portfolio (net value), (d) Past due and 
doubtful claims (net value)/total assets (net value), (e) Past due and doubtful claims (net value)/own 
capital, (f) ROE, (g) The rate of profit, (h) Activity cost and their trapezoidal approximations. Each 
trapezoid correspond to one linguistic term (very low – VL, low – L, average – A, high – H and very 

high – VH)

e)

f)

g)

h)
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Table 3. Characterization of clusters
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Cluster 2 VL L VL VL L A H L Worst 62 81

Cluster 3 A A H A A A H – Best 44 54

Cluster 4 A A VL VL L A H L Bad 451 503

Total 670 769

Each cluster was characterized based only on the certain 670 observations. The rest of 
99 observations were considered uncertain in the sense that it is difficult to place them in 
a particular cluster, as they have similar membership degrees in two clusters. A so-called 
“perfectly” uncertain observation would have the same membership degree (1/C) in each 
cluster. We considered that one linguistic term characterizes one cluster if it represents more 
than 40% out of total number of samples for that cluster. We have chosen 40% in order to 
allow maximum two linguistic terms to characterize a cluster for each ratio. According to the 
linguistic characterization, we can now label the clusters as being good or bad performance 
clusters (the third-last column in Table 3). For example, as compared to the other clusters, 
we can see from Table  3 that NFIs in cluster 3 are the best performers by having for all 
ratios average or high values. Of course, one can argue that classifying the clusters in this 
way involves the subjectivity of the analyst, but, first of all, the clusters might even not be 
classifiable at all (the p-dimensional input space might not be discriminable to begin with) 
and, when they are, the matrix in Table 3 helps the subjective analyst to correctly label them. 
However, the linguistic characterization is useful to the financial analysts, since they use the 
same expressions (“high rate of return”, “low capital adequacy”, etc.) when they represent the 
financial situation of the sector or the company.

After we characterize the clusters we re-allocated the uncertain observations within the 
clusters based on the procedure we presented in Section 1.1 and we obtained the structure 
of the clusters presented in the final column of Table 3. In this way, we were able to con-
struct the so-called “class performance” variable: 1 – “Best” (54 observations), 2 – “Average” 
(131 observations), 3 – “Bad” (503 observations) and 4 – “Worst” (81 observations). This 
corresponds to a long right-tailed distribution of the p-dimensional input space (a positive 
skewness or few extreme high observations).

Once we have the “performance class” variable we can proceed with the second phase of 
our methodology: train a neural-network to model the relationship between the performance 
class variable and the input space.
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We have selected 54 observations from each cluster, which means the number of observa-
tions in the smallest cluster, totalling 216 observations, in order to have an uniform number 
of observations in each cluster to train the classification model. In this stage we have also 
split the data in training (TR) and testing (TS) sets, by selecting one testing instance for every 
nine training instances. Thus, 192 observations for training and the rest of 24 observations 
for testing were randomly obtained.

The next step of the methodology consists of determining the proper architecture for 
the ANN-based classification model, which maps the 8-dimensional input space to the 
newly-constructed performance class variable. In our experiments, which were performed 
using Matlab’s Neural Networks toolbox, all the parameters of the ANNs, like the learning 
algorithm (SCG), the performance goal of the classifier and the maximum number of epochs 
were kept constant, except the number of neurons in the hidden layers (NH when we had 
one hidden layer, or NH1, NH2 when we had two hidden layers). 

Next we present the empirical procedure for determining the architecture of an ANN 
with two hidden layers. Firstly, three trainings were performed, in order to find the best 
ANN architecture. For each training, the training set (TR) was split into the effective training 
set (TRe) and the validation set (VAL), obtaining each time approximately 168 (9 out of 10) 
observations for effective training and 24 observations for validation. Validation-stop method 
was used as stopping criterion. We have applied the Lachtermacher and Fuller (1995) rule 
and varied NH from 3 (this value has to be greater than 0.11 * 168 / (8 + 1) = 2.05) to 5 (this 
value has to be lower than 0.30 * 168 / (8 + 1) = 5.60). For the two-hidden layer case we have 
selected more neurons on the first hidden-layer than on the second hidden-layer, simulating 
a rough and a fine-tunning training phases (we varied NH1 from 2 to 3 and NH2 from 1 to 
2). Then, the network was trained for each ANN architecture, based on the effective training 
dataset. The best ANN architecture in terms of mean squared error for the effective training 
dataset (MSETRe) was saved if the mean squared error based on the validation set (MSEVAL) 
is less than 6/5 *MSETRe. This restriction has been imposed in order to avoid saving ANN 
architectures with large differences of the mean squared error between effective training and 
validation. The final ANN architecture consists of 3 neurons on the first hidden layer and 2 
neurons on the second hidden layer. The following accuracy rates were obtained: effective 
training dataset accuracy rate (ACRTRe)  = 93.41 percent, validation dataset accuracy rate 
(ACRVAL) = 96.00 percent, total training dataset accuracy rate (ACRTR) = 93.75 percent and 
testing dataset accuracy rate (ACRTS) = 91.67 percent.

In our previous research we performed experiments on the same dataset using other 
clustering/classification techniques. In Tables 4 and 5 we compare the results of these diffe-
rent approaches.

As it can be seen from Table 4 the best technique for the first step of our two-step me-
thodology is by far the modified FCM clustering algorithm presented in this paper. Our 
technique outperformed SOM (Costea 2013a), classical C-Means (Costea 2012a) and clas-
sical Fuzzy C-Means (Costea 2012b) in terms of both characterization of the performance 
clusters and pattern allocation. The modified FCM algorithm came third in terms of ease 
of implementation, but in comparison to classical C-Means and SOM, it provided a way of 
determining the relevant input financial ratios for each performance class.
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Table 4. The comparison of different clustering techniques for assessing NFIs’ financial performance
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Worst. Highly 
parametrized.

Not 
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Subjective: based on the individual 
feature planes, the distances between 
neurons and analyst interpretation.

Third best
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Objective: automatic characterization 
of the clusters based on the linguistic 
terms. A more robust linguistic 
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Table 5. The comparison of different classification techniques for assessing NFIs’ financial performance
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Third 
best Second best 100.00 77.27 or 81.81

Decision Trees  
(C4.5 algorithm)

Second 
best Best 87.90 81.80 or 88.30

Artificial Neural Networks Best Third best 93.75 91.67

Artificial Neural Networks 
trained with a Genetic 
Algorithm

Worst Worst
The GA could not 
improve the ANN 
training accuracy

The GA could not 
improve the ANN testing 
accuracy

From Table 5 we can see that artificial neural networks performed best in terms of tes-
ting accuracy rates (the most rigorous criterion for evaluating classification models) and 
had the smallest difference between the training and testing accuracy rates. Moreover, ANN 
was the best technique in terms of ease-of-implementation, but lacked result explanation as 
compared to decision trees (Costea 2013b) and logistic regression (Costea 2014). Overall, 
our methodology (the combination between the modified Fuzzy C-Means algorithm and 
artificial neural networks) is the most appropriate one for assessing comparatively the NFIs’ 
financial performance.
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Conclusions

In this study we propose a two-stage methodology in order to assess comparatively the per-
formance of non-banking financial institutions (NFIs) in Romania and forecast their future 
performance. We use a 8 × 769 dataset that consists of 8 performance indicators measuring 
three performance dimensions: the capital adequacy, the assets’ quality and the profitability 
of around 65 NFIs. The dataset includes quarterly and yearly averages. This type of analysis 
is beneficial for all parties in the financial industry and, in particular, for the Supervision 
Department of the central bank which would allocate more efficiently its resources by 
identifying in advance the NFIs with deteriorating performance. Thus, we consider that 
the implementation of such a model in the central bank could have a direct effect on the 
efficiency of supervision activity of these institutions in Romania. Moreover, the NFIs’ 
performance classification models could be extended in the case of credit institutions and 
incorporated in the central bank’s Decision Support System (Filip 2008; Filip et al. 2014).

In the first stage of our methodology we use a procedure based on the Fuzzy C-Means 
clustering that allows us to group the NFIs in similar performance clusters. We use four 
clusters for the implementation in order to compare the results with what we have obtained 
previously. We characterize each cluster with the help of linguistic variables with five linguis-
tic terms (very low – VL, low – L, average – A, high – H and very high – VH). Each linguistic 
term is represented by a trapezoidal fuzzy number defined according to our previous work 
(Costea, Bleotu 2012). We characterize each cluster based only on the certain observations 
(observations that have large differences between the two highest membership degrees). The 
remaining observations (the uncertain ones) are re-allocated into the clusters based on some 
weights constructed as standardized variation coefficients (see Section 1.1). Basically, the 
higher the variation coefficient for one financial ratio and for one cluster, the better definer 
is the ratio for that particular cluster (many observations have the values concentrated in 
few linguistic terms). The linguistic characterization of the clusters allows us to order the 
clusters as containing the best, average, bad and worst performance NFIs. Consequently, we 
defined a “performance class” variable by attaching a performance class to each observation 
(1 – “Best performance” for 54 observations, 2 – “Average” for – 131 observations, 3 – “Bad 
performance” for 503 observations and 4 – “Worst performance” for 81 observations).

In the second stage of our methodology, we build classification models that map the 
8-dimensional input space to the newly-constructed “performance class” variable in order to 
forecast the performance of new companies as data become available. The first phase of the 
classification approach proposed in this paper consists of applying some preliminary steps. 
Firstly, we preprocess the data by removing the outliers and standardizing the data using 
normalization, in order to counteract the effect of extreme values. The second step refers to 
selecting an even number of observation in each cluster to properly train the classifier and, 
finally, in the last preliminary step, we select the codification for the output variable. Four 
neurons were used to represent the class performance variable in order to eliminate the risk 
that one class with a higher value for the output variable would be more important in trai-
ning than the others. In the fourth step, the proper ANN architecture was obtained by using 
the rule from Lachtermacher & Fuller (1995) and varying the number of neurons of first 
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and second hidden layers. The ANN obtained consists of 8 input neurons, 3 neurons in the 
first hidden layer, 2 neurons in the second hidden layer and 4 neurons on the output layer. 
This network was trained using variants of the backpropagation algorithm (e.g., the Scaled 
Conjugate Gradient algorithm). High accuracy rates and small differences among them were 
obtained. The final result shows a training accuracy rate of ACRTR = 93.75 percent and a 
testing accuracy rate of ACRTS = 91.67 percent. As compared to other reported techniques 
applied on the same dataset, our methodology proved to be the most appropriate one.
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