
DOCTORAL SCHOOL
MEDITERRANEA UNIVERSITY OF REGGIO CALABRIA

DEPARTMENT OF INFORMATION ENGINEERING, INFRASTRUCTURES AND SUSTAINABLE 
ENERGY

(DIIES)

PHD IN
INFORMATION ENGINEERING

S.S.D. ING-INF/01
XXVIII CYCLE

PHYSICAL AND CHEMICAL SENSORS BASED ON LOW 
DIMENSIONAL AND BULK CARBON MATERIALS

CANDIDATE

Angela MALARA

ADVISOR

Prof. Francesco Giuseppe DELLA CORTE

COORDINATOR

Prof. Claudio DE CAPUA

REGGIO CALABRIA, FEBRUARY 2016



Finito di stampare nel mese di Febbraio 2016

Edizione 

Collana Quaderni del Dottorato di Ricerca in Ingegneria dell’Informazione

Curatore Prof. Claudio De Capua

ISBN 978-88-99352-09-7

Università degli Studi Mediterranea di Reggio Calabria

Salita Melissari, Feo di Vito, Reggio Calabria



ANGELA MALARA

PHYSICAL AND CHEMICAL SENSORS BASED ON LOW 
DIMENSIONAL AND BULK CARBON MATERIALS



The Teaching Staff of the PhD course in

INFORMATION ENGINEERING
consists of:

Claudio DE CAPUA (coordinator)

Raffaele ALBANESE

Giovanni ANGIULLI

Giuseppe ARANITI

Francesco BUCCAFURRI

Giacomo CAPIZZI

Rosario CARBONE

Riccardo CAROTENUTO

Salvatore COCO

Mariantonia COTRONEI

Lorenzo CROCCO

Francesco DELLA CORTE

Lubomir DOBOS

Fabio FILIANOTI

Domenico GATTUSO

Sofia GIUFFRE'

Giovanna IDONE

Antonio IERA

Tommaso ISERNIA

Fabio LA FORESTA

Gianluca LAX

Aime' LAY EKUAKILLE

Giovanni LEONE

Massimiliano MATTEI

Antonella MOLINARO

Andrea MORABITO

Carlo MORABITO

Giuseppe MUSOLINO

Roberta NIPOTI

Fortunato PEZZIMENTI

Nadia POSTORINO

Ivo RENDINA

Francesco RICCIARDELLI

Domenico ROSACI

Giuseppe RUGGERI

Francesco RUSSO

Giuseppe SARNE’

Valerio SCORDAMAGLIA

Domenico URSINO

Mario VERSACI

Antonino VITETTA



I 

 

Contents 
 

CONTENTS ....................................................................................................... I 

LIST OF FIGURES ......................................................................................... III 

INTRODUCTION ............................................................................................. 1 

CHEMICAL SENSORS .................................................................................... 5 

1.1 INTRODUCTION .......................................................................................................................... 5 

1.2 GAS SENSING APPLICATION OF A METAL-SEMICONDUCTOR SCHOTTKY DIODE .......... 6 

1.2.1  METAL-SEMICONDUCTOR JUNCTION ........................................................................ 8 

1.2.2  CHARACTERIZATION OF A METAL-SEMICONDUCTOR JUNCTION ....................... 12 

1.3 METAL OXIDE SEMICONDUCTOR (MOS) GAS SENSOR ..................................................... 17 

1.3.1 MOS OPERATING PRINCIPLES ....................................................................................... 19 

1.4 ELECTROCHEMICAL SENSORS ................................................................................................ 24 

1.4.1  ELECTROCHEMICAL TECHNIQUES ........................................................................... 25 

1.4.2  FARADIC AND CAPACITIVE CURRENT IN ELECTROCHEMICAL PROCESS ........... 27 

1.4.3  ELECTROCHEMICAL CHARACTERIZATION ............................................................. 32 

LOW-DIMENSIONAL CARBON-BASED MATERIALS IN SENSING 
APPLICATIONS .............................................................................................. 35 

2.1 INTRODUCTION TO LOW-DIMENSIONAL CARBON .............................................................. 35 

2.2 GRAPHENE ................................................................................................................................. 38 

2.2.1 GRAPHENE CRYSTAL STRUCTURE ............................................................................ 39 

2.2.2 PROPERTIES OF GRAPHENE ........................................................................................ 42 

2.3 CARBON NANOTUBES .............................................................................................................. 47 

2.3.1  CARBON NANOTUBES STRUCTURE ........................................................................... 47 

2.3.2  CARBON NANOTUBES PROPERTIES .......................................................................... 52 

2.4 SYNTHESIS TECHNIQUES OF LOW DIMENSIONAL CARBON MATERIALS .......................... 53 

2.4.1  GRAPHENE SYNTHESIS .............................................................................................. 53 

2.4.2 MECHANICAL EXFOLIATION ..................................................................................... 53 

2.4.3  EPITAXIAL GROWTH................................................................................................... 54 

2.4.4  LIQUID-PHASE EXFOLIATION ................................................................................... 55 

2.4.5  CHEMICAL VAPOR DEPOSITION .............................................................................. 56 

2.4.6 TRANSFER METHODS .................................................................................................. 59 

2.4.7 CARBON NANOTUBE SYNTHESIS ............................................................................... 60 

2.5 CHARACTERIZATION TECHNIQUES OF LOW DIMENSIONAL CARBON MATERIALS ....... 61 

2.5.1 RAMAN SPECTROSCOPY .............................................................................................. 62 

2.5.2 TRANSMISSION ELECTRON MICROSCOPY ................................................................ 73 

2.5.3 SCANNING ELECTRON MICROSCOPY ....................................................................... 74 

2.5.4 X-RAY DIFFRACTION .................................................................................................. 75 

2.6 SYNTHESIS AND CHARACTERIZATION OF GRAPHENE ....................................................... 77 

2.6.1 LPE GRAPHENE .......................................................................................................... 79 

2.7 SYNTHESIS AND CHARACTERIZATION OF CNT-BASED SENSING MATERIALS ............... 83 

2.7.1 SYNTHESIS AND CHARACTERIZATION OF CNT ..................................................... 84 

2.7.2 SYNTHESIS AND CHARACTERIZATION OF TERNARY TIO2/CNT/PT 

COMPOSITES ................................................................................................................... 86 

CHEMICAL SENSING DEVICES ................................................................. 95 

3.1 GRAPHENE/SILICON SCHOTTKY JUNCTION GAS SENSOR ................................................ 95 

3.1.1 ELECTRICAL CHARACTERIZATION ......................................................................... 101 

3.1.2 GAS SENSING TEST .................................................................................................... 106 

3.2 CNT/TIO2/PT METAL OXIDE GAS SENSOR ...................................................................... 113 

3.3 CNT/TIO2/PT ELECTROCHEMICAL SENSOR .................................................................... 117 



II 

3.3.1 ELECTROCHEMICAL SENSING TESTS ..................................................................... 118 

PHYSICAL SENSORS ................................................................................... 127 

4.1 INTRODUCTION ...................................................................................................................... 127 

4.2  OPERATING PRINCIPLE OF PHOTODETECTOR .................................................................. 129 

4.3  PHOTODIODE CHARACTERISTICS ........................................................................................ 131 

4.4  P-I-N PHOTODIODE ................................................................................................................ 134 

4.4.1  ELECTRICAL CHARACTERIZATION OF A PIN PHOTODIODE ............................... 137 

BULK CARBON-BASED MATERIAL: SILICON CARBIDE ..................... 139 

5.1 INTRODUCTION ...................................................................................................................... 139 

5.2 SILICON CARBIDE ................................................................................................................... 140 

5.2.1 SILICON CARBIDE STRUCTURE ................................................................................ 140 

5.2.2 SILICON CARBIDE SYNTHESIS ................................................................................. 142 

5.2.3  SILICON CARBIDE PROPERTIES ............................................................................... 144 

5.3 4H-SIC CHARACTERIZATION................................................................................................ 146 

5.3.1 4H-SIC RAMAN SPECTROSCOPY .............................................................................. 149 

5.3.2 4H-SIC ELLIPSOMETRIC CHARACTERIZATION ..................................................... 154 

4H-SIC UV PHOTODETECTOR ................................................................. 155 

6.1 INTRODUCTION ...................................................................................................................... 155 

6.2 P-I-N PHOTODIODE CONFIGURATION ................................................................................ 157 

6.3 CHARACTERIZATION OF 4H-SIC P-I-N PHOTODIODE ..................................................... 158 

6.3.1 FLAME PHOTODETECTOR TESTS ............................................................................. 164 

6.4  ATLAS SIMULATION OF THE P-I-N PHOTODIODE ........................................................... 166 

6.4.1 PHYSICAL MODELS .................................................................................................... 167 

6.4.2 MATERIAL AND GEOMETRY DEFINITIONS ............................................................ 169 

6.4.3 SIMULATIONS OF P-I-N CHARACTERISTICS ............................................................ 170 

CONCLUSIONS ............................................................................................ 173 

REFERENCES .............................................................................................. 175 

LIST OF PUBLICATIONS............................................................................ 187 

ACKNOWLEDGMENTS .............................................................................. 189 

 

 



III 

 

List of  Figures 
 
 
Fig. 1. 1 Band structures of metal-semiconductor contacts. Four 

combinations of various possible metal work functions (�� > �� 
and �� < ��) on differently doped semiconductor substrates (n- 
and p-type) are shown [3]. ......................................................................................... 9 

Fig. 1. 2 Energy band diagram of an isolated metal and a n-type 
semiconductor before contact [3]. .......................................................................... 9 

Fig. 1. 3 Energy band diagram of an isolated metal and a n-type 
semiconductor in contact [3]. ................................................................................ 10 

Fig. 1. 4 Different biasing conditions on the energy band diagrams of 
metal/n-type semiconductor; (a) thermal equilibrium, (b) forward 
and (c) reverse bias, determining a Vbi reduction and increase 
respectively (adapted from [3]). ............................................................................ 11 

Fig. 1.5 Charge distribution (a) and electric field distribution (b) in a metal 
semiconductor contact (adapted from [3]). ....................................................... 12 

Fig. 1. 6 Equivalent circuit of a Schottky diode................................................................. 15 

Fig. 1. 7 Semiconductor gas sensor scheme. ...................................................................... 17 

Fig. 1. 8 Schematic band diagram of insulator, semiconductor and conductor 
materials [15]. ............................................................................................................. 20 

Fig. 1. 9 Schematic representation of the adsorbed oxygen species that create 
the surface-charge layer, responsible for the intergranular potential 
barrier that conduction electrons have to overcome. .................................... 21 

Fig. 1. 10 Materials structure and positions of surface, bulk and particle 
boundary [26]. ............................................................................................................ 22 

Fig. 1. 11 Double layer equivalent circuit. ........................................................................... 28 

Fig. 1. 12 Current transient resulting from a potential step experiment [36]. ........... 29 

Fig. 1. 13 E-t behaviour resulting from a current step experiment [36]. .................... 29 

Fig. 1. 14 Current- time behaviour resulting from a linear potential sweep 
applied to an RC circuit [36]. ................................................................................. 30 

Fig. 1. 15 LSV experiment showing current behavior. ................................................... 33 

Fig. 1. 16 Cyclic potential sweep and related cyclic voltammogram [36]. .................. 34 
Fig. 2. 1 Allotropes of carbon: (a) fullerene, (b) graphene, (c) carbon 

nanotube, (d) graphite and (e) diamond............................................................. 36 

Fig. 2. 2 spn hybrids: (a) linear sp, (b) trigonal sp2 and (c) tetragonal sp3. ................... 37 

Fig. 2. 3 2D Graphene “mother” of all other carbon dimensionalities. It can 
be wrapped up into 0D buckyballs, rolled into 1D nanotubes or 
stacked into 3D graphite [48]. ............................................................................... 39 

Fig. 2. 4 The honeycomb lattice of graphene showing the two sublattices 
marked A and B [56]. .............................................................................................. 40 

Fig. 2. 5 Lattice structure of graphene showing the two sublattices marked A 
and B; a1 and a2 the lattice unit vectors; δi i=1, 2, 3 the nearest 
neighbor vectors [55]. .............................................................................................. 40 

Fig. 2. 6 The first Brillouin zone of graphene marking some of the high 
symmetry points Γ, M, K and K’ [55]. ............................................................... 41 



IV 

Fig. 2. 7 Band structure of graphene. In the vicinity of the Dirac points at the 
two nonequivalent corners K and K′ of the hexagonal Brillouin 
zone, the dispersion relation is linear and hence locally equivalent to 
a Dirac cone [57]. ...................................................................................................... 42 

Fig. 2. 8 Scan profile showing the intensity of transmitted white light through 
air, single layer and bilayer graphene respectively [61].................................... 43 

Fig. 2. 9 (a) Transmittance for different transparent conductors and (b) 
thickness dependence of the sheet resistance [47]. ......................................... 45 

Fig. 2. 10 Schematic interaction between graphene and gas molecules. ..................... 46 

Fig. 2. 11 Graphene sheet, single walled and multi walled carbon nanotubes.......... 47 

Fig. 2. 12 2D graphene sheet along with the vectors that specify the chirality 
of nanotubes. ............................................................................................................. 48 

Fig. 2. 13 Different carbon nanotube configurations: (a) armchair, (b) zig-zag 
and (c) chiral [68]. ...................................................................................................... 49 

Fig. 2. 14 Parallel equidistant lines represent the allowed k modes in the 
reciprocal space. The distance between two neighboring lines is 
K1=2/d [69]. .............................................................................................................. 50 

Fig. 2. 15 Sketch of the energy bands in (a) a metallic and (b) a 
semiconducting single walled carbon nanotube [71]. ..................................... 51 

Fig. 2. 16 (a) Scotch tape mechanical exfoliation [76], (b) image of a 
mechanical exfoliated mutilayer graphene flake [52]. ..................................... 54 

Fig. 2. 17 Growth on SiC. Gold and grey spheres represent Si and C atoms, 
respectively [76]. ........................................................................................................ 55 

Fig. 2. 18 Liquid phase exfoliation technique [76]. ........................................................... 56 

Fig. 2. 19 Schematic representation of graphene mechanism growth (a) 
precipitation over Ni substrate and (b) adsorption over Cu 
substrate. The growth mechanisms have been studied by the use of 
two different carbon isotopes 12C 13C [84]. ........................................................ 57 

Fig. 2. 20 Sketch of CVD system. (b) Time dependence of experimental 
parameters: temperature, pressure and composition/flow rate for 
graphene growth by methane (CH4) in hydrogen (H2) flow [83]. ............... 58 

Fig. 2. 21 Sketch of the PMMA transfer method for CVD graphene. ....................... 60 

Fig. 2. 22 Raman spectrum of carbon tetrachloride showing Rayleigh, Stokes 
and anti-Stokes Raman bands. .............................................................................. 64 

Fig. 2. 23 Schematic representation of quantum energy transitions for 
Rayleigh and Raman scattering. ............................................................................ 66 

Fig. 2. 24 Diatomic linear lattice with M1 and M2 atoms mass and lattice 
spacing 2a. ................................................................................................................... 67 

Fig. 2. 25 Dispersion curve in biatomic crystal. Optical and acoustical 
branches are shown. ................................................................................................. 67 

Fig. 2. 26 phonon dispersion relation of graphene showing the iLO, iTO, 
oTO, iLA, iTA and oTA phonon branches [95]. ............................................ 68 

Fig. 2. 27 Role of the electron dispersion (Dirac cones, shown by solid black 
lines) in Raman scattering: (a) intravalley one-phonon G peak, (b) 
defect-assisted intravalley one-phonon D peak, (c) intravalley two-
phonon 2D peak, (d) defect assisted intervalley one-phonon D’ 
peak, (e) intervalley two-phonon 2D’ peak. Vertical solid arrows 
represent interband transitions accompanied by photon absorption 
(upward arrows) or emission (downward arrows) [98]. ................................. 69 



V 

Fig. 2. 28 Carbon motions in the G modes namely E2g and D modes namely 
A1g [93]. ........................................................................................................................ 70 

Fig. 2. 29 Typical Raman spectrum of graphene showing the main Raman 
features, the D, G and 2D bands. ........................................................................ 71 

Fig. 2. 30 Evolution of 2D Raman band with the number of graphene layers: 
1-LG, 2-LG, 3-LG, 4-LG and HOPG [95]. ..................................................... 71 

Fig. 2. 31 Typical Raman spectrum of MWNT. D, G and 2D band are 
shown [100]. ............................................................................................................... 72 

Fig. 2. 32 TEM micrographs of (a) graphene [80] and (b) carbon nanotubes 
[102]. ............................................................................................................................. 74 

Fig. 2. 33 SEM micrographs of (a) graphene [103] and (b) carbon nanotubes 
[100]. ............................................................................................................................. 74 

Fig. 2. 34 Geometry for interference of a wave scattered from two planes 
separated by d spacing............................................................................................. 76 

Fig. 2. 35 Sketch of a typical XRD tube. ............................................................................. 76 

Fig. 2. 36 XRD pattern of graphite powder. ...................................................................... 76 

Fig. 2. 37 Raman spectra of graphene grown on (a) electro-polished and (b) 
unpolished Cu foil for 600, 60 and 20 s. Raman intensity ratio ID/IG 
and IG/I2D  are reported [81]. ................................................................................. 78 

Fig. 2. 38 HORIBA Scientific LabRAM HR Evolution Raman spectrometer 
(Optical Spectroscopy Laboratory - Mediterranea University of 
Reggio Calabria). ....................................................................................................... 80 

Fig. 2. 39 Raman spectrum of the synthesized LPE graphene (blue line) 
compared with that of graphite. ........................................................................... 81 

Fig. 2. 40 Lorentzian components of the 2D band of both LPE graphene 
and graphite. ............................................................................................................... 82 

Fig. 2. 41 TEM micrographs of LPE graphene. ............................................................... 83 

Fig. 2. 42 Detail of catalyst preparation: (a) foamy paste Co-Mg based, (b) 
mixture of the foamy paste with molybdenum powder, (c) calcined 
catalyst. ......................................................................................................................... 84 

Fig. 2. 43 Sketch of the CVD synthesis system. Detail of the synthesized 
carbon nanotubes inside the quartz boat. .......................................................... 85 

Fig. 2. 44 (a) D- and 2D-band region of the spectra excited at different 
energy. The measured wavenumber positions (in cm−1) are reported 
together with the expected ones (in brackets). (b) SEM image of 
CNT sponge-like morphology [100]. .................................................................. 86 

Fig. 2. 45 Carbon nanotubes functionalization system. .................................................. 88 

Fig. 2. 46 Scheme of the experimental procedure utilized for the synthesis by 
micro-emulsion method of (a) TiO2/CNT nanohybrids (b) ME-1 
and (c) ME-2. (d) Subsequent wet impregnation step. .................................. 89 

Fig. 2. 47 Micro-Raman spectra of the investigated materials. (a) TiO2 mode, 
(b) Csp2 region. .......................................................................................................... 90 

Fig. 2.48 SEM micrographs of TiO2/CNTs/Pt nanohybrids. Images refer to 
samples ME-1P (a) and ME-2P(b). ..................................................................... 91 

Fig. 2.49 TEM micrographs of TiO2/CNT/Pt nanohybrids. Images refer to 
samples ME-1P (a,c) and ME-2P (b,d). Inset in (c) and (d) refer to 
Pt particles on samples ME-1P and ME-2P, respectively. ........................... 91 



VI 

Fig. 3. 1 Main steps of device realization: (a) Ti/Pd/Ag back contact on the 
silicon substrate; (b) SiO2 layer with exposed silicon window; (c) 
Cr/Au top contact; (d) LPE graphene layer. .................................................... 96 

Fig. 3. 2 Roth and Rau MS-600 e-beam evaporator (Enea Portici Research 
Center). ........................................................................................................................ 97 

Fig. 3. 3 (a) Schematic representation of the e-beam evaporator; (b) 
Evaporator substrate holder. ................................................................................. 98 

Fig. 3. 4 Schematic illustration of (a) silicon wafer, (b) PDMS mask 4 mm of 
side on the silicon substrate, (c) SiO2 layer surrounding the silicon 
window, (d) hollow squared and 6 mm of side PDMS masks on the 
substrate, (e) Cr-Au evaporated contact, (f) final device. ............................ 100 

Fig. 3. 5 Pictures of the different processing steps of devices: (a) samples 
placed on the evaporator dome, (b-c) intermediate stage of devices 
production, (d) example of a complete device. .............................................. 101 

Fig. 3. 6 Device cross section and equivalent circuit. ..................................................... 101 

Fig. 3. 7 Current-voltage characteristic in linear scale. ................................................... 102 

Fig. 3. 8 Current-voltage characteristic in semi-logarithmic scale. .............................. 102 

Fig. 3. 9 Linear regression of dV/d ln(I) plotted towards current I, used to 
extract the graphene/Si Schottky junction parameters. ............................... 103 

Fig. 3. 10 Linear regression of H function plotted towards current I used to 
extract the graphene/Schottky junction parameters. ................................... 105 

Fig. 3. 11 Stainless steel chamber used for gas sensing test (Enea Portici 
Research Center). .................................................................................................... 107 

Fig. 3. 12 (a) Schematic view of the graphene/silicon Schottky device 
contacted with the tips on the mobile flange of the stainless steel 
chamber (b). ............................................................................................................. 107 

Fig. 3. 13 Current signal after several cycles upon 2 min of exposure (grey 
rectangles) to different NH3 concentrations 10, 50, 100 and 200 
ppm. ............................................................................................................................ 108 

Fig. 3. 14 Current variation due to ammonia sensing for the increasing (10-
50-100-200 ppm) and decreasing (200-100-50-10 ppm) 
concentration cycles. .............................................................................................. 109 

Fig. 3. 15 Device response at low NH3 concentrations (10, 20,30 and 40 
ppm). The diode is reverse biased at -3 V, T=295 K and RH=50%. ..... 109 

Fig. 3. 16 Schematic band diagram of the graphene/n-Si interface with (a) 
pristine condition and (b) electron donor case (ammonia). EVAC, EC, 
ϕG, and ϕB indicate the vacuum energy, conduction band, graphene 
work function, and Schottky barrier height, respectively. ........................... 110 

Fig. 3. 17 SBH variations versus NH3 concentration in the range 10-200 
ppm (T=295 K and RH=50%). ......................................................................... 111 

Fig. 3. 18 Current signal after several cycles upon 2 min of exposure (grey 
rectangles) to different NH3 concentrations 10, 50, 100 and 200 
ppm (blu curve) and current signal registered a month later under 
the same experimental conditions (red curve). ............................................... 112 

Fig. 3. 19 (a) Ceramic substrate provided with comb-like Pt-electrodes in 
front and a Pt-heater on the back; (b) CNT/TiO2/Pt sample 
deposited on the ceramic substrate. .................................................................. 113 

Fig. 3. 20 Stainless steel box and detail of the sample holder. ..................................... 114 

Fig. 3. 21 Results of sensing test carried out at 100°C. .................................................. 115 



VII 

Fig. 3.22 Qualitative band diagrams of (a) Pt, TiO2 (large gap n-type 
semiconductor) and CNTs (p-type semiconductor), and (b) 
Pt/TiO2/CNTs nanocomposites. (c) Sketch of the charge transfer 
from H2 accounting for the sensing mechanism [32]. ................................. 117 

Fig. 3. 23 Planar sensor consisting of three electrodes: carbon screen-printed 
working electrode, carbon auxiliary electrode and silver pseudo-
reference electrode equipped with insulating cover and substrate. .......... 118 

Fig. 3. 24 CNT/TiO2/Pt hybrid deposited on a commercial electrode. ................. 118 

Fig. 3. 25 Cyclic voltammograms measured in the presence of 2 mM H2O2 
in PBS solution for (a) ME-1/ME-0P and (b) ME-1P and ME-2P 
samples (scan rate:100 V/s). ................................................................................ 120 

Fig. 3. 26 (a) Linear sweep voltammetry patterns in the presence of different 
concentrations of H2O2 in PBS solution (scan rate: 100 mV/s). 
Inset shows anodic peak current as function of H2O2 
concentration. (b) LSV patterns in the presence of 2 mM H2O2 in 
PBS solution at different scan rates. Inset shows anodic peak 
current as function of the square root of scan rate. ...................................... 122 

Fig. 3. 27 Current responses measured at 0.3 V applied potential for different 
concentrations of H2O2 in PBS. ......................................................................... 122 

Fig. 3. 28 (a) Chrono-amperometric response for addition of different 
amounts of H2O2 at applied potential of 0.3 V and relative 
calibration curves at (b) low and (c) high concentrations. .......................... 123 

Fig. 3. 29 Chrono-amperometric response at applied potential of 0.3 V for 
addition of different interfering species in stirred PBS solution. .............. 124 

Fig. 4. 1 Geometry of the semiconductor slab of length L, width W, and 
thickness D. .............................................................................................................. 129 

Fig. 4. 2 Process of intrinsic and extrinsic photo-excitation. ....................................... 129 

Fig. 4. 3 Responsivity vs. wavelength for an ideal photodiode with quantum 
efficiency QE = 100% (η = 1) and for a typical commercial Si 
photodiode [146]. ................................................................................................... 133 

Fig. 4. 4 Schematic representation of a p-i-n photodiode. ........................................... 134 

Fig. 4. 5 Energy band diagram under reverse bias [12]. ................................................ 135 

Fig. 4. 6 Electric field distribution within a p-i-n structure [149]................................ 137 

Fig. 4. 7 Schematic representation of I-V characteristic showing 
photocurrent and dark current. .......................................................................... 138 

Fig. 5. 1 Silicon carbide tetrahedral cell. ............................................................................. 141 

Fig. 5. 2 Stacking order of silicon carbide hexagonal planes. The most 
common structures 3C (cubic) and 2H, 4H, 6H (hexagonal) are 
shown [154]. ............................................................................................................. 142 

Fig. 5. 3 Schematic representation of ellipsometry operating principle. ................... 147 

Fig. 5. 4 Variable Angle Spectroscopic Ellipsometry, VASE by J.A. Woollam 
Co. (Optical Spectroscopy Laboratory - Mediterranea University of 
Reggio Calabria). ..................................................................................................... 148 

Fig. 5. 5 4H-SiC intrinsic sample Raman spectra (a) first-order, (b) second-
order. .......................................................................................................................... 150 

Fig. 5. 6 4H-SiC Raman spectra recorded on samples: (a) p-type doped (b) 
intrinsic and (c) n-type doped. ............................................................................ 151 



VIII 

Fig. 5. 7 Detail of the Raman spectra of 4H-SiC (a) at low and (b) high 
frequency. Both p- and n-type spectra are compared with the 
intrinsic one. ............................................................................................................. 151 

Fig. 5. 8 Raman map showing the p-type implanted region over the intrinsic 
4H-SiC epilayer. The blue dashed line delimits the two different 
doped regions. ......................................................................................................... 152 

Fig. 5. 9 (a) Raman spectra recorded for each map point; intensity of the 
monitored peak centered at (b) about 164 cm-1, (c) 797.5 cm-1 and 
(d) 963.6 cm-1. ........................................................................................................... 153 

Fig. 5. 10 (a) 4H-SiC refractive index, n, and (b) extinction coefficient, k. .............. 154 
Fig. 6. 1 Sketch of a mesa and planar photodetector . ................................................... 156 

Fig. 6. 2 Schematic structure of the 4H-SiC p-i-n photodiode. .................................. 158 

Fig. 6. 3 J-V characteristic of the p-i-n diode in forward bias. ..................................... 158 

Fig. 6. 4 J-V characteristic of the p-i-n diode in reverse bias. ...................................... 159 

Fig. 6. 5 Photogenerated current density reported towards the analyzed 
wavelength range. ................................................................................................... 160 

Fig. 6. 6 Reverse bias characteristic of the photodiode under dark and 
illumination conditions, at a power density P=8.5 10-5 W/cm2 ................ 160 

Fig. 6. 7 Equivalent operating circuit of the p-i-n photodiode. .................................. 161 

Fig. 6. 8 (a) Responsivity of 4H-SiC p-i-n photodetector under reverse biases 
of 0V and -10V. (b) Incident power density. .................................................. 162 

Fig. 6. 9 J-V characteristics of the p-i-n photodiode in forward bias. Curves 
are registered in the temperature range 25-350°C. ........................................ 163 

Fig. 6. 10 J-V characteristics of the p-i-n photodiode in reverse bias. Curves 
are registered in the temperature range 25-350°C. ........................................ 163 

Fig. 6. 11 Responsivity values recorded at 300 nm under different 
temperature conditions. ........................................................................................ 164 

Fig. 6. 12 Sensor response at variable operating working distance. ........................... 165 

Fig. 6. 13 Photocurrent of the p-i-n photodiode generated at different 
incident angles.......................................................................................................... 166 

Fig. 6. 15 Cross-section of a selected region of the 4H-SiC p-i-n diode. 
Doping concentrations are shown..................................................................... 170 

Fig. 6. 16 J-V characteristic in forward bias obtained from measured data 
and ATLAS simulation. ........................................................................................ 171 

Fig. 6. 17 Comparison of responsivity curves obtained upon varying the 
operation wavelength for both measured and ATLAS simulated 
case. ............................................................................................................................. 172 

Fig. 6. 18 Comparison of responsivity curves obtained at 25°C and 350°C 
from ATLAS simulation....................................................................................... 172 

 
 



1 

 

Introduction 

 

 

Sensors are increasingly impacting the technological innovation, driving 

the development of the next generation electronic appliances. They can be 

considered the building block of control systems and are essential in order to 

interface the surrounding environment with the electronic circuits.  

The need of monitoring physical and chemical quantities within a 

number of application areas, such as robotics, industrial processes, medical 

diagnostics and environmental controls, has increasingly contributed to the 

development of a huge number of sensors.  

Current research interest is mainly addressed to the development of 

novel sensors characterized by high performances, small size and low 

production cost. The increasing demand for faster and more affordable 

devices is slowly revealing the limits of sensors based on traditional materials. 

New challenges in terms of increasing complexity, speed and miniaturization 

have to be faced.  

In this thesis, it will be discussed a set of novel chemical and physical 

sensors. All the considered devices have been developed using carbon-based 

materials, both in bulk and low dimensional form.  

Carbon, among the most abundant elements in the universe, is 

envisaged as a potential alternative material in electronic applications, meant 

to be complementary or supporting to traditional ones. It is known for its 

excellent properties, especially when considered in stable compounds with 

other elements, such as in silicon carbide (SiC). Indeed, SiC is receiving a lot 

of attention since it is slowly replacing silicon in harsh environment 

applications where high performances are needed. Even if conventional 

electronics greatly advanced throughout the past decades, most of the 

developed devices are not able to operate in harsh environments, when high 

temperatures are combined with high-power, high frequency and high doses 

of radiation. Therefore increasing attention has been devoted to SiC, currently 
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the most mature among the wide-bandgap semiconductors, well-suited for all 

those devices devised to operate in harsh conditions. Indeed, SiC has very 

high breakdown field, outstanding radiation hardness, excellent chemical and 

mechanical rigidity, good thermal conductivity and as such is an excellent 

candidate for photo-detection in high- temperature and radiation conditions.  

Carbon is able to form several distinct structures not only in its bulk 

configuration but even more in its low dimensional form. In the age of 

nanoscience and nanotechnology, nanomaterials have created great 

excitement and expectations for microelectronics improvement, as well as for 

other fields, given the multidisciplinary interest. Materials have extremely 

unique properties when they are considered in the nanoscale, with at least one 

dimension in the nanometer size. The use of such nanostructured materials in 

electronic devices requires an accurate control of their properties, mainly 

dependent on the synthesis methods. Carbon-based nanomaterials, as 

graphene and nanotubes, are playing a more and more central role in sensing 

applications, thanks to their outstanding properties and the high surface to 

volume ratio. 

Therefore, chemical sensors for the detection of hazardous substances, 

likely among the most treated sensing applications, have been realized with 

graphene and carbon nanotubes. In this thesis a graphene/silicon Schottky 

diode, with graphene acting as the sensing layer, has been designed and 

realized for the detection of gaseous NH3, whereas a metal oxide 

semiconductor (MOS) structure, based on carbon nanotubes and their hybrid 

compounds with metal oxides, has instead allowed the monitoring of gaseous 

H2. Moreover, the versatility of the synthesized hybrid materials was also 

proved through the electrochemical sensing of a liquid analyte as H2O2.  

Finally a physical sensor, able to work in the optical field as an UV 

photodiode, was realized using a p-i-n structure. The device, designed to act 

as a flame detector, was entirely realized in SiC, whose excellent properties 

have been exploited to improve device performance. 

The thesis has been arranged in six chapters. Chapters 1-3 are related to 

chemical sensors based on low dimensional carbon materials, whereas 

Chapters 4-6 are referred to physical sensors based on bulk carbon. An 
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overview of the basic physical and electronic operating principles of the 

devices is presented in Chapter 1 and Chapter 4, for chemical and physical 

sensors respectively. In Chapter 2 low dimensional carbon materials are 

presented together with the experimental part related to their synthesis and 

characterization. In Chapter 5 silicon carbide and its characterization are 

instead considered. In Chapter 3 and Chapter 6 experimental results for 

chemical and physical sensors are reported, respectively. The experimental 

activity here presented was carried out in different laboratories, specifically at 

the University Mediterranea of Reggio Calabria, the Enea Portici Research 

Center and the University of Messina.  
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1 

Chemical Sensors  
 

 

 

Chemical sensors, due to their simplicity, low cost, small size and ability to be integrated 

into electronic devices, are extensively used in a variety of fields. 

In this chapter the operating mechanisms of the developed sensing devices will be reviewed. 

The metal/semiconductor Schottky junction and the metal oxide/semiconductor structure 

will be discussed along with the basic electrochemical principles. 

 

 

1.1 Introduction 

Sensors are increasingly impacting the technological innovation since 

they are essential to interface the surrounding environment with the 

electronic circuits, being central to almost all modern control systems.  

Advances in sensor technology have provided a vast array of measuring 

devices that are extensively used within a number of application areas, such as 

robotics, industrial processes, vehicle monitoring, medical diagnostics, 

environmental controls, safety and comfort.  

Over the past decades, due to their simplicity, small size, low cost and 

ability to be integrated into electronic devices, chemical sensors have seen an 

increase in their applications. Basically, a chemical sensor can be defined as a 

device that transforms chemical information, originated from a chemical 

reaction of the analyte or from a physical property of the system, into an 

analytically useful signal [1]. Chemical sensors contain two basic functional 

units: a receptor part and a transducer part. In the receptor the chemical 

information is transformed such to be measured by the transducer. The 

transducer is instead capable of transforming the chemical information about 

the sample into a useful signal.  

The fundamental characteristics of sensing devices are reported in 

Table 1. 
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Table 1. 1 Fundamental characteristics of sensors. 
 
Characteristics Description 

Accuracy  
It defines how correctly the sensor output represents the true 
value 

Resolution 
It signifies the smallest incremental change in the measurand that 
will result in a detectable increment in the output signal 

Sensitivity 
It is defined as the change in output of the sensor per unit change 
in the parameter being measured 

Linearity 
It defines the direct proportionality of the output to the input over 
its entire range 

Response Time It defines the time taken by a sensor to arrive at a stable value 

Dynamic Range 
It defines the range of input signals that will result in a meaningful 
output for the sensor 

Selectivity 
It defines the ability to measure a single component in the 
presence of others 

Noise 
It refers to random fluctuations in the output signal when the 
measurand is not changing. 

Stability It is the ability to produce the same output value when measuring 
a fixed input over a period of time 

Hysteresis It is the difference between output readings for the same 
measurand, when approached while increasing from the minimum 
value and while decreasing from the maximum value 

Drift 
It is the gradual change in the response while the measurand 
concentration remains constant 

Reproducibility It is the ability to reproduce responses 

 

Chemical sensors may be classified according to their operating 

principle, such as electrical and electrochemical [1]. In electrical devices, i.e. 

gas sensors, the signal arises from the change of electrical properties, whereas 

in electrochemical ones, the signal is due to the electrochemical interaction 

between analyte and electrode.  

In the following, the operating mechanisms of the three developed 

chemical sensors will be reviewed.  

 

 

1.2 Gas sensing application of a Metal-Semiconductor 
Schottky diode  

The Schottky diode, based on a potential barrier formed at the interface 

between a metal and a semiconductor material, is one among the most 

commonly used electronic devices. The rectification property of metal–
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semiconductor contacts was discovered by Braun in 1874 but it was just in 

1926 that the use as a rectifier diode was proposed by Lilienfeld [2]. The first 

theory was developed by Mott in 1939 and promptly extended by Schottky 

and Davydov. Finally, in 1942 Bethe further enhanced the theory introducing 

the thermionic-emission model which accurately describes the electrical 

behavior of the junction [3].  

Due to its simple structure, a Schottky diode is a basic component for 

several devices. In particular, it has been widely investigated as a gas sensor 

and the first ever reported Schottky diode gas sensor, based on a 

palladium/silicon dioxide/silicon structure, was shown to be able to detect 

hydrogen [4, 5]. 

The fabrication of gas-sensitive Schottky barrier diodes simply consists 

in the deposition of a catalytic metal layer over a semiconductor substrate. 

Metals are deposited on the semiconductor and function as both a Schottky 

contact and a catalyst for the dissociation of gas [6]. Most commonly used 

metals are the transition ones such as platinum, palladium and nichel, whereas 

among the different semiconductor substrates n-type Si, GaAs and InP are 

usually employed. 

Recently, a new innovative material as graphene has been demonstrated 

to form junctions with semiconductor materials showing rectifying 

characteristics and behaving as gas sensors. Till now few works have been 

reported in literature. Tongay et al. [7] demonstrated that a multi-layer-

graphene/n-Si has a modular barrier height if exposed to bromine. Kim et al. 

[8] described the variation of the main Schottky junction parameters after 

exposure to various analytes and in the meanwhile assessed the good stability 

and reproducibility of their devices. Uddin et al. [9] showed that a 

graphene/Si junction, with functionalized graphene, is 10 times more 

sensitive to H2 with respect to a chemiresistor and the sensitivity level is 

modulated with the reverse applied voltage. 

The main novelty of this sort of devices, where graphene operates as a 

metal, is the tunable Schottky barrier height (SBH), a feature which makes the 

graphene/semiconductor junction suitable for applications even in other 

fields such as photo-detection, high-speed communications and solar cells 
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[10]. Because of graphene outstanding properties in the sensing field, the 

Schottky junction, herein considered, was proved to act as a performing 

sensing device. 

Previously, metal-semiconductor junction theory and electrical 

characterization are briefly introduced. 

 

1.2.1  Metal-Semiconductor junction 

A metal-semiconductor junction is formed at the interface between a 

metallic and a semiconductor material. Additional interfacial layers, such as a 

native oxide, may be contained even if, generally, the presence of those layers 

and their impact on the electrical properties are not considered for practical 

reasons. On account of material properties, such as metal and semiconductor 

work functions, and substrate doping type, metal-semiconductor junctions 

can be ohmic or rectifying [11].  

It is therefore possible to distinguish four combinations of metal-

semiconductor junctions, illustrated in Fig. 1.1. For each n- or p- type 

substrate, the relative values of metal and silicon work functions determine 

the formation of an ohmic or a rectifying contact, the latter also known as 

Schottky barrier [3].  

The band structure of a rectifying Schottky barrier, formed by a n-type 

semiconductor and a metal, whose work function is larger than the 

semiconductor one, will be considered in the following discussion, in analogy 

to the experimentally realized junction. 

The ideal energy band diagram of isolated metal and n-type 

semiconductor before making contact is shown in Fig. 1.2. The parameters 

ϕm and ϕs are the metal and semiconductor work functions, respectively 

defined as the energy difference between the Fermi level EF and the vacuum 

level, the latter used as a reference level. It is also indicated the electron 

affinity �, the energy difference between the conduction band EC and the 

vacuum level in the semiconductor.  
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Fig. 1. 1 Band structures of metal-semiconductor contacts. Four combinations of 
various possible metal work functions (�	 > �
 and �	 < �
) on differently 
doped semiconductor substrates (n- and p-type) are shown [3].  

 

 

Fig. 1. 2 Energy band diagram of an isolated metal and a n-type semiconductor 
before contact [3]. 
 

Before contact, conduction and valence bands (��) in the metal 

partially overlap, whereas they are separated by a band gap in the 

semiconductor. When the two materials are put into contact, the Fermi levels 

in both metal and semiconductor, under thermal equilibrium, must be equal, 

as well as the vacuum level must be continuous. The new condition is 

schematically depicted in Fig. 1.3. 
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Fig. 1. 3 Energy band diagram of an isolated metal and a n-type semiconductor in 
contact [3]. 
 

A charge transfer from one side to the other takes place. Electrons 

from the semiconductor flow into the lower energy states in the metal, leaving 

positively charged donor atoms in the semiconductor. The separation of 

charges leads to the creation of a space charge region and thus the formation 

of an electric field in the junction region. qVbi (expressed in eV being q the 

electric charge) is the built-in potential that is seen by the electrons in the 

conduction band trying to move into the metal [3]: 

 
 qV

bi
=qϕBn-qV

n
 (1. 1) 

 
The qVn value is the distance between the bottom of the conduction 

band and the Fermi level. The parameter qϕBn is the ideal barrier height of 

the semiconductor contact. This barrier, known as the Schottky barrier, is the 

difference between the metal work function and the semiconductor electron 

affinity: 

 qϕBn=qϕm-qχ (1. 2) 
 
Besides the thermal equilibrium state, different biasing conditions are 

possible. If a reverse bias is considered, a positive voltage is applied to the 

semiconductor with respect to the metal. The semiconductor/metal barrier 

height increases by a voltage VR, while qϕBn remains constant. On the 

contrary, a forward bias is obtained when a positive voltage is applied to the 

metal with respect to the semiconductor. In this case the 

semiconductor/metal barrier Vbi reduces, while qϕBn remains constant again. 

Because of the reduction of the barrier height of a voltage VF, electrons can 
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easily flow from the semiconductor to the metal. Energy band diagrams are 

shown in Fig. 1.4. 

 

 

                    (a)                             (b)                              (c) 

Fig. 1. 4 Different biasing conditions on the energy band diagrams of metal/n-type 
semiconductor; (a) thermal equilibrium, (b) forward and (c) reverse bias, determining 
a Vbi reduction and increase respectively (adapted from [3]). 

 

The metal is assumed to be a perfect conductor and the charge, 

transferred to it from the semiconductor, exists in a very narrow region at the 

metal surface. The extent of the space charge in the semiconductor is W. The 

generated electric field opposes to the motion of electrons from the 

semiconductor to the metal. Charge and electric field distributions are shown 

in Fig. 1.5. 

In detail, charge is ρ
s
=qND for x <W and ρ

s
=0 for x> W. Electric field 

decreases linearly with distance until it vanishes at the edge of the depletion 

layer and has the maximum value located at the physical 

metal/semiconductor interface. 

Therefore the electric field distribution and the voltage across the space 

charge region, which is represented by the area under the field curve, can be 

respectively obtained with the following equations: 

 
 |ε�x�|= qN

Dϵs
�W-x�=εm-

qN
Dϵs

x (1. 3) 
 

 
 

Vbi-V=
εmW

2
=

qN
D

W2

2ϵs
 (1. 4) 

 
 

The depletion-layer width W is expressed as 

 

W=�2ϵs�Vbi-V�
qN

D
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in which the voltage V is equal to VF for forward bias and to –VR for reverse 

bias. Finally, it is also possible to evaluate the space-charge density, Qsc, in 

the semiconductor and the depletion layer capacitance C per unit area given 

by: 

 Q
SC

=qN
D

W=�2qϵsND�Vbi-V�    (1. 5) 
 

 
C= �∂Q

SC

∂V
� =� qϵsND

2�Vbi-V� =
ϵs

W
    (1. 6) 

 

 

Fig. 1.5 Charge distribution (a) and electric field distribution (b) in a metal 
semiconductor contact (adapted from [3]). 
 

 

1.2.2  Characterization of a Metal-Semiconductor junction 

Generally, in a simple p-n junction current transport is mainly due to 

minority carriers. In a Schottky barrier instead, the current transport is mainly 

due to majority carriers. Moreover, for Schottky diodes operating near room 

temperature, the dominant transport mechanism is thermionic emission of 

majority carriers from the semiconductor over the potential barrier into the 

metal [3]. 

Thus, considering the thermionic emission process, net current is 

assumed to be zero, at thermal equilibrium, since the current density is 

(a)  

(b)  
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balanced by two equal and opposite flows. Electrons in the semiconductor 

flow into the metal and simultaneously an opposing balanced flow of 

electrons from metal into the semiconductor is generated. These current 

components, from metal to semiconductor and vice versa, respectively named 

J
MS

 and J
SM

, are proportional to the density of electrons at the boundary.  

 
 �J

MS
�=�J

SM
�∝ns (1. 7) 

 
At the semiconductor surface an electron can be thermionically emitted 

into the metal if its energy is above the barrier height. Here the 

semiconductor work function ϕs is replaced by ϕBn: 

 
 

ns=NCe
�-

qϕBn
kT �

 (1. 8) 
 

where Nc, is the density of states in the conduction band. At thermal 

equilibrium, being C1 a proportionality constant: 

 
 �J

MS
�=�J

SM
�=ns=C1NCe

�-
qϕBn

kT �
 (1. 9) 

 
 
when a forward bias V, is applied to the contact, the electrostatic potential 

difference across the barrier is reduced, and the electron density at the surface 

increases to: 

 
ns=NCe

�-
q�ϕBn-VF�

kT �
 (1. 10) 

 
The current J

SM
 that results from the electron flow out of the 

semiconductor is therefore altered by the same factor. The flux of electrons 

from the metal to the semiconductor, however, remains the same because the 

barrier ϕBn remains at its equilibrium value [12]. The net current under 

forward bias is then: 

 
J=J

MS
-J

SM
=C1NCe

�-
q�ϕBn-VF�

kT �
-C1NCe

�-
qϕBn

kT �
 

=C1NCe
�-

qϕBn
kT � �e

qVF
kT -1� 

(1. 11) 
 

Using the same argument for the reverse-bias condition, the expression 

for the net current is the same as before, except of VF that is replaced by -VR. 
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The coefficient C1NC is found to be equal to A*T2, where A* is the effective 

Richardson constant, and T is the absolute temperature.  

Finally, the current-voltage characteristic of a metal-semiconductor 

contact under thermionic emission condition is: 

 
 

J=J
s

�e
qV
ηkT-1�    with   J

s
=A*T2e

�-
qϕBn

kT �
 (1. 12) 

 
 

where J
s
 is the saturation current density and V, the applied voltage, is 

positive for forward bias and negative for reverse bias; η is the ideality factor, 

a dimensionless number which takes into account the phenomena that deviate 

the characteristic from the ideal behavior, such as the inhomogeneity of the 

contact area between metal and semiconductor, the variation of SBH due to 

temperature and voltage, and other effects of the second order. Typically, for 

commercial diodes, the ideality factor is between 1 and 2; it decreases with 

temperature and with the increase of the reverse voltage [13]. 

Ideality factor and saturation current can be calculated by fitting the 

theoretical I–V equation. By extrapolating the forward I-V curve to V = 0, 

the slope is η whereas  J
s
 can be easily find out. From its equation it is finally 

possible to obtain the barrier height. 

It should be also considered that in addition to the majority carrier 

current, due to electrons, a minority carrier current exists in a metal n-type 

semiconductor contact because of hole injection from the metal to the 

semiconductor. Anyway, since the minority carrier current is usually orders of 

magnitude smaller than the majority carrier current, the Schottky diode is 

generally considered a unipolar device. 

In conclusion, it is worthwhile spending few words on the earlier 

mentioned assumptions. The barrier height was previously assumed not to 

vary once voltage is applied to a Schottky barrier junction. Actually, the shape 

and height of the barrier are altered. The barrier becomes more rounded and 

the height is reduced with increasing electric field [3]. These changes are due 

to both image force lowering and dipole lowering. They both act by reducing 

the effective barrier height, which in turn increases carrier transport. 
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The analysis of a real Schottky junction introduces some uncertainties. 

For example, the ideality factor takes into account the deviation of the 

exponential characteristic from its theoretical formulation caused by multiple 

physical causes, such as destruction of the semiconductor crystal at the 

interface or the oxide layer between metal and semiconductor. Moreover, it is 

observed experimentally that the SBH is less than that theoretically described. 

Another key aspect in the realization of real devices is the presence of a series 

resistance Rs, as shown in Fig. 1.6. Indeed, in the characterization of a real 

Schottky junction the voltage V is applied from the outside to the series of 

the Schottky diode and the resistance series Rs, and is therefore different from 

the voltage Vd across the diode. 

 

Fig. 1. 6 Equivalent circuit of a Schottky diode. 
 

Therefore, the previously provided model should be refined by taking 

into account the series resistance: 

 
 

J=J
s

�e
q(V-IRs)

ηkT -1� (1. 13) 
 

 
that for V> 3kT/q can be approximated by: 

 
 

J=J
s
e

q�V-IRs�
ηkT   

 (1. 14) 

The characterization methods are pointed towards the extrapolation of 

the parameters that actually describe a real Schottky diode. The simplest 

technique is based on the current-voltage characteristic.  
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From the current-voltage characteristic, η and Rs can be derived being 

unknown the area of the junction, and even ϕBcan be evaluated, in the case A 

and A* are both known. 

The method has been proposed by Cheung [14]. It is possible to rewrite 

the last equation as: 

 
 

V=RSI+ηϕB+
kT

q
ηln � I

AA*T2� (1. 15) 
 

 
Differentiating with respect to I and arranging the equation, it is 

obtained the following: 

 
 dV

d lnI
=RSI+

kT

q
η (1. 16) 

 
 
By Plotting dV/d lnI versus I, a line, whose intercepts is ηkT q⁄  and 

slope Rs, is derived. Thus, being known the experimental values I and V, 

η and Rs can be calculated. It is worthwhile to note that this procedure can be 

carried out with just a single I-V characteristic, being unknown the area of the 

junction. Instead, in order to calculate ϕB the function H(I) is defined:  

 
 

H�I�=V-
kT

q
η ln � I

AA*T2� (1. 17) 
 

 
By the substitution of equation (1.17) in (1.15) it is obtained: 

 
H�I�=RSI+ηϕB (1. 18) 

 
where the value of ϕB is derived with the previous explained method.  

By a linear regression of the experimental data, ϕB and Rs are 

respectively obtained. Furthermore, ϕB can be also derived through the 

values of the reverse saturation current: 

 
 ϕB=

kT

q
 ln �AA*T2

Is
� (1. 19) 
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1.3 Metal Oxide Semiconductor (MOS) gas sensor 

Metal oxide semiconductor gas sensors are utilized in a variety of 

different roles. They are relatively inexpensive compared to other sensing 

technologies, robust, lightweight, long lasting and benefit from high material 

sensitivity and quick response times [15]. 

Basically, metal oxide semiconductors, also known as chemoresistive 

gas sensors, are made of a sensing element, a metal oxide presenting 

semiconductive properties that is deposited on a heated insulating substrate 

between two metallic electrodes, as schematically depicted in Fig 1.7. The 

heating element, usually platinum or one of its alloys, is necessary in order to 

control and maintain the temperature in the appropriate working conditions. 

Since the early 1950s, it has been known that some semiconductor 

materials modified their resistance, depending on the atmosphere they were in 

contact with [16]. Later in 1962 it has been first demonstrated, using zinc 

oxide thin film as sensing layers, that absorption or desorption of a gas on the 

surface of a metal oxide changes the conductivity of the material [17]. Despite 

further investigations on the effects achievable with oxide semiconductors 

modified by the addition of noble metals (e.g., Pt, Pd, Ir, Rh), it was just at 

the beginning of the 1970s that Taguchi succeeded in the development and 

commercialization of the first chemoresistive gas sensor device for practical 

applications using tin dioxide (SnO2) as the sensitive material [18]. 

 

Fig. 1. 7 Semiconductor gas sensor scheme. 
 

Nowadays, the demand for high performance gas sensors with high 

sensitivity and selectivity, fast response, together with low power 
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consumption and high device reliability, is continuously increasing. In order 

to better explain the potentiality of such devices, it is necessary to examine 

the semiconductive properties of the sensitive element.  

Because of their advantages in good thermal and chemical stability, low 

cost and production flexibility, metal oxides are attractive materials for the 

fabrication of gas sensing devices. Typically, just few among the most used 

metal oxide semiconducting film materials are tin oxide (SnO2), tungsten 

trioxide (WO3), zinc oxide (ZnO) and titanium dioxide (TiO2). These oxides, 

also used in combination with other materials, are properly synthesized and 

processed in order to be deposited over the substrate in the form of a layer, 

whose morphology and compositions are envisaged as the key parameters in 

determining the chemoresistor properties. The most interesting characteristic 

of this kind of semiconductor oxides derived by their energy band gap 

structure, thanks to which little perturbation of the intrinsic state can be 

traduced in an electrical conductivity change. 

The analyte recognition process occurs either at the surface of the 

sensing element or in the bulk of the material, changing the density of charge 

carriers available. This change in charge carrier concentration serves to alter 

the conductivity. Electrodes, also in contact with the sensitive element, 

measure the change in conductivity which resulted to be related to the analyte 

concentration. 

A lot of factors may affect metal oxide chemosensors performance. 

The choice of the sensitive materials, which should be endowed with a 

specific combination of chemical and physical properties, as well as their 

synthesis procedure, are big issues. Even crystal size and shape play an 

important role. It is in fact well recognized that by reducing the particle size 

of the sensing material in the nanometer range, the sensitivity of 

chemoresistive gas sensors is greatly improved both for the large specific 

surface offered and for the influence in reducing the surface charge density. 

Nonetheless, the addition of foreign elements with the role of sensitizers or 

conductivity modifiers are also some of the factors influencing the sensor 

response [19]. Lots of factors validate these sensing devices as very efficient. 

First of all their sensitivity may result really elevate till concentration values of 
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few part per billion or less [20]. This is mainly due to film structure; in fact, it 

is highly desirable for metal oxide semiconductor sensors to have a large 

surface area, so as to adsorb as much of the target analyte as possible on the 

surface, giving a stronger and more measurable response. What is more, they 

show good selectivity towards different gaseous species. This is obviously due 

to material choice; indeed, the same material can even show a different 

selectivity according to its structure or upon varying the operation 

temperature. 

However the large band gap of metal oxide, hinder their extensive use. 

To overcome this problem conductive carbonaceous additive have been used. 

Indeed, CNT, due to their intrinsic electrical properties, appear as an ideal 

support for various metal oxide sensing layers, i.e. TiO2. In particular, hybrids 

composites based on carbon nanotubes have been reported to enhance the 

sensing performance of TiO2 sensors, by reducing the working temperature 

from 300°C as reported by Jun et al. [21] to near room temperature, 

demonstrated by De Luca et al. [22]. Moreover, addition of CNT to TiO2 

resulted in enhanced sensitivity of the oxide towards analytes [23]. 

Therefore in this work, an innovative nanostructured material based on 

TiO2, carbon nanotubes and platinum was synthesized and tested as sensing 

element of a metal oxide gas sensor, for the detection of hazardous 

compounds, as hydrogen. 

It is worthwhile to note that in spite of the simple working principle of 

chemoresistive gas sensor, the gas-sensing mechanism involved is fairly 

complex. A number of factors should be considered. In the following, a brief 

discussion of the main aspects is presented. 

 

1.3.1 MOS operating principles  

Band theory, applied to metal oxide gas sensors, states that electrons in 

a crystal can only adopt energy values which stay inside specific bands of 

energy, the valence band and the conduction band, which characterized three 

main classes of materials (Fig. 1.8). Insulators have a large gap between the 

valence and conduction band and electronic conduction does not occur since 

too much energy is required to promote the electron into the conduction 
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band. On the contrary, conductors have the Fermi level lying within the 

conduction band and result always conductive. Semiconductors have instead a 

sufficiently large energy gap (in the region of 0.5–5.0 eV) so that at energies 

below the Fermi level, conduction is not observed. Above the Fermi level, 

electrons can start to occupy the conduction band, resulting in an increase in 

conductivity. The latter is the needed process for this kind of devices. In fact, 

the target gas interacts with the surface of the metal oxide film, changing the 

charge carrier concentration and thus altering the conductivity of the material. 

 

Fig. 1. 8 Schematic band diagram of insulator, semiconductor and conductor 
materials [15]. 
 

The mechanisms that cause gas response are still controversial, but 

essentially trapping of electrons at adsorbed molecules and band bending 

induced by these charged molecules are responsible for a change in 

conductivity [24]. It is possible to distinguish two different mechanisms 

regarding the electrical conductivity whether the bulk or the surface of the 

grains are interested. Indeed, the favored gas-sensing mechanism is based on 

the gas/semiconductor surface interaction which mainly occurs at the grain 

boundaries of the polycrystalline oxide film. In fact, since the films are 

deposited at elevated temperatures or annealed after deposition, they typically 

exhibit a polycrystalline microstructure. These regions have unsaturated 

bonds which favour the interaction with the gas, and then the variation of 

conductivity. Thus each crystallite is connected to the other by a grain-

boundary, representing a potential barrier, known as Schottky barrier, across 

which electrons have to move. The height of the potential barrier is 
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dependent on a variety of parameters, which include film deposition, 

temperature, gas environment, and metal electrodes [25].  

The interaction of the analyte gas with the sensing film can change the 

barrier height and consequently the number of free carriers. This in turn 

results in a change of the electrical resistance of the film. 

The fundamental mechanism of gas sensing based on metal oxide 

semiconductor depend on the reaction between the oxygen surface chemical 

species and the gas molecules, reducing or oxidizing, to be detected. In fact, 

under an air atmosphere, the oxygen molecules can be absorbed on the 

surface of the metal oxides and extract electrons from the conduction band, 

forming oxygen ions at the surface. This will cause a band bending and the 

formation of an electron depleted region, so called space-charge layer. 

Reaction of these oxygen species with reducing gases decreases and can 

reverse the band bending. Then, the Schottky barrier between two grains is 

lowered and it would be easy for electrons to conduct in the sensing layers 

through different grains, resulting in an increased conductivity (Fig. 1.9).  

 

 

Fig. 1. 9 Schematic representation of the adsorbed oxygen species that create the 
surface-charge layer, responsible for the intergranular potential barrier that 
conduction electrons have to overcome. 

 

For a n-type semiconductor the majority charge carriers are electrons 

and, upon interaction with a reducing gas, an increase in conductivity occurs, 

while an oxidizing gas decreases it. Conversely, in p-type semiconductor, 

holes are the majority charge carriers; hence, the opposite effects are 

observed.  
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The simplest response model [26] states that the change in resistance is 

proportional to the concentration of the gas [X] and to a sensitivity parameter 

A, considered constant for a given material at a given temperature: 

 
 R

R0
=1+A�X� (1. 20) 

 

with R and R0 the resistance after exposure to analyte gas and the baseline 

resistance, respectively. However it should be considered that the only parts 

of the material that exhibit a response to the target gas, are the areas where 

gas can interact at the surface. The material is split into three regions namely 

the surface, the bulk and the neck or particle boundary (Fig. 1.10).  

The distance between the surface and the particle boundary is called the 

Debye length, the distance at which charge separation can occur. The 

equation for the response is: 

 
 

GT=γ
PB

�1+A�X��+
1

1
γ

B
+

1
γ

S
�1+A�X�� (1. 21) 

 

 

where GT= RT/RT,0 is the response, with RT the total sensor resistance and 

RT,0 the baseline resistance in dry air and γ
PB

, γ
B
,and γ

S
 are the response to the 

gas target of the three different regions being γ! = Rx,0/RT,0 (x denotes 

particle boundary PB, bulk B or surface S) the ratio of the baseline of x to the 

total baseline of sensor resistance [15]. 

 

Fig. 1. 10 Materials structure and positions of surface, bulk and particle boundary 
[26]. 



1.3    Metal Oxide Semiconductor (MOS) gas sensor 

23 

Response is directly related to grain and particle boundary size in the 

material. Indeed, the relative contribution from the three regions can differ. 

For very small grain sizes, the grain can be considered to contain no bulk area 

at all and the simpler model is used. If the grains are too much large, the 

contribution to the resistance or conductivity is negligible, thus surface has a 

constant resistance.  

Generally, when a gas arrives at the surface of a sensor, different 

interaction mechanisms between the solid surface and gas molecules are 

possible: it interacts both physically and chemically. Physical adsorption 

mechanism, known as physisorption, is characterized by weak interaction 

forces. It simply relies on electrostatic van der Waals interactions. No charge 

exchange is detected and low temperatures seems to favor the process. The 

enthalpy of formation of the bonds that characterize the physical adsorption 

is very small, commonly between 5 - 45 kJ/mol [27]. Chemical adsorption, 

the so called chemisorptions, in contrast to the previous one, is a chemical 

adsorption characterized by binding forces of the same order of magnitude as 

that of the chemical bonds. It occurs a real charge transfer between the 

adsorbed molecule and the surface of the adsorbent material. The enthalpy of 

adsorption is in a range of energies between 80-400 kJ/mol [27]. 

It can be deduced that in physisorption no appreciable useful signal in 

terms of change of conductivity of the semiconductor material is detected. 

On the contrary, in the case of chemisorption, characterized by a charge 

exchange between the adsorbate and adsorbent, significative variation of 

conductivity is registered. 

Usually, an intermediate mechanism between the two previous 

processes is favored, namely ionosorption. In this case the interaction is of 

electrostatic nature as in the physisorption, since the adsorbate captures an 

electron or hole and held it to the surface by electrostatic attraction. Even if 

exchange of charges takes place, chemical bonds do not occur differently to 

what happen in chemisorption process.  

From an analytical point of few, these phenomena are well described by 

surface coverage and Lennard-Jones models [27]. 
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1.4 Electrochemical sensors  

The history of electrochemical sensors starts with the development of 

the glass electrode by Cremer in 1906 [28]. Despite this, the first reported 

electrochemical sensors, used for oxygen monitoring, are dated back to the 

1950s. Since then, the increasing need of such devices in a variety of fields led 

to the development of new performing sensors. Thanks to the existing 

sensing technologies along with the development of innovative sensor 

materials, possibilities to develop new generation sensors, always more 

miniaturized and with much improved performance are emerging.  

The purpose of this kind of sensors is to transform the effect of the 

electrochemical interaction between a target analyte and an 

electrode/electrolyte interface, into a useful signal. Ideally, such a device is 

capable of responding continuously and reversibly without perturbing the 

sample. According to its use, when developing electrochemical sensors some 

properties such as physical size, geometry and components are usually 

carefully defined in order to match with the final applications. Even the 

electrolyte composition as well as the sensing electrode material are selected 

based on the chemical reactivity of the target analyte.  

Currently, electrochemical sensors are being extensively used and play 

an essential role in the fields of environmental monitoring, disaster 

prevention, clinical diagnostics and on-site industrial analysis, meet the 

expanding need for rapid, simple and economic methods of determination of 

numerous analytes [28].  

Recently, great attention has been paid to the research and application 

of TiO2 for electrochemical sensors design [29]. In particular, CNT/TiO2 

nanostructures and CNT/TiO2/Pt nanocomposites are reported to possess 

excellent electrocatalytic activity towards hydrogen peroxide (H2O2), [30]. 

However, in these works, sophisticated techniques such as electrochemical 

anodisation, electrochemical deposition or photo induced deposition have 

been used for the growth of complex nanostructures [31].  

A brief introduction on the main used electroanalytical techniques will 

be presented in the following. 
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1.4.1  Electrochemical techniques 

Electrochemical sensors are based on an electrochemical cell which 

employs a three-electrode arrangement in a properly electrolyte solution. The 

processes and factors that affect the transport of charge across the interface 

between chemical phases, electrodes and electrolyte are considered. 

Electrochemical sensing usually requires a reference electrode, a counter or 

auxiliary electrode and a working electrode. A necessary condition is that 

these electrodes have to be both conductive and chemically stable. The 

reference electrode is generally made from Ag/AgCl and it is used to maintain 

a known and stable potential. The working electrode operates as the 

transduction element in the reaction, while the counter electrode establishes a 

connection to the electrolytic solution so that a current can be applied to the 

working electrode [32]. The applied current or potential, among electrodes, 

determines a charge transport through the electrode by the movement of 

electrons (and holes) whereas, the electrolyte phase charge is carried by the 

movement of ions. In electrochemical sensors the applied current or potential 

may vary according to the operation mode as well as the specific design of the 

electrochemical cell. Mode selection is often intended to enhance the 

sensitivity and selectivity of a particular sensor [33].  

Electrochemical sensors can be classified according to the signal 

transduction mode. Reactions are generally detected just in proximity to the 

electrode surface, therefore electrodes, in terms of material, surface 

modification and dimensions play a crucial role in the performance of 

electrochemical sensors. 

In detail, the voltammetry technique continuously measures the current 

resulting from the oxidation or reduction process of an electro-active species 

in the reaction, at a scanned or fixed potential. Since this implies a varying 

voltage, common applied methods are cyclic, squarewave and stripping 

voltammetry. Typically when the current is measured while the electrode is 

held at constant potentials, this is referred to amperometry a sub-class of 

voltammetry. The value of the measured current is directly proportional to 

the bulk concentration of the analyte [32]. 
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In the potentiometry technique, the analytical information is obtained 

by measuring the accumulation of a charge potential at the working electrode 

compared to the reference electrode when no significant current flows 

between them. It provides therefore information about the ion activity in an 

electrochemical reaction. In this case, the relationship between the 

concentration and the potential is governed by the Nernst equation:  

 
 

E=E0+
RT

nF
ln

a0

aR (1. 22) 
 

 
where �" is the standard electrode potential calculated to the idealized 

Standard Hydrogen Electrode (SHE) and #"and #$ are the activities of the 

oxidized and reduced species, R is the universal gas constant, T is the absolute 

temperature in Kelvin degrees, F is the Faraday constant and n is the number 

of moles of electrons exchanged in the electrochemical reaction. As evident, a 

linear relation exists between the measured potential E and the natural 

logarithm of the activities ratio of reactant and product. The slope value of 

this curve governs the sensitivity of the potentiometric sensor.  

Conductometry technique is based on the measurement of system 

conductivity in the presence of a given solute concentration. The sensing 

effect is based on the change of the number of mobile charge carriers in the 

electrolyte. Conductivity results to be a linear function of the ion 

concentration. In particular, it has been established that the conductance of a 

homogeneous solution is directly proportional to the electrode surface and 

inversely proportional to the distance between the two electrodes [33]. Thus, 

the conductance of this electrolyte solution, can be expressed as: 

 
G=σ

A

L
 (1. 23) 

 
 
where A is the cross-sectional area, L is the segment of the solution along the 

electrical field, and σ is the specific conductivity of the electrolyte, 

quantitatively related to the concentration of the charges of the ionic species.  
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1.4.2  Faradic and capacitive currents in electrochemical 
process 

The current observed at the working electrode in an electrochemical 

experiment is generally due to two types of processes occur at electrodes-

electrolyte interface. The first current contribute is due to oxidation or 

reduction reactions, occurring with charges transfer across the electrode-

solution interface. Since in these reactions the amount of chemical deposition 

caused by the flow of current is proportional to the amount of electricity 

passed, they are governed by Faraday's law and so known as faradic processes. 

The other current contribute is the capacitive current, also called non-faradic 

or double-layer current, caused by the charge/discharge of the electrode 

surface as a result of a potential variation (or by an adsorption process). 

Capacitive process does not involve any chemical reactions but it only causes 

accumulation or removal of electrical charges on the electrode and in the 

electrolyte solution near the electrode. Although charge does not cross the 

interface, there is always some external capacitive current flowing when the 

potential, electrode area, or solution composition change. When reactions at 

an electrode take place both faradic and non faradic processes always occur 

[34].  

Let consider the capacitive current contribute. It is therefore possible to 

consider an electrode, namely ideal polarized electrode (IPE), at which no 

charge transfer can occur across the metal-solution interface, regardless of the 

external potential imposed. When potential is changed, since charge cannot 

cross the IPE interface, the behavior of the electrode-solution interface is 

analogous to that of a capacitor, ideally composed of two metal sheets 

separated by a dielectric material. Its behavior is governed by the equation: 

 
q

E
=%& (1. 24) 

 
where q is the charge stored on the capacitor, Е is the potential across the 

capacitor and Сd is the capacitance. When a potential is applied across a 

capacitor, charge will accumulate on its metal plates. The charge on the 

capacitor consists of an excess of electrons on one plate and a deficiency of 

electrons on the other.  
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The electrode-electrolyte interface is an electrical double layer that 

behaves as a capacitor where accumulation of charges occurs [35]. The 

capacitance measured at this double layer is termed as double layer 

capacitance. Thus, this condition can be approximated by an electrical circuit 

with a resistor, Rs, representing the solution resistance and a capacitor, Cd, 

representing the double layer (Fig. 1.11). Since Cd is generally a function of 

potential, the proposed model in terms of circuit elements is strictly accurate 

only for experiments where the overall cell potential does not change very 

much. Where it does, approximate results can be obtained using an average 

Cd over the potential range [36]. 

 

Fig. 1. 11 Double layer equivalent circuit. 
 

The relation between the change in voltage and the current can thus be 

obtained by the derivative of the previous equation (1.24): 

 
 

i=
dq

dt
=Cd

dE

dT
 (1. 25) 

 
According to the applied voltage or current it is possible to distinguish 

three typical cases: step of potential, current step and scan of potential. 

In the case of step potential it is assumed that voltage is first varied 

instantly and then maintained constant. The function which describes the 

variation of the current versus time, is obtained from the solution of the 

previous equation by imposing the necessary boundary conditions:  

 
i=

E

Rs
e-t RsCd⁄  (1. 26) 

 
Hence, for a potential step input, there is an exponential decay of the 

current having a time constant, τ = RsCd (Fig. 1.12). 
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Fig. 1. 12 Current transient resulting from a potential step experiment [36]. 
 

When the RsCd circuit is charged by a constant current then, with the 

same equation, a linear solution is obtained: 

 
 

E=i �Rs+
t

Cd
� 

(1.25) 

 
For a current step, after an instantaneous increment equal to iRs, the 

potential increases linearly with time (Fig. 1.13).  

 

Fig. 1. 13 E-t behavior resulting from a current step experiment [36]. 
 

More interestingly, a voltage ramp or linear potential sweep is a 

potential that increases linearly with time E = vt starting at some initial value, 

assumed to be zero, at a scan rate v. In this case the solution of the equation 

is: 

 
 i=vCd'1-e-t RsCd⁄ ( (1.26) 

 
 

The current rises from zero as the scan starts and attains a stationary 

value, vCd. This steady-state current can then be used to estimate Cd.(Fig. 

1.14). 
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Fig. 1. 14 Current- time behavior resulting from a linear potential sweep applied to 
an RC circuit [36]. 

 
As regard the faradic process, it is possible to correlate the 

concentration of the analyte species of interest to the faradic current [37]. It is 

known that the kinetics of the electrode discharge process is mainly governed 

by two factors: the rate of electron transfer at the electrode surface and the 

transfer rate of the electro-active species to the electrode surface (mass 

transport). For this purpose it is necessary to assume the rate of electron 

transfer almost instantaneous and the kinetics governed by the mass transport 

only. The flow of material within an electrolytic solution represents a 

movement of ions or molecules from one location to another within the 

volume and can be expressed as: 

 
 

vmt=
i

nFA
=J (1.27) 

 
where i is the faradic current, n the number of electrons in the reaction, F the 

Farady constant, A the electrode surface, while vmt is the speed of mass 

transfer per unit area, which coincides with a flow material (J) passing through 

a unit surface area. 

Generally, mass transport can occur in three different modes: 

convection, migration and diffusion. The mass transport, for a generic 

species, within a solution can be expressed by the equation of Nernst-Planck 

that, for a one-dimensional case along a generic x direction can be written as 

[36]: 

J"�x, t� = −D ∂C"�x, t� ∂x − zFDC"RT ∂∅�x, t� ∂x + C"v�x, t�   (1.28) 

 
where 9: (;) is the flow of electro-active species to the generic distance x 

from the surface, D the diffusion coefficient, <% (;) <; the gradient 
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concentration, <φ (;) <; the gradient potential, z the charge of the electro-

active species, C0 concentration and v(x) the speed shift of a volume element 

along the x axis. The first term of the equation is due to diffusion 

phenomena; the second term takes into account the movement of charged 

species due to the potential difference between the electrode and the rest of 

the solution and represents the migration; the third term is the convection 

and takes account of the speed at which a generic volume of solution moves. 

The solution of the Nernst-Planck equation is generally not easy when 

all three modes of transport are present. For this reason, it is assumed to 

make negligible the effects of one or more of these forms of transport. 

Convection is generally due to externally induced mechanical agitation of the 

solution. To eliminate the influence of convection and its related current, it is 

possible to keep homogeneous the temperature of the solution and to work in 

quiescent conditions, especially during the scan potential technique. Migration 

is the movement of ions due the potential applied to the electrodes. The 

cations migrating to the cathode (negative electrode) and the anions toward 

the anode (positive electrode) produce a shift of charges with consequent 

generation of an electric current. To eliminate the migration effects it is used 

excess of "support electrolyte". So, within the solution are dissolved other 

non-electroactive ions in quantities much higher than the analytic species. The 

addition of a supporting electrolyte in high concentrations causes the most of 

the current to be transported by such ionic species while the analyte species 

can arrive to the electrode almost exclusively by diffusion. This simplifies the 

mathematical treatment of electrochemical systems being able to neglect 

phenomena due to the migration and convection. Mass transport is reduced 

to the expression of Fick's law:  

 
 

J
0
�x,t�=-

D∂C0�x,t�
∂x 

 (1.29) 

 
If the concentration of the analyte species varies in time:  

 

 ∂C0�x,t�
∂x

=-
D∂2C0�x,t�

∂x2  (1.30) 
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Then, under the assumption of diffusive process, by combining 

equation (1.27) with (1.30), the relationship that correlates the faradic current 

with the concentration gradient can be obtained:  

 
 i=nFAJ

0
�x,t�=-nFAD∂C0�x,t�∂x (1.31) 

 
1.4.3  Electrochemical characterization 

Chronoamperometry is an electrochemical technique in which the 

current from faradic processes occurring at the electrode, because of a 

potential step, is measured versus time. At t=0 the potential is instantaneously 

changed to a new value E and current time response is recorded. Its 

modification arises from the variation of the diffusion layer at the electrode. 

Nernst [36] stated that it exists a stationary thin layer of solution in contact 

with the electrode surface and it is there assumed that the transport of 

material takes place, only by means of diffusive phenomena. In the bulk 

solution, the analyte concentration is instead maintained at a C0 value by 

convective transfer. The current-time dependence is well described by the 

Cottrell equation [36]: 

 

iF=nFAC0�D

πt
 (1.32) 

 
being iF the faradic current, F the Faraday constant, n the number of 

transferred electrons per molecule, A the electrode area, C0 the analyte 

concentration, D the diffusion coefficient and t the time. Basically, current 

depends on the rate at which the analyte diffuses to the electrode. Moreover 

for a fixed instant t, the faradic current will depend proportionally on the 

concentration of the analyte species. In order to ensure the reliability of 

results, chronoamperometric experiment has to be applied over a broad time 

interval. In fact, for short times the current mainly consists of a large non 

faradic component due to the double-layer capacitance charging and decays 

exponentially with time. 

Depending on how the potential is modified in time, different analysis 

technique exist: Linear Scan Voltammetry (LSV), when potential varies 
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between a minimum and a maximum, or cyclic voltammetry (CV), when it is 

varied according to a triangular wave.  

Let assume to apply a potential, linearly varying in time, with a scan 

speed sufficiently slow, between an initial value in which the species is stable 

and up to a value higher than that of discharge. The obtained i-E curve will 

have a sigmoidal shape (Fig. 1.15), in which it is possible to distinguish three 

characteristic features. 

 

Fig. 1. 15 LSV experiment showing current behavior. 

 
The first part is commonly characterized by a constant trend of the 

current. Initially, being the potential very far from the one of discharge of the 

electro-active species, no faradic current is observed. The second stretch is 

characterized by a rapid increase of the current when the potential imposed 

on the electrode reaches values close to that of the redox process (E0’). 

Finally, the third portion of the curve, if the scanning of potential is 

sufficiently slow, will be characterized by a plateau of the current, otherwise 

by an asymmetric peak profile. This phenomenon can be explained by 

considering that for high scanning speed, ions discharge near the electrode 

takes place in a rapid way as to generate a big transfer of electrons in a short 

time, and then a maximum current. However, due to the rapid consumption 

of electroactive species, the faradic current decreases generating the classic 

asymmetrical peak. In this case the most useful parameter for the study of the 

electrochemical process is represented by the "peak current" ip. For a 

reversible system governed by diffusion alone, it is expressed through the 

Randles-Sevcik equation [38]: 

 
ip==2.69×105> n

3
2? A D

3
2? C0vs

3
2?
 (1.33) 

Then, at a fixed analyte concentration %", the peak current will vary 

with the square root of the scan speed vs. Moreover, this parameter, allows to 



Chemical Sensors 

34 

obtain information on the nature of the process. In general, if the peak 

current and the velocity square root are proportional, the process can be 

associated to faradic phenomena, vice versa if there is a linear relationship 

between them, it will likely be a capacitive processes regarding the double 

layer charging. 

Cyclic voltammetry is one of the most widely used analysis to get useful 

information. In this case, a triangular potential perturbation is used and the 

voltage is swept between two values at a fixed rate. The voltage is measured 

between the reference electrode and the working electrode, while the current 

is measured between the working electrode and the counter electrode. The 

obtained measurements are plotted as voltammogram, current versus voltage. 

Briefly, this is a reversal technique, which involves the sweeping of electrode 

potential between two limits, at a known sweep rate. At the beginning the 

working electrode is held at a potential where no electrode reactions occur. 

During measurement the potential is swept linearly at a rate ν between two 

limiting potentials. The same sweep rate is normally chosen for the forward 

and reverse sweep The scan rate is a critical factor since the duration of a scan 

must provide sufficient time to allow for a meaningful chemical reaction to 

occur. The corresponding current is recorded as a function of the varying 

potential. A theoretical cyclic voltammogram for a reversible system is shown 

in Fig. 1.15. For the cathodic scan (applied potential is decreasing) the current 

has a negative sign, for the anodic scan (applied potential is increasing) the 

current has a positive sign. The shape of the voltammogram for a given 

sample depends not only on the scan rate and the electrode surface, which is 

different after each adsorption step, but can also depend on the sample 

concentration.  

 

Fig. 1. 16 Cyclic potential sweep and related cyclic voltammogram [36]. 
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2 

Low-dimensional carbon-based materials in 
sensing applications 

 

 

 

Carbon, especially in its low-dimensional form is nowadays among the most appealing 

material. Indeed its allotropes, graphene and nanotubes, are known to be endowed with 

unique physical and chemical properties which make them suitable for several applications. 

Because of their extraordinary versatility carbon nanomaterials are playing an important 

role in nanotechnology and microelectronics, envisaged as the main protagonist of the sensing 

devices of the future. 

The aim of this chapter is to introduce low-dimensional carbon materials, graphene and 

carbon nanotubes. Firstly, their structures and properties will be pointed out, then synthesis 

methods and characterization techniques will be briefly discussed. Finally, synthesis and 

characterization of the sensible materials used for the realization of the devices will be 

presented. 

 

 

2.1 Introduction to low-dimensional carbon 

In the last years, carbon materials have been widely investigated and the 

possibility to utilize them in many different applications arises. In the age of 

nanotechnology, a new light has been casted on carbon, which has been 

investigated on a different aspect. The low dimensionality of carbon, as well 

as that of other materials, is indeed an intense object of study [39, 40]. As it is 

well known bulk materials and nanostructured ones are characterized by very 

different properties. Thus, a well-known element as carbon, can pay the way 

to new outstanding properties if regarded in its nanometric dimension. 

During years, a number of allotropes was discovered and great attention 

was given to them. All these materials are made of carbon atoms only, but 

due to the different ways carbon atoms bond together, they are characterized 

by great differences in their properties. 
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Carbon exhibits each possible dimensionality, indeed, it can form 

structures that are 0-dimensional such as fullerenes, 1-dimensional like carbon 

nanotubes, 2-dimensional as graphene and finally 3-dimensional as graphite 

and diamond. Allotropes graphical scheme is shown in Fig. 2.1.  

 

            (a)              (b) 

 

(c)      (d)     (e) 

Fig. 2. 1 Allotropes of carbon: (a) fullerene, (b) graphene, (c) carbon nanotube, (d) 
graphite and (e) diamond. 
 

To better understand the allotropes formation, the electronic structure 

should be taken into account. Carbon electronic configuration, namely 

1s22s22p2, indicates that each carbon atom has six electrons that occupy the 1s, 

2s and 2p atomic orbitals. In detail, the 1s orbital contains two electrons, 

strongly bonded, while the remaining four valence electrons partially filling 

the 2s and 2p orbitals, can participate in bonds formation. The two unpaired 

electrons of 2p orbital should form only two bonds; anyway, in order to 

minimize the system energy, carbon is inclined to maximize the number of 

formed bonds rearranging the configuration of the valence electrons. Thus, 

one 2s electron will be promoted into an empty 2p orbital forming an excited 

state. This process, called hybridization (Fig. 2.2), results in the formation of a 

new hybrid molecular orbital, spn, with n assuming the value 1, 2 or 3 on 

account of the number of 2p orbitals participating to the mixing.  
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(a) (b) (c) 

Fig. 2. 2 spn hybrids: (a) linear sp, (b) trigonal sp2 and (c) tetragonal sp3. 
 

Four sp3 hybrid orbitals, each filled with only one electron, are formed 

when one 2s orbital and three 2p orbitals are mixed together. Four carbon 

bonds displayed at an angle of 109.5° in a tetrahedral geometry can be 

established. 

Diamond is the typical three-dimensional structure where all carbon 

atoms are sp3 hybridized. The strong covalent bonds between atoms endow 

diamond with excellent properties. It is indeed characterized by high hardness 

and thermal conductivity, is transparent to visible light and it is an electrical 

insulator with a band gap of ∼5.5 eV [41].  

Another possible hybridization is the sp2, where one 2s orbital is mixed 

with two 2p orbitals to form three hybrid orbitals. Again, these orbitals will 

arrange themselves in covalent bonds with angle of 120° in a trigonal planar 

geometry. The remaining p-type orbital, perpendicular to this plane will form 

̟ bonds between the carbon atoms. Graphite is a typical example of sp2 

hybridized carbon atoms characterized by strong σ covalent bonds between 

atoms in the plane, while the ̟ bonds provide the weak interaction between 

adjacent layers in the graphitic structure. The single layer, one carbon atom 

thick is known as graphene. Graphite is an electrical and thermal conductor, 

and is regarded a good lubricant [42].  

The last hybridization consists in mixing one 2s orbital and one 2p 

orbital leading to the formation of two sp hybrid orbitals, each filled with only 

one electron. In this case, covalent bonds are linear with an angle of 180° 

between the sp orbitals. The two remaining p-type orbitals, instead, are 

perpendicular to each other, forming two ̟ bonds. This is the case of carbyne, 
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an unstable allotropic form, characterized by a triple bond between each 

carbon, giving rise to a polymerized carbon chain with very strong bonds.  

Among the different allotropes carbon nanotubes and graphene have 

gained great attention. Owing to their excellent electrical, thermal, chemical 

and mechanical properties these low dimensional carbon materials have 

found applications in many different fields such as sensors, energy storage 

and conversion, drug delivery, field emission devices and nanoscale electronic 

components [43, 44, 45, 46, 47].  

Low dimensional carbon materials have shown potential in gas sensing 

field as to develop self-contained integrated devices with enhanced sensitivity 

and selectivity of the chemicals and faster response time. In particular, the 

very high surface to volume ratio can explain their superior properties if 

compared to bulk materials, when especially used in the sensing field. Indeed, 

both graphene and carbon nanotubes are well recognized surface reacting 

materials as they are composed of entirely surface atoms where adsorbed gas 

molecules can dramatically alter their electrical properties, even at room 

temperature. 

 

 

2.2 Graphene  

Graphene, even if theoretically studied for decades, is a young material, 

firstly isolated in 2004 [48]. It has been known since the 1970s when 

Eizenberg and Blakely reported single layer graphite growth on various 

transition-metal substrates [49]. The term graphene was proposed by Boehm 

et al. in 1986 to describe a single atomic sheet of graphite [50], but at that 

time it was ruled out the existence of two-dimensional crystals [51], since 

thermodynamically unstable. In 2004, Novoselov and Geim succeeded in 

isolating a single flake of graphene by mechanical exfoliation from bulk 

graphite [52]. Following this discovery, great attention has been devoted to 

graphene and lots of studies have shown its unique properties, not found in 

bulk graphite neither in other materials [52, 48, 53]. 

Nowadays, graphene, considered the “mother” of most carbon 

allotropic forms (Fig. 2.3), continues to be one of the most theoretically 
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studied material. Furthermore, thanks to its outstanding properties it has been 

envisaged as the innovative material, capable to revolutionize the 

microelectronics field [54, 47]. 

 

Fig. 2. 3 2D Graphene “mother” of all other carbon dimensionalities. It can be 
wrapped up into 0D buckyballs, rolled into 1D nanotubes or stacked into 3D 
graphite [48]. 

 

2.2.1 Graphene crystal structure 

Graphene is a carbon allotrope in which atoms are arranged forming a 

honeycomb lattice due to their sp2 hybridization, with an inter-atomic length 

of acc=1.42 Å. The unique electronic properties of graphene are due to this 

honeycomb lattice arrangement, which can be seen as two non-equivalent 

interpenetrating hexagonal lattices with a two-atom basis (A and B), as 

depicted in Fig.2.4.  

Both sublattices are Bravais lattices characterized by two base vectors a and b, 

with an angle of 120° between them. The lattice vectors forming the basis of 

the unit cell (Fig. 2.5) are [55]: 

 
 a1=

a

2
=3, √3 >              a2=

a

2
=3, −√3 > (2. 1) 
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being the graphene lattice constant a=|a1|=|a2|=acc√3=0.142√3=0.246 nm. 

 

Fig. 2. 4 The honeycomb lattice of graphene showing the two sublattices marked A 
and B [56]. 
 

Any linear combination of the vectors a1 and a2 generates all the points 

in the lattice. The reciprocal lattice vectors can be written as: 

 
b1=

2π 3a
=1, √3>           b2=

2π 3a
=1, -√3> (2. 2) 

 

 

Fig. 2. 5 Lattice structure of graphene showing the two sublattices marked A and B; 
a1 and a2 the lattice unit vectors; δi i=1, 2, 3 the nearest neighbor vectors [55].  

 

Considering the reciprocal space of the honeycomb lattice, it is easy to 

see that the first Brillouin zone is an hexagon [56]. In-plane carbon atoms are 

bonded to other nearby carbon atoms in s configuration and are not available 

for the conduction process, as well as the electronic bands of the 1s state, 

which is completely filled. But, each atom in the unit cell is characterized also 

by a p bond and thus can donate one electron to the lattice, almost completely 
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delocalized, free to move and actively participate to conduction. This p state 

gives origin to two energy bands, the valence and conduction bands. These 

bands come in contact, without overlapping, at six points in the reciprocal 

lattice, which are commonly referred to as the K points, coincident with the 

boundary of the first Brillouin zone. Others important high symmetry points 

within the first Brillouin zone of graphene are the Γ point at the zone center 

and the M points in the middle of the hexagonal sides (Fig. 2.6) K and K’ 

represent a set of nonequivalent points in the reciprocal space which may not 

be connected one to another by a reciprocal lattice vector. 

 

Fig. 2. 6 The first Brillouin zone of graphene marking some of the high symmetry 
points Γ, M, K and K’ [55]. 

 

The K and K’ points are the primary points of interest when studying 

the electronic properties of graphene. This crossing point is called the Dirac 

point and its energy position is exactly at the Fermi level. A representation of 

the graphene energy bands is shown in Fig. 2.7. Fermi energy lies exactly at 

the K points for undoped graphene and the Fermi surface of graphene 

consists thus of only six points. In the vicinity of these points the relationship 

of the energy versus momentum becomes linear, which has significant 

consequences for the electronic transport and optical properties of graphene. 

The linear dispersion region is well-described by the Dirac equation for 

massless Dirac fermions, particles with relativistic speed and no mass [53]. 

Thus, the electron transport is governed by Dirac's equation generally 

expressed as follows: 

 E(k)=ℏkvf (2. 3) 
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with ℏ reduced Planck constant, k the wave vector of the electron and 

GH=∼10 m/s is the Fermi velocity (responsible of the ballistic transport). This 

is completely different from other crystalline solids where the dispersion 

relationship E(k) is generally a complex curve that can be well approximated, 

near the bottom of the conduction band, by a parabola:  

 ��I� = ℏJIJ
2 �LHH  (2. 4) 

 

   
 

 

Fig. 2. 7 Band structure of graphene. In the vicinity of the Dirac points at the two 
nonequivalent corners K and K′ of the hexagonal Brillouin zone, the dispersion 
relation is linear and hence locally equivalent to a Dirac cone [57].  

 

2.2.2 Properties of graphene 

Since graphene discover, its electronic properties have attracted the 

interest of researchers, who looked at graphene as the substitute of silicon in 

the fabrication of electronic devices.  

The electronic transport and optical properties of graphene are greatly 

influenced by the Dirac physics of the charge carriers.  

In suspended, exfoliated graphene, where interactions with the 

substrate are eliminated, a mobility value (µ) of about 200000 cm2 V-1 s-1 has 

been observed [54]. This, combined with near-ballistic transport at room 
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temperature, makes graphene a potential material for nanoelectronics 

especially in high-frequency applications [58].  

An anomalous quantum Hall effect has been reported for graphene. It 

was observed that, in two-dimensional electron systems subjected to low 

temperatures and strong magnetic fields, the Hall conductivity σ is shifted of 

½ (in units of ge2/h) with respect to the classical quantum Hall effect [59]. 

Another effect is the so called Klein tunneling, the peculiar scattering 

properties of the charge carriers, which for certain incidence angles on 

electrostatic potential barriers can have a transmission probability of 1 [60].  

Graphene shows remarkable optical properties. For instance, despite 

being only a single atom thick, it can be optically visualized. For freestanding 

single layer graphene (SLG) transmittance (T) can be derived by applying the 

Fresnel equations in the thin-film limit for a material with a fixed universal 

optical conductance [47]: 

 
T = (1 + 0.5 πα)-2 ≈ 1 – πα ≈ 97.7% (2. 5) 

 
 
where α is the fine-structure constant [61]. Graphene only reflects <0.1% 

of the incident light in the visible region, rising to ~2% for ten layers. Thus, it 

can be assumed the optical absorption of graphene layers to be proportional 

to the number of layers, each absorbing A≈1 – T ≈ πα ≈ 2.3% over the 

visible spectrum (Fig. 2.8).  

 

Fig. 2. 8 Scan profile showing the intensity of transmitted white light through air, 
single layer and bilayer graphene respectively [61]. 



Low-dimensional carbon-based materials in sensing applications 

44 

Its transparency makes graphene ideal for its use in optoelectronic 

devices such as displays, touchscreen and solar cells, where materials with low 

sheet resistance Rs and high transparency are needed. Thus, it could replace 

the current transparent conducting materials, as indium tin oxide (ITO), a 

doped n-type semiconductor composed of ~90% In2O3 and ~10% SnO2 [62, 

47]. ITO is commercially available with T≈80% and Rs as low as 10 Ω/�  on 

glass and ~60−300 Ω/�  on polyethylene terephthalate. However, ITO 

suffers severe limitations: an ever-increasing cost due to indium scarcity, 

processing requirements, difficulties in patterning and a sensitivity to both 

acidic and basic environments. Moreover, it is brittle and can easily crack 

when used in applications involving bending, such as touch screens and 

flexible displays [47]. For these reasons new transparent conducting materials 

with improved performance are needed. Nanotubes and graphene show great 

promise. In particular, graphene films have a higher transmittance over a 

wider wavelength range than single-walled carbon nanotube (SWNT) films, 

thin metallic films (ZnO/Ag/ZnO e TiO2/Ag/TiO2) and ITO (Fig. 2a) [47]. 

 

 

(a) 
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(b) 

Fig. 2. 9 (a) Transmittance for different transparent conductors and (b) thickness 
dependence of the sheet resistance [47]. 
 

It has been calculated that for an ideal intrinsic SLG with T ≈97.7% 

resistance sheet value is about 6 kΩ/sq. Thus, an ideal intrinsic SLG would 

beat the best ITO only in terms of T, not Rs. However, real thin films are 

never intrinsic. The range of T and Rs that can be realistically achieved for 

graphene layers of varying thickness can be estimated by taking n= 1012-1013 

cm−2 and µ = 1000 - 20000 cm2 V–1 s–1. As shown in Fig. 2.9 b, graphene can 

achieve the same Rs as ITO, ZnO/Ag/ZnO, TiO2/Ag/TiO2 and SWNTs 

with a similar or even higher transmittance [47]. 

Besides the aforementioned fascinating electronic features also 

graphene outstanding mechanical properties have attracted much interest. 

Indeed, several numerical methods and experimental techniques have proved 

graphene intrinsic mechanical properties, characterized by high strength, 

hardness and elasticity [63]. For instance, the value of the Young’s modulus 

equal to 1.0 teraPascal (TPa) was measured for monolayer graphene by 

Atomic Force Microscopy (AFM), assessing graphene as the strongest 

material ever measured [63].  
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Thermal conductivity of graphene at room temperature is among the 

highest of any known material, about 2000

suspended samples. Due to the high thermal conductivity,

reported as an excellent candidate for thermal management

Finally, graphene has also showed great properties for gas sensing 

applications. The high theoretical specific 

with the excellent electronic properties, have been exploited in graphene 

based gas sensors. In fact, being a strictly two

volume is exposed to surface adsorbates

 

Fig. 2. 10 Schematic interaction between graphene and gas molecules.
 

Indeed, all the atoms of a single

capable of adsorbing gas molecules, providing the largest sensing area per unit 

volume. The interaction between graphene sheets and adsorbates perturb th

electronic system of graphene and due to its high

with its two-dimensional structure, even small amount of extra electrons can 

cause a noticeable change in its electrical con

shows p-type behavior at ambient conditions because of unintentional doping 

caused by residual species or oxygen molecules in air 

gaseous adsorbates changes upon gas 

withdrawing gas molecules such as NO

graphene and increases its conductance. Electron

NH3 decreases instead its conductance 

Schedin et al. [43] were able to detect individual gas molecules as they got 

adsorbed onto graphene surface. 

 

based materials in sensing applications 

Thermal conductivity of graphene at room temperature is among the 

aterial, about 2000-4000 Wm–1K–1 for freely 

high thermal conductivity, graphene has been 

reported as an excellent candidate for thermal management [64]. 

raphene has also showed great properties for gas sensing 

theoretical specific surface area (2630 m2/g) together 

with the excellent electronic properties, have been exploited in graphene 

based gas sensors. In fact, being a strictly two-dimensional material its whole 

volume is exposed to surface adsorbates (Fig. 2.10).  

 

Schematic interaction between graphene and gas molecules. 

ll the atoms of a single-layer graphene sheet are surface atoms 

capable of adsorbing gas molecules, providing the largest sensing area per unit 

between graphene sheets and adsorbates perturb the 

and due to its high-quality crystal lattice along 

dimensional structure, even small amount of extra electrons can 

electrical conductivity. Since pristine graphene 

type behavior at ambient conditions because of unintentional doping 

caused by residual species or oxygen molecules in air [65], its interaction with 

gaseous adsorbates changes upon gas types. The adsorption of electron-

withdrawing gas molecules such as NO2 enhances the doping level of 

graphene and increases its conductance. Electron-donating molecules such as 

decreases instead its conductance [66]. Due to this outstanding property, 

were able to detect individual gas molecules as they got 
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Carbon nanotubes  

Carbon nanotubes have been envisaged as the key to potentially 

lutionized technology. Due to their fascinating properties, they have 

focused a lot of attention from the nanomaterial scientific community

their discovery by Sumio Iijima in 1991 [67]. The featuring sizes and 

structures endow nanotubes with important properties, such as strength, 

elastic deformability, high stability, high surface area and selectivity. All these

remarkable properties make carbon nanotubes ideal for a range of 

applications, including electronics, material science and biology. What 

more, the unique electronic character of nanotubes, together with small 

dimensions and high surface areas, offer special advantages in using it as 

advanced miniaturized chemical sensors in a variety of fields.

  Carbon nanotubes structure  

Carbon nanotubes (CNT) are tubular nanostructures that can be 

described as made up from a graphene sheet, one atom thick. It is possible to 

inguish among single walled (SWNT) and multi walled carbon (MW

nanotubes according to the number of graphene sheets

names suggests, a SWNT is made of just one rolled u

while a MWNT is made of several concentric graphene cylinders wrapped 

around each other and interacting with van der Waals forces

Fig. 2. 11 Graphene sheet, single walled and multi walled carbon nanotube

Carbon nanotubes are rolled up along a specific crystallographic 

direction, identified by the couple of chiral indexes (m,n) of the graphene 

eet hexagonal honeycomb lattice. In particular, it is defined a chiral vector 
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Carbon nanotubes have been envisaged as the key to potentially 

lutionized technology. Due to their fascinating properties, they have 

focused a lot of attention from the nanomaterial scientific community since 

. The featuring sizes and 

ndow nanotubes with important properties, such as strength, 

elastic deformability, high stability, high surface area and selectivity. All these 

make carbon nanotubes ideal for a range of 

cience and biology. What is 

more, the unique electronic character of nanotubes, together with small 

dimensions and high surface areas, offer special advantages in using it as 

advanced miniaturized chemical sensors in a variety of fields. 

are tubular nanostructures that can be 

described as made up from a graphene sheet, one atom thick. It is possible to 

inguish among single walled (SWNT) and multi walled carbon (MWNT) 

s. In particular, as the 

NT is made of just one rolled up sheet of graphene, 

NT is made of several concentric graphene cylinders wrapped 

forces (Fig. 2.11). 

 

Graphene sheet, single walled and multi walled carbon nanotubes. 

Carbon nanotubes are rolled up along a specific crystallographic 

direction, identified by the couple of chiral indexes (m,n) of the graphene 

eet hexagonal honeycomb lattice. In particular, it is defined a chiral vector 
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(Ch) which connects two crystallographic equivalent sites on a 2D graphene 

sheet (Fig. 2.12). It is therefore expressed as a linear combination of the basis 

vectors a1 and a2: 

 %M = N#O + �#J (2. 6) 
 

Chiral vector uniquely defines a nanotube since it determines its 

characteristics, such as the electronic band structure. The direction of this 

vector is described by the chiral angle θ, formed by the base vector a1 and the 

chiral vector itself [68].  

 
θ=tan-1 � √3m

2n+m
� (2. 7) 

 
   

 

Fig. 2. 12 2D graphene sheet along with the vectors that specify the chirality of 
nanotubes. 
 

According to the chiral angle and vector values it is possible to 

distinguish two different types of nanotubes called armchair and zigzag. 

Generally, when m=0 it is also θ=0°, the nanotubes are zigzag; whereas when 

n =m thus θ=30°, the nanotubes are armchair. All the other intermediate 

combination states are called chiral (Fig. 2.13).  

The smallest graphene lattice vector T perpendicular to Ch defines the 

translational period t along the tube axis. It can be also express in terms of the 

basis vectors a1 and a2 as: 

 T=t1a1+t2a2 (2. 8) 
 

where the coefficients t1 and t2 are related to (n, m) by 
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t1=

2m+n

dR
        t2=-

2n+m

dR
 (2. 9) 

 

where dR is the greatest common divisor of (2n + m, 2m + n). 

 

(a) (b) (c) 

Fig. 2. 13 Different carbon nanotube configurations: (a) armchair, (b) zig-zag and (c) 
chiral [68]. 

 

Depending on n and m values, carbon nanotubes electronic properties 

can vary. Featuring parameters of the nanotubes, such as diameter and 

number of carbon atoms, can be calculated being known the two chiral 

indexes. It is calculated as: 

 
d=

√3 acc√n2+m2+nm

π
 (2. 10) 

 

where aCC is the nearest-neighbor C–C distance, assumed 0.142 nm. 

The number of carbon atoms in the primitive cell also depends on the 

integers n and m: 

 
N=

4�n2+nm+m2�
dR

 (2. 11) 
 

 
The electronic structure of nanotubes, as well as their physical 

structure, can be approximated from the rolled-graphene-sheet model. The 
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lattice vector T and the chiral vector Ch both determine the unit cell of the 

carbon nanotube in real space. Analogously, the corresponding vectors in 

reciprocal space are the reciprocal lattice vectors K1 along the nanotube axis 

and K2 perpendicular to the tube axis and therefore parallel in the 

circumferential direction, which gives the discrete k values in the direction of 

the chiral vector Ch. 

The vectors K1 and K2 are obtained from the relation Ri Kj = 2πδij, 

where Ri and Kj are, respectively, the lattice vectors in real and reciprocal 

space. Therefore K1 and K2 satisfy the relations: 

 
Ch K1=2π, T K1 = 0, Ch K2 = 0, T K2 = 2π (2. 12) 

 
Thus it follows that K1 and K2 can be written as: 

 K1=
1

N
�-t2b1+t1b2�  K2=

1

N
�mb1-nb2�   (2. 13) 

where b1 and b2 are the reciprocal lattice vectors of a 2D graphene sheet. 

When the sheet is rolled into a closed cylinder, a periodic boundary condition 

is imposed along the direction of the chiral vector. Carbon nanotubes 

diameter is usually in the range of nanometers and their length along the axis 

is of the order of microns. This results in quasi-one-dimensional electronic 

states that are quantized along the circumferential direction while remaining 

unconstrained in the axial direction. Because of the translational symmetry of 

T, k2 can therefore assume any value, while k1 will give discrete k values in the 

direction of Ch. The quantization of vector k gives rise to discrete numbers of 

parallel equidistant lines, representing the allowed k modes in the reciprocal 

space. The distance between two neighboring lines is K1=2/d that is to say 

inversely proportional to the nanotube diameter d and with the orientation of 

the lines given by the chiral angle (Fig. 2.14) [69]. 

 

Fig. 2. 14 Parallel equidistant lines represent the allowed k modes in the reciprocal 
space. The distance between two neighboring lines is K1=2/d [69]. 
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Thus, the states of the nanotubes are represented in reciprocal space by 

the intersection of this family of lines and the 2-dimensional graphene 

Brillouin zone. As a consequence, it is possible to distinguish two different 

cases for the electronic structure of nanotubes. In fact, the tube will exhibit 

metallic conduction if a Fermi point is an allowed state of the nanotube, then 

if the valence and conduction bands will form a transition point. Otherwise, 

there will be an energy gap between the bands, and the tube will be 

semiconducting. The energy spacing is directly related to carbon nanotube 

diameter D. In semiconducting tubes, the band gap is given by 

Egap=2γ0acc/D, where γ0 is a parameter representing the nearest-neighbor 

overlap integral in a tight-binding scenario [70, 71]. 

(a)     

 

                       (b) 

Fig. 2. 15 Sketch of the energy bands in (a) a metallic and (b) a semiconducting 
single walled carbon nanotube [71]. 
 

The type of any nanotube, either metallic or semiconductor, can be 

obtained by the chiral index (n, m). When the quantity (n - m) is an integer 

multiple of 3 the tube will be metallic. As a consequence of this condition, 
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statistically, among all the possible nanotubes 1/3 of all should be metallic 

and the remaining 2/3 will be semiconducting [69]. 

The band structure can be further refined by taking into account the 

curvature of the nanotubes, the cylindrical shape of nanotubes, thus the 

bending of the sheet has an effect on the electronic structure. This effect is 

significant in the case of small diameter nanotubes. The carbon lattice 

curvature gives rise to a small angle between adjacent p orbitals. This results 

in a shift of the Fermi points able to induce an additional band-gap between 

valence and conduction bands on the order of few meV in nominally metallic 

tubes [72]. Anyway, if compared with typical semiconductors band-gaps, this 

meV effect will be negligible for almost all the practical applications. 

 

2.3.2  Carbon nanotubes properties 

Interesting CNT properties can be derived by their structure. Beyond 

the aforementioned possibility to be more or less conductive, CNT can 

exhibit superconductivity below 20 K due to the strong in-plane C–C bonds. 

Moreover, they are known for their high thermal conductivity and excellent 

mechanical properties. In particular, the elastic modulus is much higher than 

steel and the Young modulus is in the teraPascal range [73]. Light weight, 

larger flexibility, high mechanical strength and superior electrical properties 

make CNTs an interesting material for gas sensing applications. In particular 

the physical structure endowed them with elevated surface area where gas 

molecules are likely to be adsorbed. This phenomenon determines a change in 

CNT electrical properties. Thanks to the ballistic electron transport along the 

tube axis the altered electrical signal can be transduced to the external contact. 

In such a way, CNT permit the detection of toxic and harmful gases (such as 

hydrogen) together with long term performance, conferred by their chemical 

stability. 

Through years, great attention has been devoted to the gas sensing 

mechanism and many efforts have been done to explain it [74, 75]. The 

charge transfer between the semiconducting CNT and electron accepting or 

electron donating gas molecules is well recognized. Even if a lot of attempts 

have been done to perform excellent CNT gas sensors, many parameters such 
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as selectivity, low operating temperature, fast reaction and recovery time need 

to be further improved.  

 

 

2.4 Synthesis techniques of low dimensional carbon 
materials 

Even if nanostructured carbon materials can be synthesized by 

numerous synthesis techniques, just few of these are effectively used for the 

synthesis of graphene and carbon nanotubes. In fact, despite all the interest 

aroused around these materials, a synthesis method suitable for commercial 

applications is still lacking. Synthesis methods consist of either top down 

approaches or bottom up ones. Generally, the top-down method consists of 

size reduction of larger structures, while the bottom-up approach is the use of 

atomic precursors as building blocks materials for the construction of new 

nanostructures. 

 

2.4.1  Graphene synthesis  

Mechanical cleavage, thermal decomposition of silicon carbide, liquid 

phase exfoliation of graphite and chemical vapor deposition are the most 

commonly used synthesis methods of graphene. Anyway, it should be pointed 

out that no one of the aforementioned synthesis techniques can be envisaged 

as the best one in absolute. Since each of these methods is suitable to obtain 

graphene with different characteristics, the choice of a specific technique 

should be done only according to the type of application which graphene is 

addressed to.  

 

2.4.2 Mechanical exfoliation 

Mechanical exfoliation can be regarded as the mother of all techniques 

for graphene production, since it was the first technique through which 

graphene was successfully synthesized by Geim and Novoselov [52]. It 

basically consists in the exfoliation of a High Oriented Pyrolitic Graphite 

block through the so called “scotch-tape technique”. The interlayer distance 

in graphite is 3.34 Å and the layers are stacked together by weak van der 
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Waals forces. Due to the weak interaction among layers, an adhesive tape can 

be used to peel off the graphite flakes, as depicted in Fig. 2.16 a. The first 

piece of tape is repeatedly cleaved by other sticky pieces till to obtain an 

almost invisible powder on the starting tape. Finally, at the end of the 

exfoliation process, the tape is transferred onto another substrate that usually 

is silicon dioxide on Si wafer (SiO2/Si). In Fig. 2.16 b an optical image of a 

mechanical exfoliated mutilayer graphene flake is show 

 

(a)                 (b) 

Fig. 2. 16 (a) Scotch tape mechanical exfoliation [76], (b) image of a mechanical 
exfoliated mutilayer graphene flake [52]. 

 

The costless and advantageous of the technique brought many research 

groups to use it to produce high quality graphene layers. Anyway in order to 

be used for the fabrication of nanoelectronic devices, this process needs 

improvements for both the large-scale production and transfer method. 

 

2.4.3  Epitaxial growth 

Graphene can be synthesized by the thermal decomposition of silicon 

carbide [76, 77] (Fig. 2.17). This growth technique is usually referred to as 

“epitaxial growth” even though there is a very large lattice mismatch between 

SiC (3.073 Å) and graphene (2.46 Å) and the carbon rearranges itself in a 

hexagonal structure as Si evaporates from the SiC substrate, rather than being 

deposited on the SiC surface, as would happen in a traditional epitaxial 

growth process. 

The procedure for the silicon carbide thermal decomposition is 

theoretically simply. Both surfaces (Si(0001)- and C(000-1)-terminated) are 

annealed at high temperature under ultra-high vacuum (UHV). The annealing 

of the substrates results in the sublimation of the silicon atoms while the 
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carbon-enriched surface undergoes reorganization and, for high enough 

temperatures, graphitization [76]. The typical range of annealing temperatures 

goes from 1500°C to 2000°C and the usual heating and cooling rates are 2-

3°C/sec [78]. The thermal decomposition, however, is not a self-limiting 

process and areas of different film thicknesses may exist on the same SiC 

crystal. Graphene obtained on SiC single crystals has good properties, but this 

material may be limited to devices on SiC only, since transfer to other 

substrates such as SiO2/Si might be difficult, with all the drawbacks involved 

in the transfer process. Moreover, it is an expensive technique because of the 

SiC wafers cost. 

 

Fig. 2. 17 Growth on SiC. Gold and grey spheres represent Si and C atoms, 
respectively [76].  

 

2.4.4  Liquid-phase exfoliation 

Graphite can be exfoliated in liquid environments exploiting 

ultrasounds to extract individual layers, (Fig. 2.18). The liquid-phase 

exfoliation (LPE) process generally involves the dispersion of graphite in 

special solvents able to minimize the interfacial tension between the liquid 

and graphene flakes. Indeed, if the interfacial tension is high, the flakes tend 

to adhere to each other and the work of cohesion between them is high, 

hindering their dispersion in liquid. Liquids with surface tension γ ~ 40 

mN/m, are the best solvents for the dispersion of graphene and graphitic 

flakes, since they minimize the interfacial tension between solvent and 

graphene [76]. The solvents that mainly match this requirement are N-methyl-

pyrrolidone (NMP) and Dimethylformamide (DMF) even if toxic and 

harmful to the environment.  
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In order to favor the splitting of graphite into individual platelets, the 

solution should be sonicated for a long time. Finally the surnatant phase of 

the suspension, the thinner exfoliated flakes, must be separated from the 

unexfoliated ones. Centrifugation process is generally used to this purpose 

[79].  

 

Fig. 2. 18 Liquid phase exfoliation technique [76]. 
 

Since this technique is regarded as one of the most promising for mass 

production, high concentration of exfoliated graphene is desirable. It is 

important to note that the yield of the process is strongly affected by each 

parameter involved in the procedure.  

 

2.4.5  Chemical Vapor Deposition 

Chemical Vapor Deposition (CVD) is a widely used process to grow 

thin films from many different carbon precursors both in vapor and liquid 

phase, such as methane and ethanol [80, 81, 82, 83].  

The precursor is dissociated at high temperature using transition metal 

substrates such as Ni and Cu. Because of cost, grain size, etchability, and their 

wide use and acceptance by the semiconductor industry, Ni and Cu have 

received the most attention as graphene substrates [84]. Indeed, graphene and 

few-layer graphene have been grown on polycrystalline Ni [85] while large 

area graphene has been grown on Cu substrates [83]. Two different CVD 

mechanism growth have been proposed on account of the different 

substrates [84].  

Graphene on Ni is due to a C precipitation process. The solubility of 

carbon in Ni is high, thus carbon diffuses into the metal first before 
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segregating and precipitating to the surface. A fast cooling rate is needed to 

suppress the formation of multiple layers (Fig. 2.19 a). Indeed, nonuniform 

layers are obtained with a variation in thickness from a monolayer to many 

layers over the metal surface.  

On the other hand, when Cu substrates are used a surface adsorption 

mechanism is involved. Cu is one of the most used catalyst due to the low 

solubility of carbon in it even at a very high temperature. During growth C 

atoms nucleate on the substrate surface and then nuclei grow to form 

domains. Large-area graphene films with uniform thickness, due to the low 

solubility of C in Cu, are obtained. In this case graphene growth is surface 

mediated and self-limiting (Fig. 2.19 b). 

 

 

(a) 

 

(b) 

 

Fig. 2. 19 Schematic representation of graphene mechanism growth (a) precipitation 
over Ni substrate and (b) adsorption over Cu substrate. The growth mechanisms 
have been studied by the use of two different carbon isotopes 12C 13C [84]. 
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Basically, the CVD process relies on carbon saturation of a transition 

metal during the exposure to a hydrocarbon 

catalyst substrate is put into a chamber 

carrier gases, the sample is gradually heated till the growth temperature

reaches approximately 1000 °C according to the substrate type.

high temperature, the carbon atoms decompose from hydrocarbons and 

nucleate on the catalyst substrate. 

atmosphere down to room temperature,

multiple layers (Fig. 2.20 a) [86].  

It is fundamental to control the syntheti

for examples catalysts, temperature, gas composition, gas flow rate, 

deposition time as well as heating and cooling 

experimental parameters is reported in Fig. 2.20 b.

(a) 

(b) 

Fig. 2. 20 Sketch of CVD system. (b) Time dependence of experimental parameters:
temperature, pressure and composition/flow rate 
(CH4) in hydrogen (H2) flow [83]. 

based materials in sensing applications 

process relies on carbon saturation of a transition 

metal during the exposure to a hydrocarbon source at high temperature. The 

into a chamber where, under a continuous flow of 

carrier gases, the sample is gradually heated till the growth temperature 

1000 °C according to the substrate type. Due to the 

arbon atoms decompose from hydrocarbons and 

e on the catalyst substrate. The rapid cooling of the substrate in inert 

down to room temperature, is critical in suppressing formation of 

 

to control the synthetic graphene by its parameters, 

for examples catalysts, temperature, gas composition, gas flow rate, 

deposition time as well as heating and cooling rate. Time dependence of 

experimental parameters is reported in Fig. 2.20 b. 

 

 

. (b) Time dependence of experimental parameters: 
, pressure and composition/flow rate for graphene growth by methane 
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Compared to other graphene synthesis processes, as previously 

reported, CVD growth on metal substrates has the distinct advantage of being 

able to provide very large-area graphene films of good crystalline quality and 

more easily transferrable to other substrates.  

 

2.4.6 Transfer methods 

The transfer of CVD graphene is a crucial process which can affect the 

quality of the transferred films and compromise their application in devices. 

Indeed, the removal and transfer process from the growth substrate to a more 

useful one is a critical step since it can provoke damages or cracks, resulting in 

discontinuous graphene films.  

Several transfer processes have been developed and can be mainly 

classified as wet, when graphene is in contact with a liquid, or dry, when one 

face of graphene is protected from contacting any liquid, while the other is 

typically in contact with a polymer, eventually removed by solvents.  

The standard established transfer procedure for CVD graphene grown 

on copper foil is based on a protective layer of Poly-methyl methacrylate 

(PMMA), typically used in the silicon industry.  

Basically, a thin layer of PMMA is spin-coated on the graphene/copper 

substrate, then chemical etching of the copper substrate is performed. 

Graphene film is transferred to a clean bath of deionized water for rinsing 

and finally transferred to the substrate of interest (e.g., SiO2/Si wafer). In 

order to remove PMMA, wash-off in acetone and thermal treatment is always 

performed. A sketch of the process is reported in Fig. 2.21. 

Even if it has been recognized as the better transfer technique, this 

process is still far from ideal. In fact, despite PMMA removal, some residues 

were observed to remain adsorbed on graphene inducing defects and 

affecting its electronic properties [87]. 

Recently, a very efficient transfer method has been reported [88], based 

on the use of Cyclododecane (C12H24), a non-toxic and eco-friendly organic 

compound. Cyclododecane can be spin coated on graphene, and after 

assisting the wet etching of the copper catalyst, it completely sublimates at 

ambient conditions providing a clean means of transferring atomic-thick 
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films, without introducing unwanted contaminants and thus not requiring any 

further restoring process [88]. Thus, it can be considered an eco-friendly 

process since it does not require the use of solvents for its removal and it can 

be in principle recovered after the process. The transfer method results 

simple, effective and capable of maintaining intact the intrinsic features of 

graphene films, in terms of both properties and defects. The well-established 

method is currently used in place of the standard reported ones [82]. 

 

Fig. 2. 21 Sketch of the PMMA transfer method for CVD graphene. 
 

2.4.7 Carbon nanotube synthesis 

As regards carbon nanotubes synthesis, the three main techniques able 

to produce high quality CNT are: electric arc discharge, laser ablation and 

chemical vapor deposition.  

Laser ablation and arc-discharge are modified physical vapor deposition 

techniques and involve the condensation of hot gaseous carbon atoms 

generated from the evaporation of solid carbon. Arc discharge belongs to the 

methods that use higher temperatures (above 1700 °C) for CNT synthesis 

which usually causes the growth of CNT with fewer structural defects in 

comparison with other techniques.  

Laser ablation is one of the best methods to grow CNT with high-

quality and high-purity. In this method the principles and mechanisms are 

similar to the arc discharge with the difference that the energy is provided by 

a laser hitting a graphite pellet containing catalyst materials.  
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In arc-discharge and laser ablation methods, although high quality 

materials can be produced, the high temperatures employed for evaporating 

carbon atoms from solid carbon sources (over 3000 K) make them difficult to 

scale up in a cost efficient way, besides being accompanied by other forms of 

carbon difficult and expensive to eliminate. 

In that sense, much attention is given to the chemical vapor deposition 

(CVD) of hydrocarbons over metal catalysts. CVD has been extensively used 

in the past to produce different forms of carbon filaments and fibers and is 

being applied for the production of both single and multi-walled carbon 

nanotubes in the gram scale and at low cost [89]. 

It is based on the same technique used for graphene growth. Obviously, 

the operating conditions are slight different, especially in terms of growth 

time, longer in this case, of catalysts, also in powder form, and cooling time, 

not so restricted as in graphene case.  

Anyway, as well as for graphene, the growth mechanism of the CVD 

process needs to be optimized. The main reason lies in the fact that many 

different variables of the synthesis process (like metal catalyst, catalyst 

support, flow rates, hydrocarbon source and concentration, temperature and 

time, among others) can have great influence on the final product.  

 

 

2.5 Characterization techniques of low dimensional carbon 
materials 

Several techniques are usually employed for carbon-based materials 

characterization. Among these, the most commonly used is Raman 

spectroscopy. It is the principal tool used to investigate the vibrational 

dynamics of carbon materials and to provide structural characterization. It is 

recognized to be unambiguously able to provide the fingerprint of the carbon 

materials as well as that of all the other Raman active materials.  

Other supporting characterizations, that will be discussed in the 

following, are the electron microscopy techniques such as Scanning Electron 

Microscopy (SEM) and Transmission Electron Microscopy (TEM), based on 

the use of electron beams to examine samples, and X-ray diffraction (XRD). 
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SEM and TEM, working in scanning or transmission conditions, can be 

considered complementary techniques. In such a way, different information 

on sample morphology can be extrapolated. Moreover different magnification 

ranges are also covered. XRD is instead able to provide phase identification 

of crystalline solids. 

 

2.5.1 Raman spectroscopy 

The Raman phenomenon was detected in 1928 by the Indian physicists 

Raman and Krishnan [90]. The basics of the Raman scattering can be 

explained using classical and quantum mechanical theories. Both formulations 

are based on the idea that the origin of scattered radiation is considered to be 

the oscillating electric dipole moments induced in a molecule by the 

electromagnetic fields of the incident light waves [91]. 

In the classical approach, the incoming electromagnetic radiation can be 

described by a sinusoidal plane electromagnetic wave. The oscillating electric 

field (Eq. 2.14 ) induces in a molecule a dipole moment (Eq. 2.15 ): 

 
 � = �" cos 2S T"U (2. 14) 

 
 V = α� = α �" cos 2S T"U (2. 15) 

 
where T" is the oscillation frequency of the electric field and α is the 

polarizability of the molecule. The polarizability of a vibrating molecule is not 

a constant since it depends upon the molecular conformation which changes 

with the displacements of the nuclei during the vibrations. Let 

)2cos()( tqtq vibro πν=  be the variation of the nuclear distance during a 

vibration at frequency vibrν  , q0 being the maximum variation.  

Although the variation law of α(t) is not known, it can be approximated at the 

first order as: 

 W = W" + �<W<X�" X + ⋯ (2. 16) 
 

where α0 is the polarizability of the molecule in the equilibrium geometry and 

the second term represents the polarizability change due to the molecular 

vibration. 
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The classical theory of electromagnetism states that an electric dipole 

oscillating at frequency ν emits e.m. radiation at the same frequency and with 

an intensity given by: 
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By considering the change of α due to a molecular vibration, it is 

possible to obtain the expression of the oscillating dipole (Eq. 2.19) and the 

emitted intensity (Eq. 2.20): 
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An oscillating dipole moment emits therefore with the frequency of the 

incident field (Rayleigh scattering) and in phase with it. In addition, the 

molecule radiates with two frequencies that are modulated by the frequency 

of the excited normal vibration and phase shifted (Raman scattering). The 

Raman scattered light has a lower frequency than the incident light (Stokes-
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Raman scattering) or a higher frequency (anti-Stokes Raman scattering) and 

are in both case incoherent because of the phase factor [91]. 

In the spectrum of the scattered radiation, the new frequencies are 

termed Raman lines, or bands, and are said to constitute a Raman spectrum, 

as depicted in Fig. 2.22, where the typical recorded Raman spectrum of 

carbon tetrachloride (CCl4) is reported.  

The patterns of bands observed in the spectra are entirely consistent 

with the classical theory. The spectra also show that Rayleigh scattering is 

much more intense than Raman scattering, and that Stokes Raman scattering 

is more intense than anti-Stokes Raman scattering with the ratio of the 

intensity of anti-Stokes to Stokes Raman scattering dependent on TZ[\ . 

 

Fig. 2. 22 Raman spectrum of carbon tetrachloride showing Rayleigh, Stokes and 
anti-Stokes Raman bands. 

 

One of the failures of the classical theory is that the ratio of the Stokes 

and anti-Stokes intensities should theoretically be <1: 
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Actually, as experimentally shown it is not correct since Stokes Raman 

scattering is more intense than the anti-Stokes Raman scattering. The 

quantum theory of the Raman scattering overcomes this problem. 

The inelastic scattering (Raman scattering) of monochromatic light 

generated from a laser source, usually in the visible range, is considered. 
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When the photons of laser light interacts with the molecules of a sample, 

different types of energy exchange can happen. If the collisions are perfectly 

elastic, the scattered light will have the same frequency of the incident 

radiation, the so-called Rayleigh scattering. If the collision is inelastic, 

molecules will gain or lose amounts of energy, thus frequencies below or 

above that of the incident laser beam will be detected. Radiation scattered at 

higher frequency is referred to as ‘anti-Stokes’ radiation, while at lower 

frequency is known as ‘Stokes’ [92]. If the scattered photon has less energy 

than the incident photon, then the molecule is excited to a higher-energy level 

(Fig. 2.23). This corresponds to the Stokes process and typically corresponds 

to the excitation of the molecule from the vibrational ground state to the first 

excited state. If, on the contrary, the scattered photon has more energy than 

the incident photon, then the molecule has relaxed from an excited 

vibrational state to its ground state. This corresponds to the anti-Stokes 

process. In order for an anti-Stokes process to take place, the system must be 

in an excited vibrational state in the first place. In typical conditions, this may 

only occur through thermal excitation and this implies that the anti-Stokes 

signal depends at equilibrium on temperature. 

In the quantum mechanical model the intensity depends on the 

occupation of the initial state. This is determined by the Boltzmann 

distribution. Thus the intensity ratio is dependent on temperature T as: 

 






 ∆−
−
+=

−
+=−

kT

E

N

N

I

I

vibo

vibo

vibo

vibo

Stokes

Stokesanti exp
)(

)('

)(

)(
4

4

4

4

νν
νν

νν
νν

 (2. 22) 
 

 
where N and N’ are the number of molecules in the ground and excited 

states. 

Usually Raman measurements are performed considering only Stokes 

lines. In fact, since the anti-Stokes lines are due to the scattering from 

molecules in excited states, the intensity of the anti-Stokes lines is 

considerably lower than Stokes lines due to scattering from molecules in the 

ground state, simply because of the lower population of the excited states 

with respect to ground state, according to the Boltzmann statistics.  
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The vibrational frequency depends on the binding strength and is a 

characteristics of the molecule. Thus the shift in frequency of the scattered 

light from a given material is unique and gives information about the 

vibrational modes of the molecules, resulting in an unambiguous 

identification of the sample. 

 

Fig. 2. 23 Schematic representation of quantum energy transitions for Rayleigh and 
Raman scattering. 
 

Typical experiment consists in a sample being illuminated with a laser 

beam. Back-scattered radiation is collected with an objective lens and sent 

through a monochromator. The wavelength corresponding to the Rayleigh 

scattering is filtered out, while the remaining light is dispersed onto a 

diffraction grating. The intensity of the shifted light versus frequency results 

in a Raman spectrum of the sample. Generally, Raman band positions will lie 

at the frequencies corresponding to the energy levels of the vibrations of 

different functional groups. Rayleigh band lies at 0 cm-1.  

The interpretation of the Raman spectra of carbonaceous materials has 

been widely discussed in the literature with studies covering a wide range of 

carbon structures [93, 94, 95]. As for the interpretation of the Raman spectra, 

an understanding of the phonon dispersion is essential. Therefore, by 

considering the interaction of the lattice vibrations with the electromagnetic 

radiation, we can gain insight into the Raman spectra of the crystals [96, 97]. 

Considering a diatomic linear lattice as shown in Fig. 2.24, the mass of the 

atoms are taken as M1 and M2 , respectively. The lattice spacing is 2a.  
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Fig. 2. 24 Diatomic linear lattice with M1 and M2 atoms mass and lattice spacing 2a. 

 
If it is assumed nearest neighbor interaction only, by imposing the 

periodic boundary conditions, the solutions of motion equations are: 
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with C the force constant between adjacent atoms. The equation gives the 

relationship between Ω and k, called the dispersion relation Ω = Ω(k). For 

each wave vector k two Ω values are obtained (Fig. 2.25). The solution 

corresponding to the plus sign is called the optical branch. It can be shown 

that for transverse displacements of the particles at k= 0, the two atoms 

vibrate against each other with a fixed center of mass. This shows that the 

two atoms of masses M1 and M2 move in the opposite directions. If these 

atoms carried charges of opposite sign, this type of vibration could be excited 

by an optical field and hence the name optical branch. The solution 

corresponding to the minus sign is called the acoustical branch and has the 

characteristic of being linearly proportional to k for small k values [96]. In 

general, electromagnetic waves propagating within the crystal will interact 

only with lattice vibrations of the same wavelength and frequency.  

 

Fig. 2. 25 Dispersion curve in biatomic crystal. Optical and acoustical branches are 
shown. 
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The above discussion can be extended to the case of more than two 

atoms per unit cell. For p atoms in the primitive cell there will be 3p 

equations of motion. Three equations will correspond to the acoustical 

modes. The remaining 3(p - 1) modes will each have a nonzero frequency in 

the long wavelength limit and are the optical modes [96].  

Since the unit cell of monolayer graphene contains two carbon atoms, 

A and B, there are six phonon dispersion bands, in which three are acoustic 

branches (A) and the other three are optic (O) phonon branches [95] (Fig. 

2.26). Specifically, for one acoustic branch (A) and one optic (O) phonon 

branch, the atomic vibrations are perpendicular to the graphene plane, and 

they correspond to the out-of plane (o) phonon modes. For two acoustic and 

two optic phonon branches, the vibrations are in-plane (i) [95]. Generally, the 

phonon modes are classified as longitudinal (L) or transverse (T) according to 

vibrations parallel with the A-B carbon-carbon directions or perpendicular to 

it. Therefore, as shown in Fig. 2.26, along the high symmetry ΓM and ΓK 

directions, the six phonon dispersion curves are assigned to LO, iTO, oTO, 

LA, iTA, and oTA phonon modes [95]. 

 

Fig. 2. 26 phonon dispersion relation of graphene showing the iLO, iTO, oTO, iLA, 
iTA and oTA phonon branches [95]. 
 

In the inelastic scattering of light in a crystal, an incident photon of 

wave vector ki and frequency ωi is widespread in the direction determined by 

the wave vector ks. The frequency of the scattered photon changes to a new 

value ωs, as a phonon lattice (wave vector qj and frequency Ωj) is created or 
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destroyed. The conservation conditions for Raman scattering are the energy 

(Eq. 2.24) and momentum conservation (Eq. 2.25): 

 
jsi Ω±= hhh ωω  (2. 24) 

 
 

jsi qkk hhh ±=  (2. 25) 
 

The number of emitted phonons before relaxation of the lattice can be 

one, two, and so on, respectively, one-phonon, two-phonon and multi-

phonon Raman processes. The order of a scattering event is defined as its 

number in the sequence of the total scattering events, including elastic 

scattering by an imperfection (such as a defect or edge) of the crystal. The 

lowest order process is the first-order Raman scattering process which gives 

Raman spectra involving one-phonon emission [69].  

The most prominent features in the Raman spectra of graphene are the 

G peak appearing at 1582 cm−1 and the 2D peak at about 2700 cm−1. In the 

case of disordered samples, or at the sample edges, the disorder-induced D-

peak is also detected around 1350 cm−1.  

The activation mechanism of the peaks is schematically shown in Fig. 

2.27. 

 

Fig. 2. 27 Role of the electron dispersion (Dirac cones, shown by solid black lines) 
in Raman scattering: (a) intravalley one-phonon G peak, (b) defect-assisted 
intravalley one-phonon D peak, (c) intravalley two-phonon 2D peak, (d) defect 
assisted intervalley one-phonon D’ peak, (e) intervalley two-phonon 2D’ peak. 
Vertical solid arrows represent interband transitions accompanied by photon 
absorption (upward arrows) or emission (downward arrows) [98]. 
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In detail, the G peak is associated with the doubly degenerate (iTO and 

LO) phonon mode (E2g symmetry, due to the bond stretching of all pairs of 

sp2 atoms in both rings and chains, Fig. 2.28) at the Brillouin zone center. In 

fact, the G-band is the only band coming from a normal first order Raman 

scattering process in graphene [95, 99].  

D peak is due to the A1g breathing mode of six-atom rings (Fig. 2.28) 

and is not Raman active for pristine graphene, but can be activated when 

symmetry is broken by structural disorder, as edges or defects. It originates 

from a second order process involving one iTO phonons and one defect 

around K [95]. The two scattering processes consist of one elastic scattering 

event by defects of the crystal and one inelastic scattering event by emitting or 

absorbing a phonon.  

 

Fig. 2. 28 Carbon motions in the G modes namely E2g and D modes namely A1g 
[93]. 

 

The 2D peak, approximately twice of the D band frequency, originates 

from a second-order process too, involving two iTO phonons near the K 

point [95]. The two involved phonons give rise to inelastic scattering events. 

This double resonance mechanism is an inter-valley process that connects 

points in circles around nonequivalent K and K’ points in the first Brillouin 

zone of graphene. 

A weaker feature can be also detected, namely D’, centered roughly at 

1620 cm-1. The double resonance process responsible for the D’ band is an 

intra-valley process, since it connects two points belonging to the same circle 

around the K or K’ point. Finally, 2D' peak is the second order of D' peak.  

The typical graphene Raman spectrum is shown in Fig. 2.29. 

The D to G relative intensity (ID/IG) commonly monitors the density of 

lattice defects in nanocarbons. Information about the number of graphene 
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layers (nGL) can be deduced from shape and relative intensity of the 2D-peak 

(Fig. 2.30) [95]. In graphene produced by micro-mechanical cleavage of bulk 

graphite, a single Lorentzian component well reproduces the 2D peak of 

single-layer (1L) graphene, whereas four Lorentzian components are needed 

in case of bi-layer (2L) graphene. Raman spectrum of multi-layer graphene 

(nGL > 5) is hardly distinguishable from that of bulk graphite [95].  

 

Fig. 2. 29 Typical Raman spectrum of graphene showing the main Raman features, 
the D, G and 2D bands.  
 

 

Fig. 2. 30 Evolution of 2D Raman band with the number of graphene layers: 1-LG, 
2-LG, 3-LG, 4-LG and HOPG [95].  
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In CVD graphene, the shape difference of the 2D-peak for one or 

more than one layer could be not as clear as in exfoliated graphene, due to the 

lower electronic coupling between layers with not-ordered stacking. A narrow 

Lorentzian line (~30–40 cm−1) can be used to fit the 2D-peak of both 1L and 

2L CVD graphene, while for nGL ≥ 3 the width of 2D (Lorentzian) peak 

increase up to ~70 cm−1. The 2D to G intensity ratio (I2D/IG) is used as a 

qualitative parameter to evidence the presence of very few graphene layers, 

being in this case I2D/IG >1. 

Typical carbon nanotubes spectra resemble, for a lot of aspects, those 

of graphite. For example, G-band frequency and line shape are comparable to 

those of the E2g phonon of graphite. The line width is, however, not a reliable 

criterion to distinguish CNT from graphite, since the line width may be 

affected by a number of factors such as tube diameter. In carbon nanotubes 

spectra D-band is around 1350 cm-1; a group of peaks in the 1550–1600 cm-1 

range constitutes the G-band and the peak around 2600 cm-1 is the 2D mode 

[69], as shown in Fig. 2.31.  

 

Fig. 2. 31 Typical Raman spectrum of MWNT. D, G and 2D band are shown [100]. 
 

In addition, it is known that some differences arise whether carbon 

nanotubes are single- or multi-walled nanotubes. Mainly, a low-frequency 

peak (<200 cm-1), assigned to the A1g symmetry radial breathing mode (RBM), 

depending only on the tube diameter, is the typical signature of a single 

walled. The D-band is known to be decomposed into two bands whose 
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separation depends upon the incident laser energy and G-band is clearly split 

into two bands in SWNT . Undoubtedly, the D/G intensity ratio (ID/IG) 

represents the most commonly used graphitization index. Thus, it monitors 

the amount of structural defects. The 2D/G intensity ratio (I2D/IG) is 

regarded as a long-range order indicator. As a result, the 2D/D intensity ratio 

(I2D/ID) is quite sensitive to the overall crystalline quality of the graphitic 

network and enhances with increasing mean inter-defect distance and/or 

long-range ordering (i.e. with increasing G/D and/or 2D/G ratios, 

respectively) [101].  

 

2.5.2 Transmission Electron Microscopy 

The transmission electron microscopy is a very powerful technique 

based on the interaction of a sample with a high energy beam of electrons, 

transmitted through it. This interaction can be used to observe features such 

as the crystal structures, dislocations and grain boundaries as well as chemical 

compositions of samples. High Resolution TEM (HRTEM) and Energy 

Dispersive X-ray spectroscopy (EDX) are particular TEM analysis used for 

this purpose. TEM microscopy operates on the same basic principles as the 

light microscope unless it makes use of electrons. Since the wavelength of 

electrons is much smaller than that of light, it can reveal the finest details as 

small as individual atom. The beam of electrons, generated from an electron 

gun, is accelerated through a high voltage up to 200 kV, necessary to 

penetrate the specimen. It is then focused into a thin coherent beam by the 

use of appropriate lens over the sample and transmitted depending upon 

sample thickness and its transparency to the e-beam. The transmitted beam is 

focused by the objective lens into an image on a charge coupled device 

(CCD) camera. The image then passed down through a number of lenses and 

is finally enlarged to the desired magnification. 

Darker areas of the image represent those areas of the sample in which 

transmission of fewer electrons occurs and on the contrary lighter areas of the 

image represent the areas of the sample where electrons are mainly 

transmitted through. Typical TEM images of both graphene and carbon 

nanotubes are shown in Fig. 2.32. 
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(a) (b) 

Fig. 2. 32 TEM micrographs of (a) graphene [80] and (b) carbon nanotubes [102]. 
 

2.5.3 Scanning Electron Microscopy 

A scanning electron microscope consists of an electron optical column, 

where a beam of electrons is generated by a suitable source, typically a 

tungsten filament, and accelerated through a high voltage between 20 and 60 

kV. The electron beam is focused into a fine spot on the sample surface 

through appropriate lenses. This beam is scanned in a rectangular raster over 

the specimen and the intensities of various signals created by interactions 

between the beam electrons and the specimen are measured and mapped as 

variations in brightness on the image display. These signals include secondary 

electrons and backscattered electrons, mainly used to produce SEM images 

since vary with the morphology and topography of the sample surface, and X-

rays radiations that can be used for elemental analysis. 

The analysis can reveal information about sample including external 

morphology, chemical composition, and crystalline structure. Typical SEM 

images of both graphene and carbon nanotubes are shown in Fig. 2.33. 

 

(a) (b) 

Fig. 2. 33 SEM micrographs of (a) graphene [103] and (b) carbon nanotubes [100]. 

10 nm 
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Both SEM and TEM are generally coupled with Energy-dispersive X-

ray spectroscopy (EDX), an analytical technique used for the elemental 

analysis or chemical characterization of a sample. It relies on the investigation 

of the interaction of X-rays with the sample. Its characterization capabilities 

are due in large part to the fundamental principle that each element has a 

unique atomic structure allowing unique set of peaks on its X-ray spectrum. 

To stimulate the emission of characteristic X-rays from a specimen, a beam of 

X-rays is focused into the sample. The incident beam may excite an electron 

in an inner shell, ejecting it from the shell while creating an electron hole. An 

electron from an outer higher-energy shell then fills the hole, and the 

difference in energy between the higher energy shell and the lower energy 

shell may be released in the form of characteristic X emission. The number 

and energy of the X-rays emitted from a specimen can be measured by an 

energy-dispersive spectrometer. Thus the elemental composition of the 

sample is possible since the X-rays energy depends on the energy difference 

between the two shells and on the atomic structure of the element from 

which they are emitted. 

 

2.5.4 X-Ray Diffraction 

X-ray diffraction is an analytical technique mainly used for phase 

identification of crystalline solids. It is based on the interaction of X-radiation 

with matter, explained by Bragg’s Law: 

 
 2dsinθ=nλ (2. 26 ) 

 
where d is the distance between crystal planes layers, θ is the incident angle, n 

is an integer (the diffraction order) and λ is the incident wavelength (Fig. 

2.34). When the path difference is equal to any integer value of the 

wavelength, a constructive interference will occur.  

X-ray sources are the commonly used tubes, in which a tungsten 

filament, made incandescent by the passage of a current, is brought to a 

negative potential of 30-60 kV and emits electrons, which are directed, for 

effect of the electric field, to a target of pure metal (Cu, Cr, Fe, Co, etc.) 

acting as an anode. Copper is the most common target material, with 
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λKα(Cu)=1.5418 Å. Characteristic X-ray spectra are produced and directed 

onto the sample.  

  

Fig. 2. 34 Geometry for interference of a wave scattered from two planes separated 
by d spacing. 

 

Fig. 2. 35 Sketch of a typical XRD tube.  
 

Diffracted X-rays are then detected, processed and counted. By 

scanning the sample through a range of 2θ angles, all possible diffraction 

directions of the lattice can be obtained. The result is displayed in a 

diffractogram where the intensity of diffraction is reported versus the 2θ 

angle. Peaks can be unequivocally attribute allowing material identification, as 

in Fig. 2.36 where an XRD pattern of graphite powder is reported as an 

example. 

 

Fig. 2. 36 XRD pattern of graphite powder. 
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2.6 Synthesis and characterization of graphene  

 
Graphene synthesis was realized in collaboration with ENEA-Casaccia 

Research center. Chemical vapor deposition using different hydrocarbon 

sources was utilized as the growth technique. In particular, both gaseous and 

liquid precursors, methane (CH4) and ethanol (C2H5OH) were used. As 

previously described, the CVD system basically consists of a hot-wall tube 

furnace where the samples can be rapidly inserted and extracted from the hot 

zone. Carbon precursor is flown inside the quartz tube with Ar as carrier gas, 

at a pressure of few Pa. The growth is performed at high temperature, and a 

hydrogen flow is also added as it has been found necessary to obtain thin and 

highly-crystalline graphene films [81, 82, 80]. After the CVD process, the 

films are transferred onto Si/SiO2 (300nm) by using cyclododecane as 

support material during the copper etching, as previously discussed [88]. 

Different synthesis condition in terms of flows, pressures, 

temperatures, time and cooling were experimented on account of the desired 

graphene properties. For instance, the growth on different Cu substrates, 

electro-polished and unpolished, was investigated by varying a comprehensive 

range of process parameters, such as reaction time (600, 60 and 20 s) and 

temperature (1000 and 1070 °C), aiming at producing graphene films with 

optimal characteristics in view of their use in optoelectronic and photovoltaic 

applications. In particular, the best film properties in terms of sheet resistance 

versus optical transmittance were obtained at 1070°C for 600 s, for both 

kinds of surfaces. On unpolished copper, a sheet resistance of ~500 Ω/sq 

with an optical transmittance around 92-94% at 550 nm was obtained. On 

electro-polished copper instead, the films were always predominantly 

monolayer and showed a sheet resistance ≥ 1000 Ω/sq with a transmittance 

of 97.4%.  

Moreover, as shown by Raman spectra (Fig. 2.37 a), when electro-

polished copper foils were used as substrates, the resulting graphene was a 

monolayer with small grains, probably in the nanometer range. In fact, since 

the beginning of the growth, a highly defective monolayer graphene film 

seemed to form (IG/I2D<1). The IG/I2D ratio progressively decreased with 
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time while the bands narrowed, demonstrating the formation of a single layer. 

By contrast, on unpolished foils, the growth of a few-layer film was obtained 

(Fig. 2.37 b). It could be noticed that since the earliest stages of the growth 

process, the graphene film was multilayer (IG/I2D>1), but, as the time passed, 

the D band decreased and the G and 2D bands started progressively 

narrowing. Longer growth processes allowed the lattice defects to heal, 

making the film increasingly more crystalline. 

 

(a) 

 
(b) 
 
Fig. 2. 37 Raman spectra of graphene grown on (a) electro-polished and (b) 
unpolished Cu foil for 600, 60 and 20 s. Raman intensity ratio ID/IG and IG/I2D  are 
reported [81]. 
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The possibility to tailor graphene optical and electrical properties was 

further deepened by considering pyridine-CVD. Pyridine(C5H5N) is a liquid 

precursor similar to ethanol. The main difference between the two is that 

ethanol is generally used to make pristine graphene while pyridine can be used 

to form nitrogen-doped graphene. In fact, it is expected to lead to doped 

graphene by the insertion of nitrogen atoms in the growing carbon lattice, 

possibly improving the properties of graphene as a transparent conductive 

film. Again, different CVD parameters were considered and the resulting 

graphene was compared to the pristine one, grown by ethanol-CVD. 

The optical transmittance and electrical conductivity of the films were 

measured to evaluate their performance as transparent conductive electrodes. 

Graphene films grown by pyridine reached an electrical conductivity of 

14.3·105 S/m, higher than that reported in pristine graphene (10.4·105 S/m). A 

more detailed discussion can be found elsewhere [81, 82]. 

 

2.6.1 LPE graphene 

Graphene used as sensing material in the realized device was 

synthesized by Liquid Phase Exfoliation. This method, as previously 

mentioned, basically consists in the separation of the graphite planes by the 

sonication of graphite powder dispersed in a solvent. The mostly used 

solvents are not only expensive, but require also special care in handling due 

to their toxicity, as N-methyl-pyrrolidone (NMP) or Dimethylformamide 

(DMF). It has been therefore envisaged the possibility to use environmentally 

friendly solvents. Recently, the Enea Portici Research Center has successfully 

realized a green mixture of iso-propanol (IPA) and ultrapure water in 

volumetric ratios 1:5 with a surface tension value suitable to achieve the target 

value of ∼40 mN/m, characteristic of graphene [104]. The applied method 

not only resulted environmentally friendly and able to exfoliate graphite, but it 

was moreover demonstrated the reproducibility in yield of few layered 

graphene, whose flakes quality was comparable with those obtained using 

NMP. 

In order to synthesize graphene the procedure was reproduced [105]. In 

detail, a suspension was prepared by dispersing commercially available 
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graphite flakes (Natural Graphite) in the concentration of 2.5 mg/ml and 

sonicated in an ultrasonic bath for about 

Thereafter as to separate the unexfoliated graphite from the thinner flakes, a 

centrifugation process for 45 min at 1000 rpm was carried out 

LPE graphene was characteriz

techniques in order to obtain morphological, structural and electronic 

information. Dynamic light scattering (DLS) was used to

distribution profile of graphene flakes after the sonication process, result

resulting in a few hundred nanometers. Furthermore, the technique was also 

very useful to check the same size distribution profile even after weeks or 

months, in order to establish whether flakes in the solution were still 

separated or not. The main characte

Raman spectroscopy. Raman analysis could be performed after depositing 

few microliters of the feed solution onto Si wafers coated with SiO

(250 nm). Spectra have been recorded at room temperature using a HORIB

Scientific LabRAM HR Evolution Raman spectrometer with an integrated 

Olympus BX41 microscope (Fig. 2.38)

nm (2.33 eV) was focused on the sample surface using a X100 objective with 

a spot size of approximately 1 µm in d

mW) was used to minimize sample heating and possible damages. Because of 

possible surface inhomogeneity, spectra were recorded on different locations 

of the sample.  

Fig. 2. 38 HORIBA Scientific LabRAM HR Evolution Raman spectrometer 
(Optical Spectroscopy Laboratory - 
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graphite flakes (Natural Graphite) in the concentration of 2.5 mg/ml and 

bath for about 48 h with power set at about 40 W. 

to separate the unexfoliated graphite from the thinner flakes, a 

in at 1000 rpm was carried out [104].  

LPE graphene was characterized by means of complementary 

techniques in order to obtain morphological, structural and electronic 

Dynamic light scattering (DLS) was used to determine the size 

graphene flakes after the sonication process, resulted 

in a few hundred nanometers. Furthermore, the technique was also 

very useful to check the same size distribution profile even after weeks or 

months, in order to establish whether flakes in the solution were still 

separated or not. The main characterization was realized through micro-

Raman spectroscopy. Raman analysis could be performed after depositing 

few microliters of the feed solution onto Si wafers coated with SiO2 thin film 

. Spectra have been recorded at room temperature using a HORIBA 

Scientific LabRAM HR Evolution Raman spectrometer with an integrated 

(Fig. 2.38). Laser excitation wavelength of 532 

nm (2.33 eV) was focused on the sample surface using a X100 objective with 

a spot size of approximately 1 µm in diameter. Low laser power (below 1 

mW) was used to minimize sample heating and possible damages. Because of 

possible surface inhomogeneity, spectra were recorded on different locations 

 

LabRAM HR Evolution Raman spectrometer 
 Mediterranea University of Reggio Calabria). 
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Typical Raman spectrum for LPE graphene is shown in Fig. 2.39. For 

comparison purposes the graphite spectrum (black line) is shown too. Each 

peak, as previously discussed, has been opportunely assigned. 

 

Fig. 2. 39 Raman spectrum of the synthesized LPE graphene (blue line) compared 
with that of graphite. 
 

By the comparison of the two profiles, in terms of the rise of D (~1350 

cm-1) and D’ (~1620 cm-1) peaks, as well as the change of the 2D band 

(~2700 cm-1) shape proved the successful exfoliation of graphite. 

As regard the D and D’ peaks, it is well known that these bands are 

activated by defects [106]. Some authors proved that intensity ratio between 

D and D’ peak can be used to discriminate between sp3-defects, vacancy-like 

defects and boundaries. They found that the ID/ID’ ratio is maximum (~13) 

for defects associated with sp3 hybridization, it decreases for vacancy-like 

defects (~7) and reaches a minimum for boundary-like defects (~3.5). In the 

displayed Raman spectra the values of ID/ID’ are calculated up to 2.5, 

approximately compared to the boundary defects value [106]. Usually, the 

intensity ratio between D and G peak can be exploited to infer information 

on defects. For instance, acquired Raman spectra showed ID/IG ranging from 

0.5 up to 1, similar to the values reported in the literature, where the defect 

peaks are assigned to flake edges rather than other kind of defects [107]. 

Moreover, according to ID/IG ratio and sonication process time, it has been 

previously reported that defects are likely associated with the edges while the 
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bodies of the flakes are relatively defect free, proving the efficiency of the 

liquid phase exfoliation technique [108].  

The 2D band features are examined in Fig. 2.40 where graphite and 

exfoliated material are both shown. 

 

Fig. 2. 40 Lorentzian components of the 2D band of both LPE graphene and 
graphite. 

 

The 2D peak in bulk graphite consists of two Lorentzian components 

2D1 and 2D2, roughly 1/4 and 1/2 the height of the G peak, respectively [94]. 

As the number of graphene layers increases, the relative intensity of the 2D1 

peak significant decreases so that the Raman spectrum becomes hardly 

distinguishable from that of bulk graphite. On the contrary, as the number of 

graphene layers decreases, 2D1 peak intensity increases until it becomes, in 

general, the only component in single layer graphene. In this case, 2D band 

can be fitted with a single, sharp Lorentzian [94]. In the experimental case the 

evolution from graphite to few graphene layer is shown (Fig. 2.40). 

Transmission Electron Microscopy was further used in order to extract 

morphological information regarding the exfoliated material. TEM images 

have been recorded by a FEI TECNAI G12 Spirit-Twin operating at 120 kV. 

In order to prepare the sample, a drop of the graphene suspension was dried 

on the 400 mesh holey-carbon coated copper grid.  

TEM analysis proved the high degree of graphite exfoliation showing 

the presence of both single-layer and few-layer flakes, sometimes arranged in 

a nearly continuous film (Fig. 2.41). Moreover, the mean size of the flakes 
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resulted in the range of few hundred nanometers. The huge amount of edges 

in the films finally confirms the boundary-like nature of defects, as previously 

stated. 

 

Fig. 2. 41 TEM micrographs of LPE graphene. 

 

In summary, graphene was successfully exfoliated and showed a good 

structure for gas sensing applications. Indeed, defected graphene has been 

demonstrated to be more reactive towards molecules. It has been reported 

that gaseous analyte shows much stronger adsorption on the doped or 

defective graphene than that on the pristine graphene [109] Therefore, the 

micrometric dimensions of the flakes and, in turn, the presence of edges are 

very reactive and may represent anchor points for gas molecules to be 

detected.  

 

 

2.7 Synthesis and characterization of CNT-based sensing 
materials 

Carbon nanotubes are receiving a great deal of interest in the sensing 

field. Indeed, the high surface-to-volume ratio, high conductivity and 

mechanical stability make CNT very attractive for this kind of application. 

They can effectively be used as advanced miniaturized chemical sensors [74] 

since their electrical resistivitiy was found to change sensitively on exposure 

to gaseous ambient. Therefore, by monitoring the change in the conductance 

of nanotubes, the presence of potential gaseous analytes can be precisely 

detected. Moreover, CNT have also shown their potentiality towards liquid 

analytes, as in the electrochemical field. For instance, single- and multi-walled 
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carbon nanotubes together with other different nanocarbons, namely carbon 

black and dahlia-like carbon nanohorns, were investigated and tested as 

electrochemical devices, showing their potentiality in this sensing field [110] 

In addition, CNT can be synthesized in order to tailor their final 

properties and can be even functionalized to increase the interaction with 

analytes, thus changing their selectivity.  

 

2.7.1 Synthesis and characterization of CNT 

An attempt to grow carbon nanotubes on the gram scale with peculiar 

properties was carried out at the University of Messina (DIIECI). CNT were 

synthesized by chemical vapor deposition of methane (CH4) over a set of 

cobalt−molybdenum−magnesium catalysts.  

Basically, the effect of new bi-metallic and tri-metallic Co, Mg and Mo 

catalysts was studied in order to clarify the role played by the cobalt phase in 

the growth of carbon nanotubes by the catalytic chemical vapor deposition of 

CH4. An optimization of synthesis conditions for CNT large scale production 

was also performed. 

Bi-metallic cobalt-molybdenum (Co-Mo), cobalt-magnesium (Co-Mg) 

and magnesium-molybdenum (Mg-Mo) catalysts were synthesized by the sol–

gel method. Basically, metal nitrate precursors Mg(NO3)2·6H2O and/or 

Co(NO3)2·6H2O were mixed in a citric acid solution (3 g of citric acid in 10 

mL of H2O) and stirred until complete dilution was achieved. The solution 

was dried at 393 K into a foamy paste and then, in the case of catalysts 

containing molybdenum, was mixed with molybdenum powder. All the 

catalysts were calcined in static air at 1023 K for 5 h (Fig. 2.42 a,b,c). 

 

 

                   (a) (b)        (c) 

Fig. 2. 42 Detail of catalyst preparation: (a) foamy paste Co-Mg based, (b) mixture 
of the foamy paste with molybdenum powder, (c) calcined catalyst. 
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flow. Helium was then replaced by the mixture of CH

reaction was stopped after 30 min and the reactor was allowed to cool under 

flow. Afterwards, the solid was collected from the quartz boat and

characterized by several complementary techniques. 

43 Sketch of the CVD synthesis system. Detail of the s
 inside the quartz boat. 

 

The synthesized samples, featured by a sponge-like morphology, consist 

dimensional networks of dense bundles of straight 

interconnect exfoliated catalyst affording macroporosity

between them and entanglements of curly tubes. Results of the systematic 

investigation by multi-wavelength visible micro-Raman spectroscopy carried 

out in order to investigate the tensional states arising from the 

interconnections among CNT bundles allow evidencing the existence of a

correlation between the evolution of Raman spectral profiles

extent of strain suffered by CNT with changing network morphology.

and 2D-bands generally centered at 1326−1331 cm

, respectively, appeared remarkably downshifted with respect to the 

expected positions (1346 and 2692 cm−1). As shown in Fig. 2.44 a

if different energy in the visible range are considered. T
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were grown in a quartz tube placed in a horizontal furnace (Fig. 

uniformly spread as a thin layer in a 

temperature (1173 K) under 

the mixture of CH4 and H2. The 

allowed to cool under 

the solid was collected from the quartz boat and 

 

system. Detail of the synthesized carbon 

like morphology, consist 

networks of dense bundles of straight CNT, which 

ing macroporosity in the spaces 

Results of the systematic 

Raman spectroscopy carried 

investigate the tensional states arising from the 

bundles allow evidencing the existence of a 

correlation between the evolution of Raman spectral profiles and the different 

network morphology. Indeed, 

−1331 cm−1 and 2666−2670 

remarkably downshifted with respect to the 

shown in Fig. 2.44 a, the same 

are considered. The observed 
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downshifts was argued to be the effect of the tensile strain originating from 

the formation of interconnected CNT bundles (Fig. 2.44 b). 

(a)  

(b)  

 
Fig. 2. 44 (a) D- and 2D-band region of the spectra excited at different energy. The 
measured wavenumber positions (in cm−1) are reported together with the expected 
ones (in brackets). (b) SEM image of CNT sponge-like morphology [100]. 

 

The interest in these nanostructures is related to their huge potential in 

all applications that could benefit from macroporosity of the network and 

high reactivity, with which the strained CNTs are well-known to be endowed. 

The detailed results of this work can be find elsewhere [102, 100].  

 

2.7.2 Synthesis and characterization of ternary TiO2/CNT/Pt 
composites 

Metal oxide semiconductor gas sensor and electrochemical sensor were 

both realized by using an innovative ternary compound based on carbon 

nanotubes, titanium dioxide (TiO2) and platinum (Pt) nanoparticles. Their 
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combination result in a new performing material able to detect both gaseous 

and liquid analyte [111]. 

Titanium dioxide is a material widely used in most research and 

applicative fields due to its low cost, chemical inertness, non-toxicity, 

biocompatibility and eco-friendly nature. For example, TiO2 is increasingly 

utilized in catalysis, photo-catalysis, energy storage, solar energy conversion, 

electro-chemistry and sensing [112, 113, 114]. However, the wide band gap 

(3.2 eV and 3.0 eV for anatase and rutile, respectively) and low electric 

conductivity (≈ 10−12 S cm−1) of titania hinder its extensive use. Many efforts 

have been made to solve this problem combining TiO2 with conductive 

carbonaceous additives, such as activated carbon or CNT, in simple mixtures 

or as nanocomposite materials. Indeed, if the organic component is a good 

electrical conductor, the resulting composites can form a perfect integrated 

structure with a developed electron conductive network and shortened 

current transport paths, improving the poor electrical properties and charge 

transfer of pure metal oxides [19]. As for sensing applications, CNT appear as 

an ideal support due to their intrinsic electrical properties. 

Micro-emulsion (ME) and electro-spinning (ES), were both 

experimented in samples preparation. However, despite the easy of the 

implemented ES technique [115], the obtained samples showed poor 

characteristic in the sensing field in favor of better features in the optical field. 

Therefore, for the synthesis of this kind of samples, ME was just considered. 

This method is one of the most promising approaches to easily and rapidly 

prepare nanometer-sized particles and, more generally, materials with high 

specific superficial area. Granting an optimal dispersion of the active phase 

into the colloidal solution, it may represent a step forward with respect to the 

classical sol-gel (SG) technique. TiO2/CNT/Pt nanohybrids prepared by ME 

method, with their three-dimensional network texture, can be then an ideal 

platform for both chemical and electrochemical sensors.  

In order to prepare TiO2/CNT nanohybrids, commercial CNT (Helix 

Materials; nominal outer diameter: 10–30 nm; nominal length: 0.5–40 µm; 

purity: >95%) were firstly functionalized. In brief, as-received CNT (0.5 g) 

were dispersed in concentrated HNO3 (65%) and refluxed at 110°C for 18 h 
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under magnetic stirring (Fig. 2.45). They were then rinsed with distilled water 

until the pH of the solution was neutral, and finally dried at 80°C in vacuum 

oven.  

 

Fig. 2. 45 Carbon nanotubes functionalization system. 

  
Two TiO2/CNT nanohybrids with the same nominal composition were 

prepared. The two samples only differed for the order in which CNT were 

added to the solution during their preparation. In one case (sample ME-1), 

functionalized nanotubes (fCNT) were added to microemulsion AB leading 

to solution-ABC. In the other case (sample ME-2), fCNT were mixed with 

solution-B to give solution-BC, and only after this solution-A was added 

finally leading to solution-BCA (Fig. 2.46). Both solutions ABC and BCA 

were magnetically stirred for 2 h. After filtration, the precipitates were washed 

with distilled water and finally dried at 60°C in oven for a day.  

In order to obtain the crystalline form of the oxide, the three powder 

samples so prepared were calcined in air at 250°C for 2 h, and subsequently 

annealed in N2 at 500°C for 2 h. A portion of each of them was set aside for 

the analyses; the remaining parts were further processed for the platinum 

addition. Platinum (2 wt%) was loaded onto the samples by wetness 

impregnation (WI) technique. The precursor (platinum acetylacetonate) was 

dissolved in acetone and then added, drop by drop, to the powders. In order 

to promote the metal activation, Pt-loaded samples were annealed in 5% 

H2/N2 atmosphere at 200°C for 2 h. An additional CNT/Pt reference sample 

was further prepared following the same procedure. Codes and nominal 

composition of the synthesized samples are shown in Table 2.1. 
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Fig. 2. 46 Scheme of the experimental procedure utilized for the synthesis by micro-
emulsion method of (a) TiO2/CNT nanohybrids (b) ME-1 and (c) ME-2. (d) 
Subsequent wet impregnation step. 
 

Table. 2. 1 Codes and nominal composition of the synthesized samples. 

 

 
All the samples prepared were analyzed by means of a combination of 

complementary techniques, at the University of Messina. Their microstructure 

and crystalline phase of the oxide were investigated by micro-Raman 

spectroscopy (MRS). Raman scattering (excitation energy 2.33 eV) was 

measured in air at room temperature using a Horiba XploRA spectrometer 

equipped with a confocal microscope and Peltier cooled CCD. The 100X 

microscope objective lens was used. The use of a low laser power density 

prevented excessive heating of the samples and annealing effects. Spectra 

from several random positions on each specimen were collected on account 

of the possible spatial non-homogeneity of the samples.  

In the lower-frequency region of the spectra (Fig. 2.47 a) the features 

arising from titania vibration modes, both anatase and rutile, were detected 
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[116]. The comparison with reference library spectra reveals that, in the 

absence of CNT (sample ME-0), crystalline anatase-TiO2 is obtained. In the 

presence of CNT, instead, anatase (sample ME-1) or rutile (sample ME-2) can 

be formed depending on the details of the preparation procedure, while the 

subsequent addition of platinum (samples ME-0P, ME-1P and ME-2P) has 

no effect on the crystalline phase of the oxide (Fig 2.47 b).  

 

(a) (b) 
 
Fig. 2. 47 Micro-Raman spectra of the investigated materials. (a) TiO2 mode, (b) 
Csp2 region. 
 

Texture and morphology of nanohybrids were investigated using a 

Philips XL-30-FEI scanning electron microscope (operating voltage: 20 kV) 

equipped with an energy-dispersive x-ray spectrometer (EDX). Samples were 

placed over an aluminum stub covered by a silver print layer to increase the 

conductivity. SEM analysis reveals that samples ME-1P (Fig. 2.48 a) and ME-

2P (Fig. 2.48 b) exhibit different morphologies, confirming that the order in 

which CNT are added to the solution is a critical step.  

In sample ME-1P both large agglomerates and isolated grains of titania 

are observed on the CNT mat, while sample ME-2P looks spatially more 

homogeneous, CNT being decorated by smaller sized TiO2 particles. 

 



2.7    Synthesis and characterization of CNT-based sensing materials 

91 

 

                  (a)                       (b) 

Fig. 2.48 SEM micrographs of TiO2/CNTs/Pt nanohybrids. Images refer to 
samples ME-1P (a) and ME-2P(b). 

 

Finally, shape and size distribution were evaluated by transmission 

electron microscopy. Analyses were carried out with a JEOL JEM 2010 

electron microscope (LaB6 electron gun) operating at 200 kV, equipped by a 

Gatan 794 Multi-Scan cooled charge-coupled detector (CCD) camera for 

digital imaging. Samples were dispersed in isopropanol and sonicated; then a 

drop of each suspension was dried on the 400 mesh holey-carbon coated 

copper grid.  

 

(a) (b) 

 

(c) (d) 

Fig. 2.49 TEM micrographs of TiO2/CNT/Pt nanohybrids. Images refer to samples 
ME-1P (a,c) and ME-2P (b,d). Inset in (c) and (d) refer to Pt particles on samples 
ME-1P and ME-2P, respectively. 
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TEM analysis further shows that Pt particles in sample ME-1P (Fig. 

2.49 a-c) have bigger average size than in sample ME-2P (Fig. 2.49 b-d).  

In order to explain the different microstructures and morphologies 

observed in the two samples, we should consider that functional groups 

introduced by the acid treatment on the surface of CNT are believed to act as 

anchoring sites for the titania particles [23]. Information on the occurrence of 

interfacial interaction between TiO2 and CNT, mediated by the number of 

functional groups and their nature and, more generally, on the microstructure 

of the samples, can be inferred by quantitatively analyzing the higher-

wavenumber region of MRS spectra, dominated by the bands associated to 

the Csp2 vibration modes. 

Functionalization brings about an increase of the structural disorder in 

the graphitic lattice ID/IG increases from 1.17 in as-received CNT up to 1.25 

in the chemically oxidized ones. An higher degree of structural disorder is also 

provide by attachment of the oxide particles, at the native defect sites or at 

the functional groups introduced on the CNT walls. Indeed, in sample ME-

1P ID/IG is found to rise up to 1.46; oppositely, in sample ME-2P it decreases 

down to 0.95. Inoue et al. interpreted the ID/IG lowering observed in TiO2-

fCNT composites prepared by SG technique as an evidence of the interaction 

between carbon nanotubes and nanostructured TiO2 [117]. They attributed 

the decrease to the suppression of the signal coming from the outer walls of 

CNT, chemically modified by the attached oxide molecules, with the inner 

unmodified tube walls only contributing to Raman intensity. Indeed, as 

known [93], only sp2-type lattice defects contribute to the D-band intensity. 

Thus, the changes in ID/IG presently observed would indicate that in the case 

of sample ME-1P the formation of TiO2/CNT nanohybrids involves an 

increase of the sp2-defect density such as bond-angle and bond-length 

distortions. Instead, in the case of sample ME-2P the density of sp2 lattice 

defects decreases, most probably in favor of that of the non-sp2 (possibly sp3) 

ones, and stronger oxide/nanotube interaction occurs. After chemical 

oxidation, the D- and G-bands slightly shift toward higher wavenumbers, 

from 1346.2 cm−1 and 1580.1 cm−1 in CNT to 1350.3 cm−1 to 1584.3 cm−1 in 

fCNT, respectively, as an effect of the electron transfer from graphitic lattice 
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to oxygenated moieties [118]. The electron-donor character of TiO2 over the 

carbon nanotubes causes the G-band to shift toward lower frequencies in 

TiO2/CNTs nanohybrids. In sample ME-2P the downshift is larger than in 

sample ME-1P, 1575.4 cm−1 against 1578.6 cm−1. This might indicate that 

electron transfer from the oxide to the graphitic lattice occurs to greater 

extent, confirming that interaction at the interface between oxide and 

nanotubes is stronger. 

It can be reasonably envisaged that when CNT are added to the micro-

emulsion utilized for the preparation of reference sample ME-0, the 

aggregation between oxide nanoparticles (NPs) is favored over the interaction 

with CNT. This leads to the formation of larger titania agglomerates, non-

homogeneous in size and spatial distribution, weakly interacting with the 

graphitic phase. Also the crystalline phase (anatase) is the same as in the 

absence of CNT. On the contrary, the addition of CNT before the onset of 

precipitation (sample ME-2) prevents the agglomeration of titania particles 

and favors their homogeneous dispersion over the graphitic mat. Smaller-

sized rutile particles are formed with good surface contact and interfacial 

interaction, as demonstrated by the changes in Raman spectral profile (ID/IG 

decrease and larger G band downshift). In addition as suggested by Hu et al. 

[119], the decrease of pH provoked by the addition of CNT to the 

microemulsion may be responsible for the formation of the different oxide 

phase, rutile rather than anatase. 
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3 

Chemical sensing devices 
 

 

 

Low dimensional carbon-based sensing devices will be presented in this chapter. First, the 

experimental activity, carried out at the Enea Portici Research Center and related to the 

design, fabrication and characterization of a Graphene/Silicon Schottky diode acting as an 

ammonia gas sensor, will be investigated in detail.  

Then, carbon nanotubes based sensors, MOS and electrochemical devices, will be considered. 

Their performance towards hydrogen and hydrogen peroxide will be discussed. 

 

 

3.1 Graphene/Silicon Schottky junction gas sensor  

Graphene-silicon Schottky diodes acting as gas sensors were fabricated 

and tested at the Enea Portici Research Center [105, 120]. The synthesis of 

the devices was entirely performed in clean room. The need for a clean 

process arises because dust particles in the air can settle on semiconductor 

wafers during devices fabrication causing defects, which result in circuit 

failure. 

The work consisted in several steps, namely the preparation of the 

silicon substrate, the realization of both the Ti/Pd/Ag cathode and Cr/Au 

anode, the transfer of graphene sensible material and finally the gas sensing 

test. The main steps followed for the preparation of the junction are reported 

in Fig. 3.1(a-d). 

The substrate used for the realization of the device was an n-type 

commercially available silicon wafer (phosphorus atoms concentration ≈5 

x1015 cm-3) with <111> orientation of the crystallographic surface, 100 mm 

diameter and 525 microns thickness. 
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Fig. 3. 1 Main steps of device realization: (a) Ti/Pd/Ag back contact on the silicon 
substrate; (b) SiO2 layer with exposed silicon window; (c) Cr/Au top contact; (d) 
LPE graphene layer.  

 

After the cleaning of the surface, the back ohmic contact was realized 

with a titanium/palladium/silver alloy. As reported in literature, titanium 

provides a low rate of recombination at the surface, palladium protects 

titanium from oxidation while the last layer of silver provides a low contact 

resistance and chemical resistance [121], the latter particularly suitable for gas 

sensors.  

Thin metal films deposition over semiconductor substrates is a basic 

process in the realization of electronic devices. It is commonly used to realize 

rectifying or ohmic contacts, to form thermal and chemical barrier coatings or 

to modify surface properties (as for reflectivity in optic applications). The 
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deposition process can be mainly classified into chemical vapor deposition 

(CVD) and physical vapor deposition (PVD). In CVD, the film growth takes 

place at high temperatures involving chemical reactions that usually lead to 

undesired products with the formation of possible impurities in the film. The 

PVD process is instead characterized by lower deposition temperatures 

without any kind of impurities even if deposition rates are slower. Among the 

available techniques, the electron beam physical vapour deposition was used. 

Metals deposition was realized by the Roth and Rau MS-600 e-beam 

evaporator (Fig. 3.2). 

 

Fig. 3. 2 Roth and Rau MS-600 e-beam evaporator (Enea Portici Research Center). 
 

Basically, an electron beam is generated from a filament and accelerated 

to a high kinetic energy by the combination of both magnetic and electric 

fields, within a vacuum environment (less than 10-7 mbar). The e-beam is 

directed towards the source materials, contained in particular crucibles 

characterized by both thermal and chemical compatibility with the process 

temperature and the evaporation materials, respectively. The thermal energy 

that is produced heats up the material causing it to sublimate. As soon as 

temperature and vacuum level are sufficiently high, the resulting vapor creates 

a coating on the substrate surfaces positioned above the evaporating 

materials. A schematic illustration of the e-beam evaporator is shown in Fig. 

3.3. 
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(a) 

 

(b) 

Fig. 3. 3 (a) Schematic representation of the e-beam evaporator; (b) Evaporator 
substrate holder. 
 

The three metals were loaded inside the e-beam evaporator. The 

possibility to load a number of crucibles with different metals allowed to 

preserve the vacuum conditions and to make the process faster, since 

materials evaporation could be carried out in sequence. The deposition 

parameters, growth rate and film thickness, were set for each metal and 

systematically checked during the deposition since their variation can 

negatively affect the final characteristics of the thin film. The film thickness 

was precisely monitored using a quartz micro balance which, upon the change 

in frequency of a quartz crystal resonator, measures the mass variation per 

unit area caused by the film deposition on the surface of the acoustic 
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resonator. The relation between the film thickness and material physical 

parameters is expressed as [122]: 

 
 ]H = − _̂`_ΔT`Hb_J  (3. 1) 

 
 
where ]H and `H are the evaporated film thickness and density, 

respectively; _̂ = ]_υd  is the frequency constant; ]_ , υd and  `_ are the 

quartz crystal thickness, resonant frequency and density, respectively; 

ΔT = be − b_ with be the system frequency after the evaporation process. 

Thickness values of 35 nm, 35 nm and 1000 nm were established for 

Ti, Pd and Ag, respectively. After the evaporation and condensation 

processes, a further heat treatment was carried out for 20 minutes at 350°C. 

Then, the wafer was opportunely cut into smaller pieces of 1.5-2 cm of 

side and further processing in order to create the insulating layer. Silicon 

dioxide (SiO2) was evaporated on the top of the structure. This deposition 

was masked to leave an area of exposed Si of 4x4 mm2 as cathode of the 

junction. To this purpose a layer of PDMS (Polydimethylsiloxane) was used 

as a mask tanks to its remarkable resistance to temperature, chemical attack 

and oxidation. PDMS was mixed with a liquid curing agent in the ratio 10:1. 

The mixture was maintained under vacuum and heated up to 100°C for 1 

hour. Then, it was uniformly spread on a substrate and cut to obtain the mask 

of appropriate size (4 mm side). The square mask was then placed in the 

centre of the silicon substrate pieces. Then, a 250 nm SiO2 thick layer was 

deposited at a low evaporation rate. After the evaporation process (the same 

as previously described for metals evaporation), the mask was removed 

leaving exposed the underlying Si substrate (Fig. 3.4 a-c). 

Successively, a second mask was applied to the substrates in order to 

create a metallic ring (Fig. 3.4 d-f). A wider PDMS mask of 6x6mm2  was used 

to cover the center of the structure again, whereas an hollow squared mask 

was used for the external region. Thereafter, 30 nm of chromium and 120 nm 

of gold were evaporated in sequence as previously explained. Chromium was 

used as interface layer, because of the lack of grip between Au and SiO2.  
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Fig. 3. 4 Schematic illustration of (a) silicon wafer, (b) PDMS mask 4 mm of side on 
the silicon substrate, (c) SiO2 layer surrounding the silicon window, (d) hollow 
squared and 6 mm of side PDMS masks on the substrate, (e) Cr-Au evaporated 
contact, (f) final device. 

 

Finally, the last step carried out to complete the devices was graphene 

transfer. In order to realize the interface junction between silicon and 

graphene, few microlitres of the realized graphene feed solution were drop-

casted on the base structures and let dry at room temperature (Fig. 3.5). 

Graphene covered simultaneously the top Au ring contact, determining an 

ohmic contact, and the silicon window, forming instead a rectifying contact.  

 

   

(a) (b) 
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(c) (d) 

Fig. 3. 5 Pictures of the different processing steps of devices: (a) samples placed on 
the evaporator dome, (b-c) intermediate stage of devices production, (d) example of 
a complete device. 

 

3.1.1 Electrical characterization 

After the characterization of the sensible material, already discussed in 

Chapter 2, electrical characterization of the device was performed too. As 

shown in the cross section of Fig. 3.6, the heterojunction was realized at the 

interface between graphene and silicon. Since the diode is not ideal, the 

considered equivalent circuit has a series resistance that takes into account all 

the circuit losses.  

      

Fig. 3. 6 Device cross section and equivalent circuit. 
 

The electrical characterization of graphene/Silicon Schottky diodes 

allows to evaluate the characteristic parameters such as series resistance Rs, 

ideality factor η and Schottky barrier height (SBH) ϕB and how graphene 

influences these parameters. Therefore, volt-amperometric (I-V) 

measurements were carried out to study the Schottky diode. Curves were 

registered with a Keithley 4200 SCS at room temperature between -4 V and 4 

V with a step of 0.1 V. The results are shown in Fig. 3.7 and Fig. 3.8, in linear 

and semi-logarithmic scale, respectively.  
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Fig. 3. 7 Current-voltage characteristic in linear scale. 

 
Fig. 3. 8 Current-voltage characteristic in semi-logarithmic scale. 

 

It is clearly shown that graphene/Si interface forms a rectifying junction 

with a current ratio between direct and reverse polarization of about 200 at 

±0.5 V. Moreover, it stands out that the rectifying behavior is maintained for 

about 2.5 decades, until the effect of the series resistance arises, deflecting the 

curve, for an applied voltage of about 0.8 V. Series resistance effect is also 

visible on the linear scale, where for the same voltage value the curve changes 

from an exponential to almost a straight line. 

It is well known that I-V characteristic can be easily use to extract 

junction parameters. In fact, by fitting the theoretical I–V equation, series 

resistance and the other Schottky parameters, ideality factor and barrier 

height, can be calculated. 
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By considering the linear behavior in the semi-logarithmic scale and 

using the method of Cheung [14], it is possible to refer to the following 

equation:  

 dV

d lnI
=RSI+

kT

q
η (3. 2) 

where I and V are the experimentally obtained data, k the Boltzmann 

constant, T the temperature and q the electron charge. The derivative was 

numerically calculated and the result is plotted versus the current. Finally the 

linear regression is carried out. The results are shown in Fig. 3.9, the data used 

were taken in a range from 0.2 V, able to satisfy the thermionic 

approximation criterion, and 0.7 V, limit value after which non ideality factors 

influence its form.  

 

Fig. 3. 9 Linear regression of dV/d ln(I) plotted towards current I, used to extract 
the graphene/Si Schottky junction parameters. 

 

The plot of Cheung shows an excellent linearity in this range with a 

correlation coefficient (R2) of 0.99941; the extracted coefficients are the slope 

b=44.43±0.48 and the intercept a=0.075± 0.00155, from which Rs and ϕB 

values are obtained:  

 RS=b=44.43 Ω 
 

(3. 3) 

 η=
qa

kT
=

0.075

0.026
=2.88 (3. 4) 

being kT/q=0.026 V for T=300K. 
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For a Schottky diode, the ideality factor provides a good indication on 

the validity of the thermionic model: a factor close to 1 indicates an almost 

ideal device, where contributions due to charge recombination are negligible 

with respect to the thermionic one. As far as graphene/semiconductors 

diodes, values of n even larger than 5 at 300 K have been observed [123] and 

discussed in the frame of the thermionic model so that the value of n= 2.9 

observed in the realized device, although suggesting an increasing relevant 

role of recombination effects, fully confirms, at the same time, the validity of 

the model used. 

Even if the Fermi level of graphene, and thus the SBH, is dependent on 

the voltage, in forward bias the variation is very small (in this case 0.6 V) so 

the effects of voltage dependence are relatively small.  

For the the SBH calculation equation 3.5 and 3.6 are used: 

 
 

H�I�=V- kT

q
η ln � I

AA*T2� 

 

(3. 5) 

 H�I�=RSI+ηϕB    (3. 6) 
 

where, V and I are the experimental data, T=300 K is the temperature, 

A*=112 A/(cm2 K2) is the effective Richardson constant and A=0.16 cm2 is 

the graphene/Si junction area. For calculations it is assumed that all the 

transferred graphene covered the silicon window and actually form the 

junction.  

From the experimental I-V data, H function can be calculated and 

plotted versus I (Fig. 3.10).  

The linear regression is carried out with the same range of values as 

before, showing again a great linearity value (R2=0.9981). The extracted 

parameters are the slope a=43.8±0.85 and the intercept 1.89±0.002, that give 

an additional Rs and ϕfvalues: 

 RS=b=43.8 Ω (3. 7) 
   
 ϕB=

a

η
=

1.89

2.88
=0.65 V (3. 8) 
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where for ϕf calculation the value extracts from the plot of Cheung was 

used. It can be also noticed that Rs value is congruent with that obtained from 

the plot of Cheung, showing the goodness of the measures.  

 

Fig. 3. 10 Linear regression of H function plotted towards current I used to extract 
the graphene/Schottky junction parameters. 

 

The obtained results were in good agreement with those calculated in 

literature. In particular, the reported Schottky barrier heights vary from 0.4 to 

0.8 eV [123, 124]. This large range of values is not contrasting since it is well 

known that the different production techniques (CVD, LPE etc) and transfer 

methods can induce doping in graphene. This results in a variation of the 

Fermi level and consequently of the SBH value too [8]. For instance, Chen et 

al. [123] studied graphene-silicon diodes with both n- and p-type silicon; SBH 

obtained from the I-V characteristic are 0.41 eV and 0.45 eV for n-Si and p-Si 

respectively, using junction areas in the order of tens of µm2. Even Tongay et 

al. [124] characterized a graphene-semiconductor junction based on various 

semiconductor types and using conventional I-V measurement obtained a 

value of SBH equal to 0.86 eV for a silicon substrate.  

Furthermore, the determination of SBH allows to extrapolate the 

graphene work function as: 

 ϕG=χ+ϕB (3. 9) 
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Thus, by considering the just calculated ϕf value, 0.65 eV, and be 

known that the silicon electron affinity is χ=4.05 V: ϕG=4.70 V. This value is 

slightly larger than the accepted value for pristine graphene, when its Fermi 

level is located at the Dirac point, approximately equal to ϕG=4.6V [124]. It 

is worth noting that graphene work function depends on the bias, reflecting a 

SBH that varies in turn with the diode biasing [125, 126]. More specifically, 

this value corresponds to a lowering of the Fermi level EF of around 0.1 eV 

reflecting a weak hole doping of the graphene in the forward bias region of 

the diode.  

 

3.1.2 Gas sensing test 

Graphene/Si Schottky diode was tested towards gaseous ammonia 

(NH3) sensing. As known, NH3 and nitrogen dioxide (NO2) embody the 

typical model of reducing and oxidant gases, respectively, so that they are 

frequently used to study and eventually predict the behavior of similar species. 

Moreover, as already pointed out, ammonia is among the widespread gas 

whose detection is of manifold interest. 

The Gas Sensor Characterization System (Kenosistec) used for the 

measurements consists of a stainless steel chamber of 40 cl volume made up 

of a fixed part and a mobile flange in which devices can be mounted and 

properly contacted with gold tips (Fig. 3.11). The fixed part of the chamber is 

connected with a gas system where a gas carrier, usually air or nitrogen, and 

various gas analytes are fluxed. A suitable electronic system (a DC generator 

and a Keithley 6485 picoamperometer) for measurements and a program for 

data acquisition, complete the experimental set-up.  

Thanks to the dedicated software program, the experimental 

conditions, voltage, humidity, gas concentration and time can be set. A typical 

experimental test involves some fundamental steps.  

Briefly, once the device is positioned inside the chamber and 

opportunely contacted (Fig. 3.12), a carrier gas flow is fluxed in order to 

stabilize the system and register a baseline.  
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Fig. 3. 11 Stainless steel chamber used for gas sensing test (Enea Portici Research 
Center). 
 

 
 

(a) (b) 

Fig. 3. 12 (a) Schematic view of the graphene/silicon Schottky device contacted with 
the tips on the mobile flange of the stainless steel chamber (b). 

 

Thereafter, under established humidity conditions, the device is 

exposed to a gas analyte for a preset time interval. Finally, the carrier gas is 

fluxed again into the chamber for a recovery process. 

In the performed experiments, the response of the analyte to the gas 

target (ammonia NH3) was obtained by reverse bias of the diode at -3V. 

Under this condition Rs effect was considered negligible. 

Test results of repeated cycles, carried out in real environmental 

conditions, i.e. at room temperature of 295 K and in presence of Relative 

Humidity (RH) set at 50%, are reported for different NH3 concentrations. In 

Fig. 3.13 the response of the device to a cyclic test of 200 minutes is shown.  
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Fig. 3. 13 Current signal after several cycles upon 2 min of exposure (grey 
rectangles) to different NH3 concentrations 10, 50, 100 and 200 ppm. 
 

First, wet air is fluxed as carrier gas for 30 minutes in order to promote 

the stabilization of the system. Then, the analyte gas, NH3, is fluxed into the 

test chamber for 2 minutes (grey rectangles in the graph) and alternated with 

the carrier gas, that is fluxed for 20 minutes between two consecutive 

measures for recovery purposes. Different analyte concentrations, namely 10, 

50, 100 and 200 ppm were tested. Both the increasing and decreasing 

concentrations effect is evaluated.  

Soon after switching on the gas injection, the device suddenly responds 

with a decrease of the current from the initial value I0 till to a minimum Imin. 

Turning off the NH3, the device spontaneously recovers to the initial value I0. 

Current variations show a good repeatability between two repeated cycles at 

the same concentration, as evidenced in Fig. 3.14.  

Low concentrations were further investigated. In Fig. 3.15 the results of 

repeated measurements at different NH3 concentrations of  10, 20, 30 and 40 

ppm are reported. After a baseline in wet air, the gas is fluxed into the test 

chamber and as soon as it is injected, the device suddenly responds with a 

decrease of  the current. Ammonia flow is kept constant for a longer time 

than before, 10 minutes, until a stable condition is achieved. Finally, after 

turning off  the NH3, roughly in 10 minutes the device spontaneously recovers 

to the initial value.  
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Fig. 3. 14 Current variation due to ammonia sensing for the increasing (10-50-100-
200 ppm) and decreasing (200-100-50-10 ppm) concentration cycles. 
 

Ammonia alters the device current even at small concentrations as low 

as 10 ppm. Furthermore, the sensor shows a spontaneous restoration that is 

reached in about 10 min after switching off the inlet of the gas, without the 

need to resort to recovering techniques, such as thermal annealing or 

exposure to UV radiation [43]. This, in turn, suggests that the device can be 

reliably used to detect very small ammonia concentrations in real 

environments. 

 

Fig. 3. 15 Device response at low NH3 concentrations (10, 20,30 and 40 ppm). The 
diode is reverse biased at -3 V, T=295 K and RH=50%. 
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A clear correlation between the response intensity (i.e. conductance 

relative change), and the analyte concentration can be extrapolated. It is 

known that exposure causes a charge transfer between graphene and NH3, 

inducing a change in the number of carriers, which in turn depends on the 

analyte concentration. When analyte interacts with the graphene-based 

heterojunction, there is a modulation of the Schottky barrier height, 

increasing or decreasing according to the analyte type [8]. In particular, being 

ammonia an electron donor type, the barrier height decreases as schematically 

depicted in Fig.3.16. 

 

Fig. 3. 16 Schematic band diagram of the graphene/n-Si interface with (a) pristine 
condition and (b) electron donor case (ammonia). EVAC, EC, ϕG, and ϕB indicate the 
vacuum energy, conduction band, graphene work function, and Schottky barrier 
height, respectively. 

 

It is therefore possible to derive a relation between the variation of the 

Fermi level in graphene and the analyte concentration (Fig. 3.17).  

Preliminarily, the barrier height value is estimated at -3V. As previously 

mentioned, the Fermi level in the graphene/Si junction, and thus the SBH, is 

dependent on the voltage, even if variations are very small in forward bias. 

Anyway, the exact value of the SBH at -3V was calculated using the Is 

measured at that voltage value: 

 
 ϕB(-3V)=

kT

q
ln � Is

AA*T2� =0.58 V (3. 10) 
 

 
This SBH provides a value for the graphene work function equal to 

ϕG=4,63 V. It shows that when the diode is reversed biased at -3 V graphene 

can be considered pristine or lightly n-type doped. 
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When the diode is exposed to NH3 concentration a minimum current 

value is measured: 

 
Imin=AA* exp �-q

ϕB(-3V)-∆ϕNH3

kT
� (3. 11) 

 
 

where ∆ϕNH3
 is the variation of SBH due to ammonia exposure. 

Considering now the variation of SBH ∆qϕNH3
 expressed in eV and 

combining the last two equations, it is possible to obtain the variation of the 

Fermi level: 

 
∆EF=∆qϕNH3

=kT ln �Imin

IS
� (3. 12) 

 
 

 

Fig. 3. 17 SBH variations versus NH3 concentration in the range 10-200 ppm 
(T=295 K and RH=50%). 

 

The SBH decrease was registered for each different ammonia 

concentration, showing that a major concentration results in a smallest SBH. 

In Table 3.1 the maximum and minimum current signals for a given NH3 

concentrations are reported together with the corresponding Fermi level 

variation. 

Theoretical findings are in accordance with provided experimental 

trend. Furthermore the device response shows a good repeatability, 

comparing different measurements, with the same analyte concentration. 
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Table 3.1 Current signals and Fermi level shift versus NH3 concentration at 295K 
and RH=50%. 

 
NH3 concentration I0 Imin ∆EF 

(ppm) (µA) (µA) (eV) 

10 106.2 105.4 -1.9E-4 

50 105.7 103.5 -5.3E-4 

100 106.7 103.8 -7.1E-4 

200 107.8 104.0 -9.1E-4 
 

Numerous twin devices were realized and tested in the same conditions. 

Measures have been periodically repeated after one weak and one month, 

showing comparable results in ammonia detection. For instance, the 

previously reported measure of Fig. 3.13 is here reported together with a 

second curve representing a measure carried out a month later (Fig. 3.18).   

 

Fig. 3. 18 Current signal after several cycles upon 2 min of exposure (grey 
rectangles) to different NH3 concentrations 10, 50, 100 and 200 ppm (blu curve) and 
current signal registered a month later under the same experimental conditions (red 
curve). 
 

The selectivity of these devices was also proved by performing the 

same sensing tests towards other different analytes, as NO2 and CO2. 

Actually, no appreciable modifications in the sensor response could be 

detected.  
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Therefore, an innovative application of graphene-based Schottky diode 

have been successfully tested. It should be highlighted that a remarkable 

current variation of the device at very low ammonia concentration was 

obtained operating in real environmental conditions and at room temperature. 

Indeed, even if similar devices have been reported in the literature, 

none of them was based on LPE graphene, as in this case, and no one was 

able to detect such low ammonia concentrations. In literature devices, 

graphene was prepared by chemical vapor deposition and showed the ability 

to detect NH3 in the range of few percent in dry environment only [127, 128]. 

 

 

3.2 CNT/TiO2/Pt metal oxide gas sensor  

Several fabrication methods have been reported in the production of 

metal oxide semiconductor sensors and many factors, such as sensible 

material, gas target and cost, should be considered in order to choose the best 

technique. In this case, metal oxide gas sensor devices were fabricated by 

means of a simple technique. Briefly, an aqueous paste of the CNT/TiO2/Pt 

nanohybrid composite previously described in Chapter 2, was prepared 

allowing for the subsequent deposition by painting of a thick film of the paste 

on a ceramic substrate. This consist of alumina, 6×3 mm2 sized, supplied with 

comb-like Pt-electrodes in front and a Pt-heater on the back, as shown in Fig. 

3.19 a. The complete device with the deposited sensible material is showed in 

Fig 3.19 b.  

 

Fig. 3. 19 (a) Ceramic substrate provided with comb-like Pt-electrodes in front and a 
Pt-heater on the back; (b) CNT/TiO2/Pt sample deposited on the ceramic substrate. 
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Sensing tests were carried out in the “Sensors Laboratory” of the 

University of Messina (DIIECI). A dedicated apparatus was composed of a 

stainless steel box, where the sensor was allocated (Fig. 3.20), connected to a 

Bronkhorst E700 gas controller and an Agilent E3632A power supply. Such an 

apparatus was interfaced with a personal computer, which allowed to set and 

control the working temperature, and to measure the resistance values of the 

sensors by means of an Agilent 34970A multimeter.  

Before carrying out the sensing tests, sensors were pre-treated in air, in 

order to stabilize the system and register a baseline. Then the sensor was 

maintained under hydrogen (H2)/air mixtures flow (100 ml/min), keeping H2 

concentrations beyond the lower explosive limit (around 4%).  

 

Fig. 3. 20 Stainless steel box and detail of the sample holder. 
 

Tests were performed at different gas concentrations (H2 0-4 %). The 

sensor response was given by 100·[(R–R0)/R0], where R0 and R are the 

resistances measured under gas carrier (baseline) and analyte/carrier flow, 

respectively. 

As described in detail in Chapter 2, two different CNT/TiO2/Pt hybrid 

materials, ME-1P and ME-2P, were realized by few modifications of the 

micro-emulsion synthesis process and tested for hydrogen monitoring in air. 

As discussed, samples showed different morphological and structural 

characteristics. In order to link such modifications to their gas sensing 

performances, they were both tested towards gas sensing in the same 

experimental conditions. 

Hydrogen sensors are of increasing importance due to the development 

and expanded use of H2 gas as an energy carrier. As H2 forms explosive 

atmospheres with air (the lower explosive level is 4% of H2 in air), the 
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development of H2 leak sensors is of great importance. Moreover, these 

sensors should also be able to detect hydrogen at temperatures as low as 

possible, near room temperature, so to reduce considerably the power 

consumption of the sensing devices. As already reported [22] the sensor 

response is found to increase with increasing operating temperature. 

Therefore sensors were tested from 25°C up to 200°C. In order to appreciate 

a clear response at the lowest possible temperature, 100°C was chosen as the 

operating temperature of the sensors. 

Fig. 3.21 displays the results of the hydrogen sensing tests. ME-1P and 

ME-2P sensors responses are compared towards low H2 concentrations. A 

good linearity is obtained in the explored concentration range and very slight 

differences are detected for the two samples. 

 

Fig. 3. 21 Results of sensing test carried out at 100°C.  
 

Responses are comparable to each other but more interestingly are also 

better to those previously recorded using CNT/TiO2/Pt nanohybrids 

prepared by sol-gel technique [129]. Indeed, a similar response was obtained 

under the same concentrations of H2 in air, but measurement had been 

carried out at higher operating temperature conditions (150°C). As already 

pointed out [23], formation of the more active anatase phase of the oxide, 

good surface contact and interfacial CNT/TiO2 interaction are beneficial for 

the sensor responsiveness. Thus, it is not surprising that samples ME-1P and 

ME-2P behave similarly because of the balance of competing effects. In 

sample ME-1P the formation of larger titania agglomerates, resulting in 
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diminished surface contact and weaker interaction with the nanotubes, 

reduces positive effects deriving from the formation of anatase phase. 

Oppositely, in sample ME-2P the formation of rutile partly limits benefits 

associated to the presence of smaller TiO2 agglomerates highly dispersed-on 

and strongly interacting-with the CNT. 

Therefore, conductometric sensing of low concentration of hydrogen in 

air by means of the synthesized materials appeared to be little influenced by 

the different morphological and structural features, when prepared within the 

same method. Indeed, it should be highlighted the effect of the different 

synthesis method with respect to the previously used SG technique, able to 

provide great improvement in the sensors performance. This in turn proves 

the importance of the synthesis techniques in tailoring materials features and 

devices characteristics. 

However, it should be also pointed out the prominent role of the 

synergic action among all the components of the nanohybrids. 

The working mechanism of the CNT/TiO2/Pt based sensor has been 

previously attributed to the synergistic action of the three components (CNT, 

TiO2 and Pt) of the nanohybrids. It has been explained in terms of quenching 

of the CNT conductance following the oxide mediated electron transfer from 

the metal. In particular, it has been hypothesized [23] that a Schottky barrier 

forms at the interface platinum/oxide owing to the electron transfer from 

TiO2 to Pt due to the higher value of the work function of the metal, φPt = 5.4 

eV, with respect to the electron affinity of TiO2, χTiO2 = 4.3 eV. In addition a 

n-/p-type hetero-junction can be assumed to form at the interface 

oxide/nanotubes, being χCNTs = 4.8 eV (Fig. 3.22 a, b).  

Platinum acts as a catalyst promoting the dissociation of the H2 

molecules that diffuse into the metallic matrix, according to a spill-over 

mechanism, hence lowering the work function of platinum, as sketched in 

Fig. 3.22 c. Activated hydrogen species then chemisorbed onto the TiO2 

surface acting as surface donors, with consequent e- transfer to the titania 

conduction band. The relative position of the CNT and TiO2 conduction 

band edge [23] allows for the transfer to the graphitic network of the 

electrons injected into the oxide. Such a process finally brings about a 
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reduction of the hole concentration in the CNT, thus causing the electrical 

resistance of the nanocomposite to increase. 

 

(a) 

 

(b) 

 

(c) 

 

Fig. 3.22 Qualitative band diagrams of (a) Pt, TiO2 (large gap n-type semiconductor) 
and CNTs (p-type semiconductor), and (b) Pt/TiO2/CNTs nanocomposites. (c) 
Sketch of the charge transfer from H2 accounting for the sensing mechanism [23]. 

 

However, the electronic mechanism of CNT, TiO2 and Pt interaction is 

still investigated to further improve the sensing of this devices. 

Interestingly, the same devices were even tested towards other different 

gas analytes such as CO2 and NH3 but no significant changes in resistance 

response was detected, thus proving their high selectivity. 

 

 

3.3 CNT/TiO2/Pt electrochemical sensor  

Electrochemical measurements were also performed at the “Sensors 

Laboratory” of the University of Messina (DIIECI). To this purpose a 

Dropsens µStat 400 potentiostat able to work with planar sensors consisting 

of three electrodes, namely a carbon screen-printed working electrode (4 mm 

diameter), a carbon auxiliary electrode and a silver pseudo-reference 
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electrode, was used. The structure of the commercial sensor is shown in Fig. 

3.23. 

 

Fig. 3. 23 Planar sensor consisting of three electrodes: carbon screen-printed 
working electrode, carbon auxiliary electrode and silver pseudo-reference electrode 
equipped with insulating cover and substrate. 
 

The sensing material was synthesized as shown in the previous Chapter 

2. The nanohybrids already tested as metal oxide semiconductor gas sensors 

were further investigate in the electrochemical field [111], proving their 

versatility. Water suspensions of CNT/TiO2/Pt nanomaterials were mixed 

with Nafion (5 wt%) in order to confer mechanical stability to the sensible 

material, as well as to provide an appropriate ionic conductivity. The solutions 

were sonicated for 15 min in order to obtain a homogeneous dispersion. The 

suspensions were then printed on the working electrode (small black circle) 

and the printed films were allowed to dry at room temperature. The typical 

realized sensor is shown in Fig. 3.24. 

 

 

Fig. 3. 24 CNT/TiO2/Pt hybrid deposited on a commercial electrode. 
 

3.3.1 Electrochemical sensing tests 

Cyclic voltammetry (CV), linear sweep voltammetry (LSV) and chrono-

amperometry were used to test the so-fabricated sensors towards hydrogen 

peroxide sensing (H2O2). As first discussed, hydrogen peroxide plays an 

important role in many biological processes and, thus, it is broadly 

investigated in biology, food production and environment monitoring [130]. 
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CV tests were carried out at different scan rates (50–250 mV/s) in the 

range of potentials between –0.2 V and 0.8 V, in the presence of different 

concentrations (0–4660 µM) of hydrogen peroxide in pH 7.4 phosphate 

buffer solution (PBS).  

The most representative cyclic voltammograms measured in the 

presence of 2 mM H2O2 in PBS solution are shown in Fig. 3.25. In order to 

understand the role of the single components, the Pt loaded anatase-TiO2 

reference sample (ME-0P) and anatase/CNT nanohybrid (ME-1) were firstly 

considered. ME-0P exhibits the lowest electrocatalytic activity, occurring on 

the metal particles thanks to their high reactivity toward this species. 

However, the low electrical conductivity of TiO2, slowing the electron 

transfer, severely limits the reaction. Instead, in the case of ME-1 no relevant 

peak is observed in the investigated range of potential (Fig. 3.25 a).  

Carbon nanotubes/Pt effect have also been investigated and deepened 

by the comparison with different other carbon nanostructures [110]. 

As for the two three-phase hybrids (ME-1P and ME-2P), the cyclic 

voltammogram, (Fig. 3.25 b) of sample ME-1P looks very similar to that of 

the unloaded sample (ME-1). The only difference is represented by an 

increase of the anodic current, probably due to the electro-catalytic effect of 

the Pt toward H2O2. 

(a)  
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(b)  

Fig. 3. 25 Cyclic voltammograms measured in the presence of 2 mM H2O2 in PBS 
solution for (a) ME-1/ME-0P and (b) ME-1P and ME-2P samples (scan rate:100 
V/s). 

 

The voltammogram of sample ME-2P is completely different; an 

oxidation peak is clearly observable at a potential of 0.3 V. First of all, the 

lower oxidation over-potential shown by the sample ME-2P is not 

attributable to the presence of defects (and, in particular, of sp2 defects) on 

CNT since the density of sp2 defects, as monitored by the Raman ID/IG 

intensity ratio, in sample ME-1P is significantly higher than in sample ME-2P. 

This result is in full agreement with previous reports, which showed that the 

presence of defects on the CNT has little influence on the electro-chemical 

interaction between them and H2O2 [131]. Rather, the diverse morphology of 

the two samples can account for their different electrochemical behaviour. As 

previously discussed, nanohybrid ME-1P is featured by large TiO2 

agglomerates and bad dispersion on nanotubes; oppositely, in sample ME-2P 

the smaller-sized titania agglomerates are homogeneously dispersed over the 

CNT mat. In turn, this reflects on different degrees of dispersion of the Pt on 

the TiO2 phase. Moreover, the different average size of Pt nanoparticles 

(larger in ME-1P and smaller in ME-2P), results in different exposed surface 

for the interaction of the metal catalyst with H2O2. 

On the basis of the obtained results, it can be assumed that the 

oxidation of H2O2 at potential lower than 0.3 V is due to the presence of 

platinum nanoparticles that act as catalysts favouring the redox reaction. The 
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presence of smaller sized and better dispersed Pt nanoparticles plays a key 

role in the sensing mechanism of the H2O2 improving the sensitivity and, at 

the same time, reducing the over-potential. Moreover, the presence of CNT, 

increasing the conductivity of the nanocomposite, allows the rapid electron 

transfer to the surface of the electrode.  

Likely, titania is not directly involved in the process of sensing, but has 

the only role to facilitate the dispersion of the platinum within the composite 

nanostructure. Thus, the good electrochemical behaviour shown by ME-2P 

toward H2O2 oxidation arises from the synergistic action of the three 

components phases, the smaller size and the homogeneous distribution of the 

metal nanoparticles. 

The linear sweep voltammetry patterns obtained with sample ME-2P is 

shown in Fig. 3.26. At fixed scan rate (Fig. 3.26 a), the anodic peak current 

(iP) increases linearly (inset of Fig. 3.26 a) with H2O2 concentration (c) in PBS 

solution, as described by the equation iP(µA) = 3.67 c(mM) + 12.63, with a 

correlation coefficient (R2) of 0.995. At fixed H2O2 concentration (Fig. 3.26 

b), the anodic peak current exhibits a linear dependence (inset Fig. 3.26 b) on 

the square root of scan rate (v), namely iP(µA) = 2.66 v1/2(mV1/2/s1/2) – 

7.67 (with R2=0.992). The latter result indicates that the electrochemical 

kinetics is controlled by diffusion of H2O2. 

 

 

(a) 
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(b) 
 
Fig. 3. 26 (a) Linear sweep voltammetry patterns in the presence of different 
concentrations of H2O2 in PBS solution (scan rate: 100 mV/s). Inset shows anodic 
peak current as function of H2O2 concentration. (b) LSV patterns in the presence of 
2 mM H2O2 in PBS solution at different scan rates. Inset shows anodic peak current 
as function of the square root of scan rate. 

 

Current responses obtained, at applied potential of 0.3 V, for samples 

ME-2P, ME-0P and ME-1 with different concentrations of H2O2 in PBS is 

displayed in Fig. 3.27. At any concentration the electro-catalytic activity 

increases in the order ME-1 < ME-0P < ME-2P, in accordance with the 

results of CV analysis. 

 

Fig. 3. 27 Current responses measured at 0.3 V applied potential for different 
concentrations of H2O2 in PBS. 
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Chrono-amperometric curves were obtained recording the oxidation 

current at fixed potential, while an appropriate volume of H2O2 solution was 

added into the PBS maintained under magnetic stirring conditions. Figure 

3.28 a displays the chrono-amperometric response obtained for sample ME-

2P, at applied potential of 0.3 V, for addition of different concentrations of 

H2O2 in stirred PBS solution. The relative calibration curves are shown in 

Figs. 3.28 b and 3.28 c. The current signal increases very fast when H2O2 is 

dropped in solution in a time less than 3 s. The current increases linearly with 

H2O2 concentration. In the range 0–70 µM the increase follows the law 

iP(µA) = 0.009 c(µM) + 0.001 (R2 = 0.999); in the range 0.08–5 mM it is 

described by the equation iP(µA) = 0.0145 c(mM) + 0.28 (R2 = 0.999). The 

sensitivity correspondingly calculated is 74 and 120 µA mM–1cm–2 in the two 

ranges, respectively. 

 

(a) 

 

(b) (c) 

Fig. 3. 28 (a) Chrono-amperometric response for addition of different amounts of 
H2O2 at applied potential of 0.3 V and relative calibration curves at (b) low and (c) 
high concentrations. 
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The detection limit is evaluated to be 5 µM for a signal to noise ratio of 

3. Reproducibility was estimated from the response to 0.1 mM H2O2 for nine 

different acquisitions and an acceptable RSD of 2.58% was obtained. 

The selectivity of the ME-2P based sensor was also examined by 

recording the responses towards some of the most common substances that 

are present in biological and environmental samples and could cause 

interferences during electrochemical determination of the target analyte [132].  

Fig. 3.29 shows the chrono-amperometric response to an addition of 

0.1 mM H2O2, different salt and biomolecules in PBS solution. 

 

 

Fig. 3. 29 Chrono-amperometric response at applied potential of 0.3 V for addition 
of different interfering species in stirred PBS solution. 

 

A clear and fast increase of the current is observed when H2O2 is 

added, no significant response is observed instead for 0.1 mM of NaCl, KCl, 

KNO3, CaCl2 salts, also no response is shown for the same concentration of 

citric acid (CA). As regards the biomolecules ascorbic acid (AA), dopamine 

(DA) and uric acid (UA), no significant interference is observed for 

concentrations up to 5 µM. However, for a concentration of 50 µM the 

current responses compared to 0.1 mM H2O2 are estimated to be 5, 8 and 9% 

for UA, AA and DA respectively. Very few works are found in the literature 

about the detection of H2O2 with CNT/TiO2/Pt composite electrodes [133, 

134]. These sensors provide sensitive detection of H2O2 in both anodic and 

cathodic regions. However, in the negative potential range, the sensors may 
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suffer from the instability of the amperometric responses, due to the 

interferences by oxygen of air. Comparing their performances in the anodic 

region (Table 3.2), it can be noted that detection limit of the present sensor is 

high compared to other H2O2 sensor devices using CNT/TiO2/Pt -modified 

electrodes. On this purpose, it is worthwhile noticing that disposable screen 

printed carbon electrodes, like that here utilized, have more practical 

advantages (such as low costs) and are more suitable for on field, portable 

electrochemical instrumentation, but on the other hand, their use could 

produce more noise than a conventional three electrodes cell, thus resulting in 

high detection limit, as obtained. As shown, the realized sensor is able to 

work at lower potential (0.3 V). This is of obvious advantage because it limits 

the interfering of other oxidizable species and provides a much wider linear 

dynamic range. What is more, the composite electro-catalytic material results 

simpler and cheaper to be prepared with respect to previous materials, which 

are based on SWCNTs and TiO2 nanotubes. 

 
Table 3.2 Comparison of the electro-analytical characteristics of different 
Pt/TiO2/CNT-modified electrodes. 

 
 Pt/TiO2/SWCNT 

[134] 

TiO2/CNT/Pt 

[133] 

fCNT/TiO2/Pt 

This work [111]  

Sensitivity (µAmM−1 cm−2) 571.7 240 120 

Detection limit (µM) 0.73 1 5 

Potential (V) 0.7 0.4 0.3 

Linear range (mM) 0 –1.5 0 – 2 0 – 6 

 

In conclusion, this time the differences in material synthesis played a 

key role in differentiating the sensing behaviour of the samples. It appeared 

that when smaller titania and Pt particles were obtained, better 

electrochemical properties were registered. A suitable device for hydrogen 

peroxide sensing in terms of fabrication simplicity, fast response, reliability, 

repeatability and low cost was realized. Furthermore important is that a great 

selectivity was also proved. 
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4 

Physical Sensors 
 

 

 

Physical sensors are devices able to measure a physical quantity, as for example light, strain, 

pressure, temperature, magnetic field, etc., and convert it to a signal which can be easily read. 

Due to the variety of applications many different kinds of physical sensors are continuously 

being developed. 

Among the huge family of physical sensors the optical ones have been considered. In 

particular, in this chapter, the main physical and electrical concepts at the root of the 

operation of photodetectors will be reviewed. 

 

 

4.1 Introduction 

A rough classification of sensors can be based on their operating 

mechanism, whether it involves chemical or physical principles. Basically, a 

physical sensor is a device that provides information about a physical 

property of the system. It is able to measure a physical quantity, as for 

example light, strain, pressure, temperature, magnetic field, etc., and to 

convert it into a signal which can be easily read and used by other devices. 

Nowadays, there are many kinds of physical sensors available and due to the 

variety of applications, it is quite hard to take account of all the existent 

typologies. In addition, novel methods and materials, enabling  more 

advanced sensing devices, are continuously being developed. 

Among this huge family of sensors the optical ones have been 

considered. An optical sensor is a device that converts electromagnetic 

radiation , the measured physical quantities, into electronic signals, able to be 

read by a proper instrument. Optical sensors are used in numerous 

applications such as for quality and process control, medical technologies, 

imaging, remote sensing, etc. .  

The basic optical devices able to convert infrared, visible or ultraviolet 

light to electric signals, are known as photodetectors. 
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Nowadays, the development and the fabrication of photo-detectors is 

becoming increasingly important, because of their wide use [135]. In 

particular, among the variety of photo-detectors, particularly useful are those 

operating in the ultraviolet (UV) range, from the visible (400 nm, 3.1 eV) 

down to X-rays (10 nm, 124 eV) [136]. To this regard, the most challenging 

applications of UV radiation detection are related for example to medical 

imaging [137], disinfection and decontamination [138], space observation 

[139], control and safety [140]. The many scientific and industrial applications 

of these devices continuously demand for high performing characteristics. 

High sensitivity is among the most important features, any quantum 

efficiency loss or recombination of photo-generated carriers in the detector 

should be prevented. Time stability of the performance is also required; the 

detector should offer long-term radiation hardness and be able to operate 

reliably under special conditions. At the same time, durability in harsh 

environments should also be an essential characteristic to prevent 

electrical/optical performance decline. 

In this scenario, materials play a crucial role being able to tailor devices 

characteristic. Among these, wide band gap semiconductors as silicon carbide 

(SiC) are largely used. SiC, especially in its 4H hexagonal structure, has been 

reported to be a promising semiconductor material being endowed with 

outstanding properties [141]. Compared to other semiconductors, 4H-SiC 

allows the production of UV photodetectors with a very low dark current, 

significantly higher operating temperature and blindness to visible/IR 

background. Previous studies reported SiC-based UV photodetectors focused 

on different electronic structures and SiC polytypes, such as 6H-SiC [142] and 

3C-SiC [143]. UV photodiodes based on 4H-SiC have also been reported and 

mainly based on p-n, Schottky, avalanche and mesa-type p-i-n diodes [144, 

145, 140].  

In this work, a p-i-n photodiode based on 4H silicon carbide was 

studied and addressed to the specific realization of a UV flame detector. In 

the following, photo-detector operating principles and its characterization will 

be first introduced. 

 



4.2  Operating principle of photodetector 

Photodetectors are basically semiconductor devices able to convert

optical signals into electrical ones.

Their characteristics and operating principles can be understood 

starting from the simplest photodetector, the so

consists simply of a slab of semiconductor, of length L, width W and 

thickness D, with two ohmic contacts on the opposite ends, as shown in 

Fig.4.1. 

Fig. 4. 1 Geometry of the 
 

When its surface is illuminated with incident light

energy gap of the semiconductor)

band-to-band transition (intrinsic) or by transitions involving forbidden

energy levels (extrinsic), resulting in an increase in conductivity. 

 

For the intrinsic photoconductor, the conductivity is given by
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Operating principle of photodetector  

Photodetectors are basically semiconductor devices able to convert

optical signals into electrical ones. 

Their characteristics and operating principles can be understood 

starting from the simplest photodetector, the so-called photoconductor. It 

consists simply of a slab of semiconductor, of length L, width W and 

s D, with two ohmic contacts on the opposite ends, as shown in 

Geometry of the semiconductor slab of length L, width W, and thickness D

When its surface is illuminated with incident light

rgy gap of the semiconductor) electron-hole pairs are generated either by 

band transition (intrinsic) or by transitions involving forbidden

energy levels (extrinsic), resulting in an increase in conductivity. 

Fig. 4. 2 Process of intrinsic and extrinsic photo

For the intrinsic photoconductor, the conductivity is given by
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Photodetectors are basically semiconductor devices able to convert 

Their characteristics and operating principles can be understood 

called photoconductor. It 

consists simply of a slab of semiconductor, of length L, width W and 

s D, with two ohmic contacts on the opposite ends, as shown in 

 

width W, and thickness D. 

When its surface is illuminated with incident light (hν>Eg, with Eg 

hole pairs are generated either by 

band transition (intrinsic) or by transitions involving forbidden-gap 

energy levels (extrinsic), resulting in an increase in conductivity.  

 

nd extrinsic photo-excitation. 

For the intrinsic photoconductor, the conductivity is given by: 
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 σ=q gµ
n
n+µ

p
ph (4. 1) 

where q is the electric charge, n and p are electron and hole concentrations 

respectively, µ
n
 is the electron mobility and µ

p
 is the hole mobility. An 

increase in conductivity under illumination is mainly due to the increase in the 

number of carriers.  

A necessary condition have to be imposed on the wavelength of the 

incident light. Indeed, just for wavelengths shorter than the cut-off 

wavelength λc, corresponding to the semiconductor band gap Eg the incident 

radiation is absorbed by the semiconductor and there is a consequent 

generation of hole-electron pairs. The long-wavelength cut-off for an intrinsic 

photoconductor is given by:  
 

 
λc�µm�=

hc

Eg
=

1.24

Eg(eV)
 (4. 2) 

 
For the extrinsic photoconductor, photoexcitation may occur between 

the band edge and an energy level in the energy gap. In this case, the long-

wavelength cut-off is determined by the depth of the trap/defect level within 

the forbidden gap. 

The principle of operation of a photoconductor under illumination 

assumes that at time t=0, the number of carriers generated in a unit volume 

by a given photon flux is n0. At a later time t, the number of carriers n(t) in 

the same volume decays by recombination as:  

 
 n=n0e-t τ⁄  (4. 3) 

 
where 1/τ is the recombination rate.  

Considering a steady flow of photons impinging uniformly on the 

surface of a photoconductor with an area A = WL, the total number of 

photons per unit time arriving at the surface is (Popt hυ⁄ ), where Popt is the 

incident optical power and hυ is the photon energy. At steady state, the carrier 

generation rate G must be equal to the recombination rate. If the detector 
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thickness D is much larger than the light penetration depth 1 α⁄  , the total 

steady-state carrier generation rate per unit volume is given by equation (4.4): 

 
G=

n

τ
=

η=Popt hυ⁄ >
WLD

 (4. 4) 

 
where η is the quantum efficiency, that is the number of carriers generated 

per incident photon, and n is the carrier density, the number of carriers per 

unit volume.  

The photocurrent flowing between the electrodes is  

 
 Ip=�σE�WD==qµ

n
nE>WD=�qnvd�WD (4. 5) 

 

where E is the electric field inside the photoconductor and vd is the carrier 

drift velocity. By combining the last two equations (4.4) and (4.5), it is 

obtained: 

 
 

Ip=q �η
Popt

hυ
� �µ

n
τE

L
� (4. 6) 

 
If the primary photocurrent Iph is defined as: 

 
Iph=q �η

Popt

hυ
� (4. 7) 

 

 
the photocurrent gain is given by: 

 
 

Gain=
Ip

Iph
=

µ
n
τE

L
=

τ

tr
 (4. 8) 

 
where tr= L vd= L µ

n
E ⁄⁄  is the carrier transient time. The gain depends on 

the ratio of the carrier lifetime τ to the transit time tr. 

 

 

4.3  Photodiode characteristics  

Photodiodes are frequently used photodetectors. They are 

semiconductor devices whose family includes p-n junction diode, metal-

semiconductor junction diode, heterojunction photodiode and p-i-n diode.  
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These devices usually operate under large reverse biasing voltages. 

When incident light is absorbed by the photodiode, electron-hole pairs are 

generated in the depletion region. The photogenerated e-h pairs are then 

separated by the electric field and, as a consequence, an electric current flows 

in the external circuit.  

The general characteristics of a photodiode are the quantum efficiency, 

responsivity and response speed.  

The quantum efficiency, previously defined as the number of electron-

hole pairs generated for each incident photon, can be experimentally 

determined by: 

 
 

η=
�Iph

q �
�Popt

hυ � (4. 9) 
 

 
The quantum efficiency is generally expressed in a percentage and it 

basically measures the effectiveness of the radiant energy for producing 

electrical current in a detector. It can be either internal or external. The 

internal quantum efficiency is the number of electron-hole pairs created 

divided by the number of photons absorbed. Instead, the external quantum 

efficiency depends on a number of factors as the material absorption 

coefficient and the thickness of the absorbing region. It is a measure of how 

many photons are detected or counted by the device.  

A related figure of merit is the responsivity, which gives a measure of 

photodetector sensitivity to incident optical energy. It is defined as the ratio of 

the photocurrent to the optical power, measured in A/W: 

 
 

R=
Ip

Popt
=

ηq

hυ
=

η λ�µm�
1.24

 (4. 10) 
 

 
Therefore for a given quantum efficiency, the responsivity increases 

linearly with wavelength. The spectral response, generally plotted as 

responsivity versus wavelength, is reported in Fig. 4.3, in the general case of a 

silicon photodiode, where real and ideal characteristics are compared [146]. 
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The reflection and absorption characteristics of the detector material 

change with wavelength. In particular, since the absorption coefficient α is a 

strong function of the wavelength, for a given semiconductor, the 

wavelengths range in which appreciable photocurrent can be generated is 

limited. As previously mentioned, the long wavelength cut-off is determined 

by the energy gap of the semiconductor. For wavelength longer than this 

value absorption is too small to give appreciable absorption. The short 

wavelength cut-off of the photo-response comes about because the value of 

absorption for short wavelength is very large and the radiation is absorbed 

very near to the surface, where the recombination time is short. Responsivity 

not only depends on wavelength but even on bias voltage and temperature. 

Indeed, responsivity may vary with voltage due to depletion width widening, 

which increases the active area of the photodiode with the applied electric 

field [147]. As the temperature changes, the optical constants of the detectors 

material and its collection efficiency change too [148].  

 

 

Fig. 4. 3 Responsivity vs. wavelength for an ideal photodiode with quantum 
efficiency QE = 100% (η = 1) and for a typical commercial Si photodiode [146]. 
  

As regard the response speed, it is generally limited by diffusion of 

carriers, drift time in the depletion region, and capacitance of the depletion 

region. Carriers generated outside the depletion region must diffuse to the 
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junction resulting in considerable time delay. To minimize the diffusion 

effect, the junction should be formed very close to the surface. The greatest 

amount of light will be absorbed when the depletion region is wide. However, 

the depletion layer must not be too wide or transit time effects will limit the 

frequency response. It also should not be too thin, or excessive capacitance C 

will result in a large RC time constant, with R the load resistance. The optimal 

compromise is the width at which the depletion layer transit time is 

approximately one half the modulation period.  

On one hand, in order to increase the quantum efficiency, the depletion 

layer must be sufficiently thick to allow a large fraction of the incident light to 

be absorbed. On the other hand, for high-frequency operation, the depletion 

region must be kept thin to reduce the transit time. Thus, a trade-off between 

the response speed and quantum efficiency must be found. 

 

 

4.4  P-i-n photodiode  

Among the most common structures for photodetection there is the p-

i-n photodiode, schematically shown in Fig. 4.4. It consists of a highly p-

doped and a highly n-doped regions separated by an intrinsic region of high 

resistivity.  

When the structure is adequately illuminated, light passes through the 

very thin p-doped top layer (deliberately made thin enough so that a negligible 

absorption occurs in it) and most photons reach the depletion region (the 

intrinsic layer) where an electric field exists.  

 

 

Fig. 4. 4 Schematic representation of a p-i-n photodiode. 
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A p-i-n photodiode is normally reverse biased to fully deplete the 

intrinsic region to collect photo generated carriers. Fig.s 4.5 a-b show the 

energy band diagram of the p-i-n diode under reverse bias condition and its 

optical absorption characteristic. Light absorption in the semiconductor 

produces electron-hole pairs. Pairs produced in the depletion region or within 

a diffusion length of it will eventually be separated by the electric field, 

whereby a current flows in the external circuit as carriers drift across the 

depletion layer. 

Under steady-state conditions the total current density through the 

reverse-biased depletion layer is given by [12]: 

 
 J

tot
=J

dr
+J

diff
 (4. 11) 

 
where J

dr
 is the drift current due to carriers generated inside the depletion 

region and J
diff

 is the diffusion current density due to carriers generated 

outside the depletion layer in the bulk of the semiconductor and diffusing 

into the reverse-biased junction. The total current can be derived under the 

assumptions that the thermal generation current can be neglected and that the 

surface p layer is much thinner than 1/α.  

 

(a) 

 

(b) 

Fig. 4. 5 Energy band diagram under reverse bias [12]. 
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Referring to Fig. 4.5 b, the hole-electron generation rate is given by: 

 
 G�x� = Φ"αekα! (4. 12) 

 

where Φ0 is the incident photon flux per unit area given by: 

 
 

Φ0=
Popt�1-R�

Ahυ
 (4. 13) 

 
where R is the reflection coefficient and A is the device area. The drift current 

9no is thus given by: 

 
 

J
dr

=-q p G�x�dx=qΦ0 �1-e-αW�W

0

 (4. 14) 

 
where W is the depletion layer width. For x>W, the minority-carrier density 

(holes) in the bulk semiconductor is determined by the one-dimensional 

diffusion equation: 

 
 

Dp

∂2p
n

∂x2 -
p

n
-p

n0

τp
+G�x�=0 (4. 15) 

 
where Dp is the diffusion coefficient for holes, τp the lifetime of excess 

carriers, and p
n0

 the equilibrium hole density. The solution of the previous 

equation, under the boundary conditions p
n
=p

n0
 for x=∞ and p

n
=0 for x=W 

is given by: 

 
 

p
n
=p

n0
-=p

n0
+C1e-αW>e

�W-x�
Lp +C1e-αx (4. 16) 

 

with Lp=�Dpτp and  C1= �Φ0

Dp
� αLp

2

1-α2Lp
2. The diffusion current density is given 

by J
diff

=-qDp g∂pn

∂x
h

x=W
 , therefore: 

 
 

J
diff

=qΦ0

αLp

1+αLp
e-αW+qp

n0

Dp

Lp
 (4. 17) 

 
The total current density is finally obtained as: 



4.4    p-i-n Photodiode 

137 

 
J
tot

=qΦ0 �1-
e-αW

1+αLp
� +qp

n0

Dp

Lp
 (4. 18) 

 
The electric field (Fig. 4.6) is relatively constant in the intrinsic region 

because of its high resistivity (i.e. low doping concentration), so that few volts 

of reverse bias are needed to cause the depletion region to extend all the way 

through to the n region and thus provide a large sensitive volume. The 

depletion region width in a p-i-n structure is then practically independent of 

the applied voltage and thus much better delineated than in a p-n structure 

where the depletion region width will vary appreciably with applied voltage 

[149]. 

 
Fig. 4. 6 Electric field distribution within a p-i-n structure [149]. 

 

4.4.1  Electrical Characterization of a pin photodiode  

Among the main parameters used to study a pin photodiode, beyond 

the previously discussed responsivity and quantum efficiency, dark current is 

also used.  

The current-voltage characteristic of a photodiode with no incident 

light is similar to a rectifying diode. In particular, when the photodiode is 

forward biased, there is an increase in the current. When a reverse bias is 

applied, a small reverse saturation current appears. It is related to dark current 

as: 

 
ID=ISAT �e

qVA
kT -1� (4. 19) 
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where ID is the photodiode dark current through the diode for zero 

illumination and it will be non zero due to background radiation and 

thermally excited minority saturation current; ISAT is the reverse saturation 

current, q is the electron charge, VA is the applied bias voltage, k the 

Boltzmann constant and T is the absolute temperature. 

Illuminating the photodiode with optical radiation, produce a shift in 

the I-V curve by the amount of photocurrent (IP). Thus: 

 
 

ITotal=ISAT �e
qVA
kT -1� +IP (4. 20) 

 
As the applied reverse bias increases, there is a sharp increase in the 

photodiode current. The applied reverse bias at this point is referred to as 

breakdown voltage. This is the maximum applied reverse bias, below which, 

the photodiode should be operated (also known as maximum reverse 

voltage). In Fig. 4.7 a schematic representation of dark and photo-generated 

currents is shown together with the breakdown voltage. 

 

Fig. 4. 7 Schematic representation of I-V characteristic showing photocurrent and 
dark current. 
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5 

Bulk carbon-based material: Silicon Carbide 
 

 

 

Carbon is a very special element because it is able to form a variety of compounds. Among 

the most stable, silicon carbide has currently gained a lot of attention. Indeed, since silicon 

devices are reaching their physical limits, associated to the narrow bandgap, low thermal 

conductivity and low critical electric field, and will not be able to further improve, silicon 

carbide is regarded as the most suitable substitute. Due to its unique electrical and chemical 

properties, this material is becoming very attractive in the electronics field. 

In this chapter an overview of the most important properties of silicon carbide together with 

its experimental characterization will be presented. 

 

 

5.1 Introduction 

Carbon is among the most abundant elements in the universe. It is 

found in large quantities in the sun, stars, comets, and atmospheres of most 

planets. It is even present dissolved in all natural waters. In general, carbon is 

the elementary building block of all organic molecules and, therefore, 

responsible for life on earth.  

Carbon is very special because it can form lots of compounds with 

others elements. The explanation lies deep inside the carbon atom. Indeed, 

due to carbon electronic configuration, atoms can form strong covalent 

bonds with four other atoms. If carbon atoms link together, long chains or 

rings can be formed. These kind of compounds are the so-called 

hydrocarbons, such as polymers and petroleum.  

Among the most stable compounds, great attention has been recently 

devoted to silicon carbide (SiC). Indeed, due to its excellent properties, SiC 

has been envisaged as a possible substitute to silicon in specific applications, 

where more performing properties are required.  
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Conventional electronics mainly based on traditional materials, such as 

silicon, has greatly advanced throughout the past decades, with increasingly 

improved performance thanks to the well established manufacturing 

technology. Indeed, these materials are still dominating the semiconductor 

industry, completely fulfilling Moore’s law. The size of electronic devices has 

progressively decreased allowing their integration onto a single chip, thereby 

realizing smaller and more efficient systems. However the increasing demand 

for faster and more affordable devices is slowly revealing the limits of 

traditional materials for electronics. New challenges in terms of increasing 

complexity, operation in high-power, high frequency and high radiation-dose 

regimes, have to be faced.  

Silicon carbide, the most mature among the wide-bandgap 

semiconductors, seems to be able to embody this scenario. 

 

 

5.2 Silicon Carbide 

Silicon carbide (SiC) is considered a promising semiconductor material 

that, owing to its outstanding properties, shows many advantages compared 

to the conventional semiconductors, especially in harsh environments 

applications [141]. In fact, the strong covalent bonds and wide band gap 

confer to SiC excellent physical stability and large breakdown electric fields. 

These characteristics promote the development of high-temperature, high-

power and high-frequency applications as well as UV optoelectronic devices 

[150]. The knowledge of material characteristics is essential for the design and 

development of devices based on it.  

Therefore in this chapter, silicon carbide structure and properties will 

be briefly introduced, along with the experimental characterization performed 

on a 4H-SiC sample, of basic importance for the analysis of the physical 

sensor realized in this work. 

 

5.2.1 Silicon Carbide structure 

Silicon carbide is a binary compound of carbon and silicon atoms in a 

1:1 ratio. The smallest element of any SiC lattice is a tetrahedron of a C atom 
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surrounded by four Si atoms in strong sp3 bonds, as shown in Fig. 5.1. The 

distance between the C atom and each of the Si atoms is approximately 2.52 

Å. 

 

Fig. 5. 1 Silicon carbide tetrahedral cell. 
 

Crystalline SiC forms long range ordered structures and, according to 

the possible stacking sequence along the crystallographic axis direction, it is 

characterized by many different polytypes, each one identified by their own 

electrical and optical properties [151]. To date more than 200 different 

polytypes of SiC are known to exist. The crystalline structure of any SiC 

polytype can be viewed as the stacking sequence of close-packed spheres, 

where each plane of spheres represents a Si-C bilayer. 

Usually, each polytype is identified by Ramsdell notation [152], with a 

number followed by a letter. The number denotes the count of double layers 

in one period, and the letter stands for the symmetry of the Bravais lattice, 

which can be cubic (C), hexagonal (H) or rhombohedral (R). Each SiC bilayer 

can be characterized by one of the three stacking sequences of layers (A, B, or 

C). If the stacking assumes ABCABC order, the structure will be zincblende, 

also known as 3C-SiC; if the stacking sequence is ABAB, wurtzite or 

equivalently 2H-SiC will be obtained. Other polytypes are mixtures of 

zincblende and wurtzite structures and among these the most common are 

the hexagonal polytypes such as 4H-SiC, characterized by ABAC staking and 

consisting of equal amounts of cubic and hexagonal bonds, and 6H-SiC 

whose staking sequence is ABCACB and mainly cubic. More complex 

structures are the rhombohedral ones, characterized by increasingly complex 

stacking sequence along the axial direction, ABCACBCABACABCB [153]. 

In Fig. 5.2 the main SiC polytypes are displayed. 
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Fig. 5. 2 Stacking order of silicon carbide hexagonal planes. The most common 
structures 3C (cubic) and 2H, 4H, 6H (hexagonal) are shown [154]. 

 

At present, there is no satisfactory theory in all regards, capable of 

explaining why SiC crystallizes in the form of a large number of polytypes. In 

addition, it is not completely clear what factors favor the formation of one or 

another polytype [155]. 

 

5.2.2 Silicon Carbide Synthesis 

Silicon carbide is a very rare compound in nature and till nowadays has 

not been found freely. It was first discovered by Moissan in 1905, who found 

small hexagonal platelets in a meteorite, even if in 1824 Berzelius had already 
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observed it in an attempt to synthesize diamond [156]. In the 1950s some 

interest arouse around SiC and the possibility to use it as a semiconductor 

material in the field of solid state electronics. It was just the beginning of its 

study. Thus, crystal growth techniques, able to produce high quality bulk SiC, 

were proposed [157].  

The production of bulk SiC crystals defect-free, of large-area and with 

well-controlled dopant concentrations are among the main requirements for 

the full use of SiC in electronic applications. In order to grew bulk samples, 

seeded sublimation growth is the principle technique. Briefly it consist in the 

transport of materials from the source to the seed. In particular, in a closed 

system, thanks to a temperature gradient, a solid SiC powder is transported to 

the seed. The growth process needs very high temperatures up to 2500°C. 

Instead, High Temperature Chemical Vapor Deposition (HTCVD) 

consists of the chemical vapor deposition of gases, containing Si and C such 

as silane (SiH4) and ethylene (C2H4). When heated they decompose and form 

solid particles as a mixture of Si and C. With a further sublimation process 

they are transported to the seed resulting in the production of high-purity 

material.  

Anyway, the quality obtained with this process is not good enough for 

electronic devices. For this reason thin layers, with thickness in the 

micrometer range, are usually grown on the top of a bulk substrate through 

epitaxial growth. Vapor phase epitaxy (VPE) is used to this purpose. Usually, 

the substrate is placed into a CVD reactor under a precursor gas flow 

containing Si and C. Lower temperatures with respect to the bulk growth, 

around 1500°C, are used. The technique is able to lead to a higher crystalline 

quality [158], this time suitable for active layer fabrication in electronic 

devices. Anyway, some intrinsic defects are always present due to the SiC 

production process, such as dislocations, stacking faults and the so-called 

micropipes. 

It should be also pointed out that it is not so simple to obtain the 

desired polytype. Indeed, 4H and 6H-SiC are commonly obtain since the 

seeded sublimation growth technique is suitable for their production. 2H-SiC 

for example cannot be grown in large-area stable pieces such as 15R-SiC. 3C-
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SiC is difficult to obtain too, even if in the last years bulk crystals of large 

diameter have been successfully produced [159]. 

Moreover, a large range of doping concentrations can be achieved for 

both n- and p-type during the CVD growth process. In fact, the doping of 

SiC occurs by addition of a gas containing the atoms of the dopant species. 

Usually, for n-type doping nitrogen and phosphorus are commonly used, 

whereas p-type doping is obtained with aluminum or boron dopant. In case 

of selective doping over determined regions and with particular dopant 

atoms, ion implantation is instead commonly applied. 

 

5.2.3  Silicon Carbide Properties 

Silicon carbide has attracted so much attention due to its excellent 

properties. It is chemically inert, hard and temperature resistant. Thanks to its 

chemical inertness, 4H-SiC does not react with other materials at room 

temperature. Thanks to the strong covalent bonds it is the ideal candidate for 

high temperature applications, where silicon cannot operate. For these 

reasons SiC is commonly regarded as one among the best materials able to 

efficiently operate even in harsh environments [141].  

In Table 5.1 physical and electrical characteristics of 4H-SiC are 

reported together with those of silicon, the most used material in electronics, 

and diamond, wide bandgap material well known for its extreme properties 

but quite difficult to grew in the form of large single-crystals and to dope with 

donor impurities. 

From a direct comparison of the fundamental electrical properties, the 

advantages of SiC with respect to Si are basically the higher bandgap, more 

than twice increase of the thermal conductivity, the higher saturation velocity 

and the higher critical electric field. It is evident that 4H-SiC, is a very 

promising material in high performance electronic devices, where a higher 

critical electric field brings to power devices with higher breakdown voltages. 

Indeed, high-purity SiC material has a higher thermal conductivity 

value, compared to silicon. For this reason, SiC is able to work at high power 

levels and dissipate, away from the chip, large amounts of generated heat, 

which causes a temperature increase that could alter devices performance. 
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This obviates the need to have bulky and expensive cooling systems, contrary 

to other semiconductors, such as Si. This is undoubtedly a great advantage in 

relation to cost, size and weight of power electronic systems [160].  

 

Table 5. 1 Physical characteristics of Diamond, Si and 4H-SiC [161, 162, 163]. 
 

Property Diamond Si 4H-SiC 

Bandgap  (eV) 5.48 1.12 3.26 

Electron mobility (cm2/V s) 2200 1400 900 

Hole mobility (cm2/V s) 1600 480 600 

Thermal conductivity (W/cm K) 20 1.5 3.7 

Saturation velocity (cm/s) 2.7·107 1·107 2.7·107 

Breakdown voltage (V/cm) 1·107 3·105 30·105 

Critical electric field 10 0.3 3.5 

Dielectric constant 5.7 11.8 9.6 

Hardness (Kg/mm2) 10000 1000 2130 

Young modulus (GPa) 1134 160 410.47 

 

Moreover, SiC is also characterized by high saturation velocity. 

Electrons and holes are accelerated by electric fields, but they lose 

momentum because of various scattering mechanisms such as scattering from 

optical phonons, impurity ions, crystal defects, or other material 

imperfections [164]. Electrical field E and drift velocity vD, are proportional 

by means of mobility, which is dependent on the local electric field, doping 

concentration, polytype, crystal quality, local scattering at defects, etc.. As an 

example, if the doping concentration increases, the mobility decreases due to 

scattering. However, for ever increasing fields, the direct proportionality fails, 

and vD becomes saturated so it does no more increase with increasing 

electrical fields. Then, the mobility is no longer a useful quantity, but the 

saturation electron/hole drift velocity is used instead. In this way, the 

maximum speed of devices operating at high field strengths is directly related 

to this quantity. Thus a high-saturated drift velocity is advantageous in order 

to obtain as high channel currents and high frequencies as possible, and 

clearly SiC is an ideal material.  
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SiC is also reported to have a high breakdown electric field and it can 

withstand an electric field greater than GaAs or Si without undergoing 

avalanche breakdown. This high breakdown electric field enables the 

fabrication of very high-voltage, high-power devices. Additionally, it allows 

the devices to be placed very close together, providing high device packing 

density for integrated circuits [165]. 

In general, even if over than 200 SiC polytypes exist, they can be 

thought as a whole class of materials that have common physical properties 

[166]. Although the physical properties are similar for all of the polytypes, 

different is the case of the electronic properties. Many of the favorable 

transport parameters in SiC are related to its large bandgap. Indeed, along 

with conduction and valence band structure, it defines the electric properties 

of the semiconductor. For instance, all of them have an indirect bandgap, 

even if it varies in a wide range from 2.3 (3C) to 3.33 eV (2H), according the 

degree of hexagonality [167].  

For this reason, when considering electronic devices, each polytype has 

its specific advantages. For example, 4H is better suited for high power and 

high temperature, while 3C should be better for high frequency applications. 

Another example could be the saturation drift velocity of carriers which is 

higher in 4H than in 6H-SiC, making the propagation of electronic signals 

faster in 4H-SiC. 

 

 

5.3 4H-SiC characterization 

Among all of the polytypes, the hexagonal structure 4H-SiC was 

considered thanks to the rapid increase of its use as a suitable material for 

optoelectronic applications. Indeed, it is characterized by visible blindness 

(bandgap of 3.26 eV), and radiation-hardness [168, 169]. Such properties, 

combined with controllable n- and p- type doping make it an ideal material 

for several potential applications.  

The 4H silicon carbide used in this work was a commercially available 

n-doped wafer provided by CREE Research supplier. As previously reported, 

an affordable and reliable synthesis technique is still lacking. Moreover, due to 
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the high number of parameters that must be controlled during the process as 

well as the possible production of low quality crystals, laboratory synthesis 

may be a difficult task.  

The substrate was processed in order to grew an almost intrinsic 

epilayer on it and a further aluminum-doped region was ion implanted, as it 

will be better described in Chapter 6. Basically, a three-layer p-i-n structure 

was obtained. Multiple characterizations were performed in order to prove 

and verify the good quality of the material, as well to assess its crystalline 

structure, morphology and properties. For this purpose micro-Raman 

spectroscopy, Raman mapping and spectroscopic ellipsometry were used.  

Raman spectroscopy technique has been introduced in Chapter 2 for 

the characterization of low dimensional carbon materials and continue to be 

valid in the case of bulk carbon materials too. Obviously, a different Raman 

response is obtained and peaks assume other meanings, according to the 

different phonon dispersion relation in SiC [170]. 

As regard spectroscopic ellipsometry, it is an optical technique used to 

investigate the dielectric properties of thin films, such as refractive index and 

extinction coefficient. Typically, a polarized incident radiation, interacts with 

the sample and changes its polarization (Fig. 5.3). This change is quantified by 

the amplitude ratio, Ψ, and the phase difference between p- and s-polarized 

light waves, ∆. The technique is also sensitive to several material properties 

such as optical parameters, thickness, surface and interface roughness of 

stacked thin films and substrates.  

 

 

 

Fig. 5. 3 Schematic representation of ellipsometry operating principle. 
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Material properties have been measured, at room temperature, by a 

Variable Angle Spectroscopic Ellipsometry (VASE by J.A. Woollam Co.) at 

photon energies E ranging between 0.5 and 4.1 eV (λ range 300-2500 nm), 

Fig. 5.4. The rotating-analyzer ellipsometer was equipped with an automated 

compensator function that allowed accurate determination of the 

ellipsometric parameter, Ψ and ∆. In order to increase the information 

available about sample, measurements were carried out at multiple angles of 

incidence 65°, 70° and 75°, near the material Brewster’s angle. 

 

 

Fig. 5. 4 Variable Angle Spectroscopic Ellipsometry, VASE by J.A. Woollam Co. 
(Optical Spectroscopy Laboratory - Mediterranea University of Reggio Calabria). 

 

However, the measured data Ψ and ∆, namely the amplitude ratio and 

the phase difference between p- and s-polarized light waves, are not useful by 

themselves, but must be compared with an appropriate model in order to 

extract correctly the information of interest. Thus, the measured light 

polarization states has to be converted in terms of refractive index (n) and 

extinction coefficient (k) by means of a model-based regression analysis. 

Briefly, in the modeling process, the number of layers of the analyzed sample 

should be declared and the optical functions of each layer need to be 

determined. If the layer optical functions are well known, the tabulated data 

can be used; on the other hand, for materials with unknown optical functions, 

more complex models must be employed [171].  
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5.3.1 4H-SiC Raman Spectroscopy 

The intrinsic 4H-SiC, p- and n-type doped layers were investigated by 

Raman spectroscopy [172]. As well known, Raman modes are representative 

of a unique crystal structure and it is therefore possible to discern among the 

different SiC polytypes [151]. Moreover, Raman scattering efficiency in SiC is 

relatively high because of strong covalent chemical bonds, and a number of 

other information, such as disorder, damage, lattice strain and impurities can 

be extracted [173].  

Fig. 5.5 (a, b) shows the measured first- and second-order Raman 

spectra from intrinsic 4H-SiC, taken at room temperature, in back scattering 

configuration. The first-order 4H-SiC Raman spectrum is in accordance with 

the literature data [174]. In the spectrum (Fig. 5.5 a), the peak at 203.6 cm-1 is 

an E2 transverse acoustic (TA) mode, 609.5 cm-1 is A1 longitudinal acoustic 

mode (LA), 776.1 cm-1 is an E2 transverse optical (TO) mode, 796.7 cm-1 is an 

E1 transverse optical (TO) mode and 963.5 cm-1 is an A1 longitudinal optical 

(LO) mode [175, 174]. Furthermore, weaker peaks are observed in the 

spectrum at 196.7 and 264.9 cm-1 (E2 and E1 transverse acoustic mode, 

respectively). In addition, the second-order Raman scattering is also displayed 

(Fig. 5.5 b). It can be seen that the Raman peaks are labeled a (1475.8 cm-1), b 

(1515.8 cm-1), c (1541.8 cm-1), d (1622.1 cm-1), e (1654.8 cm-1), f (1688.6 cm-1), g 

(1712.6 cm-1), h (1924.2 cm-1), in accordance with reported assignment [174].  
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(b)  

Fig. 5. 5 4H-SiC intrinsic sample Raman spectra (a) first-order, (b) second-order. 
 

The second-order Raman scattering spectrum, rarely reported in the 

literature, is barely considered since its peaks are nearly independent of 

polytypes and impurities [176, 175]. On the contrary, according to the change 

in bandwidth, intensity, and frequency of first-order Raman peaks, useful 

information on 4H-SiC crystalline structure, such as defects, doping effects 

and stress evaluation can be obtained [175]. Indeed, being the frequency of E2 

(TO) Raman mode nearly unaffected by the presence of carrier concentration, 

it can be used as a qualitative measure of the internal strain [177]. The peak 

stress free value of 4H-SiC is regarded to be 777 cm-1. It has been reported 

that a shift towards lower (higher) frequency is an index of the presence of a 

tensile (compressive) stress within the sample [178].  

The analyzed intrinsic sample was proved to be spatially uniform and of 

good crystalline quality. 

Fig. 5.6 shows typical Raman data of variously doped 4H-SiC (a, n-type 

and c, p-type) compared with the intrinsic one (b). 
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Fig. 5. 6 4H-SiC Raman spectra recorded on samples: (a) p-type doped (b) intrinsic 
and (c) n-type doped. 

 

 

(a) (b) 

Fig. 5. 7 Detail of the Raman spectra of 4H-SiC (a) at low and (b) high frequency. 
Both p- and n-type spectra are compared with the intrinsic one. 

 

Raman spectrum of n-doped sample is shown in Fig. 5.6 c. The 

featuring peaks are still the same as reported for the intrinsic sample, unless 

for the A1 (LO) mode at ∼964 cm-1. Significant changes are observed in the 

shape and position of this band as a function of increasing doping 

concentration [178, 175]. The presence of nitrogen determines a broadening 
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and a shift to higher frequency of the peak, while its intensity decrease sharply 

(Fig. 5.7 a). In particular, it has been assumed that the carrier concentration 

shifts the peak towards the high wavenumbers while a decrease in mobility 

contributes to increase the asymmetry of the line [177]. Such a behavior is 

generally ascribed to the phonon-plasmon coupling mechanism [179]. None 

of the other strong Raman peaks shifts or broadens in the studied doping 

concentration range. In Fig. 5.6 c, p-type doped sample spectrum is displayed. 

The strongest modes, quite sensitive to the type and degree of crystallization 

are roughly centered as for the intrinsic sample. An increase of the low 

frequency baseline, proportional to the doping level, is evidenced [180]. 

Moreover, a new peak, characterized by low intensity and high width, is 

registered at about 164 cm-1 (Fig. 5.6 b). 

Since inhomogeneous doping of layers produces not uniform 

properties and subsequently poor quality material, micro-Raman mapping was 

further use to prove the spatial uniformity of the p-type implanted region and 

the underlying intrinsic epilayer. Raman imaging measurements were 

performed on a rectangular area enclosing p-doped and intrinsic region as 

shown in Fig. 5.8.  

 

Fig. 5. 8 Raman map showing the p-type implanted region over the intrinsic 4H-SiC 
epilayer. The blue dashed line delimits the two different doped regions. 
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Individual spectra, recorded for each point of the map, showed in Fig. 

5.9 a, are perfectly overlapped, proving film uniformity, unless for the peak at 

about 164 cm-1, assumed to be a typical feature of p-doped sample.  

The variation in intensity of the Raman peaks centered at 164, 797.5 

and 963.6 cm-1 was monitored (Fig. 5.9 b-d). The intensities of the peaks are 

reported towards the x position of the map points. Band at 164 cm-1 shows a 

sharp decrease in intensity indicating the transition from p-type doped to 

intrinsic region, where such peak is no more evident. The constant plateau 

registered before the separation zone and the rapid variation, suggest the high 

quality of the p-implanted region. On the contrary, the most intense bands 

being not sensitive to dopants impurities, show a constant intensity value over 

the analyzed area hinting at a spatially uniform intrinsic epilayer.  

 

 

(a) 

 

                          (b)        (c)            (d) 

Fig. 5. 9 (a) Raman spectra recorded for each map point; intensity of the monitored 
peak centered at (b) about 164 cm-1, (c) 797.5 cm-1 and (d) 963.6 cm-1. 
 

 



Bulk carbon-based material: Silicon Carbide 

154 

5.3.2 4H-SiC ellipsometric characterization 

4H SiC intrinsic sample was studied by spectroscopic ellipsometry in 

the 0.5 ∼ 4.1-eV photon-energy range. The Tauc-Lorentz multi-oscillator 

model, introduced by Jellison and Modine [181] was used as the 

parameterization model of the optical constants, conveniently corrected for 

the surface roughness. It resulted to work very well since in curves fitting no 

significant differences was found between the experimental data and 

generated model ones. The measured dispersion curves of intrinsic 4H-SiC 

optical constants, index of refraction and extinction coefficient, are shown in 

Fig. 5.10 a, b.  

 

(a)                                                          (b) 

Fig. 5. 10 (a) 4H-SiC refractive index, n, and (b) extinction coefficient, k. 
 

It is clearly displayed that upon decreasing wavelength n increases and 

the dispersion becomes larger towards the band edge. Reported values are in 

good agreement with those reported in other works [182]. The same fitting 

analysis was used to determine the extinction coefficient. It is clear that k 

increases rapidly at energy higher than the energy bandgap (Eg=3.2 eV) and is 

equal to zero for lower energies, where no light absorption in media can be 

detected (Fig. 5.10 b). In fact, being the extinction coefficient related, by 

Lambert-Beer equation [171], to absorbance W =  qrs
λ

 it reveals that the 

intrinsic sample is transparent under the bandgap value. On the contrary, in 

the high-energy region, light absorption in sample generally increases and 

penetration depth of light becomes smaller. 
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6 

4H-SiC UV photodetector 
 

 

 

The outstanding properties of the hexagonal 4H silicon carbide have been exploited for the 

realization of a photodetector able to work in the UV range. In particular, a flame detector 

configured as a p-i-n diode structure was characterized and tested in the UV region.  

In this chapter the experimental results on the p-i-n performance will be presented along with 

a simulative analysis aimed at providing more insight in the obtained results. 

 

 

6.1 Introduction 

Photodetectors based on wide band gap semiconductors are commonly 

used in a variety of applications. Silicon carbide (SiC), as already discussed, is 

considered particularly suitable for UV detection. In particular, an application 

as flame detector will be discussed in the following.  

An ideal flame detector should be unaffected by ambient conditions 

and at the same time it should reliably sense the flame of interest, while totally 

ignoring all the other signal sources. Therefore, being flame monitoring 

essential in any combustion safety system, a selective detector is strongly 

required. For instance, when natural gas is burned, optical energy, especially in 

the UV/Visible region, resulting from the chemical transformations during 

the combustion process, is more significant than heat emissions [140]. 

Therefore the emission of UV radiations is strong in the very early stages of 

combustion. The spectral lines, resulting from chemical reaction, give the 

natural gas flame a unique signature. 

Till nowadays UV flame detectors have been mostly based on gas 

photomultiplier tubes. But extremely sensitive UV detectors able to withstand 

high temperatures are required and the possibility to use UV sensitive solid-

state detectors may lead to several advantages. A great deal of research has 

been carried out to develop high- performance 4H-SiC UV photodiodes with 

different device structures, such as Schottky, metal-semiconductor-metal, p-n 
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junction, p-i-n junction, and avalanche photodiodes [145, 140, 144]. Among 

these structures, p-i-n photodiodes are of particular interest due to a lot of 

advantages such as low dark current, high response-speed, and high 

photosensitivity [183]. The developed p-i-n devices are mainly fabricated by 

mesa-type technology, due to its simplicity. However, many problems may 

arise in these structures. Basically, reliability in photodetectors is determined 

by a number of factors as material quality, processing procedures, and amount 

of leakage current. In poor quality materials, crystal defects may strongly 

increase the dark current. Device processing, planar technology versus mesa 

technology, is crucial in photodetectors reliability, strongly affecting the 

leakage current. Indeed, mesa photodiode typically is formed by wet chemical 

etching of an epitaxial grown p-n structure, while in a planar process, a p-n 

junction is formed by diffusing a suitable p or n dopant in the substrate (Fig. 

6.1). Planar structure is reported to be more reliable than a mesa since in a 

well-designed planar process the p-n junction is never exposed to ambient 

conditions. Exposure or impurities introduced during processing can cause 

surface corrosion, leading to an increase in the leakage current and poorer 

reliability, as a consequence. Alternative structures, as the planar ones, even if 

more complex, are necessary. 

 
 

Fig. 6. 1 Sketch of a mesa and planar photodetector . 
 

Local doping of SiC in a planar structure is performed by ion-

implantation [184], since conventional diffusion techniques cannot be used, 

due to the small diffusivity of impurities in the material. Doping of SiC is 

easier in n-type case, since it is characterized by an almost complete electrical 

activation of the implanted dopant ions at the annealing temperature of 

1500°C. Instead, p-type doping requires annealing at higher temperatures up 

to 1800°C in order to promote the electrical activation of the dopant in 
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substitutional lattice sites [185]. Therefore ion-implantation is the only 

technique suitable for selective doping with Al, B or N, P in SiC. In addition, 

doping concentrations and doping profiles can be precisely controlled and 

varied over a wide range. However, this process may introduce modifications 

in the surface morphology of SiC that, as a consequence, needs further 

treatment in order to avoid modifications in transport properties and 

electrical characteristics. 

Therefore, on these preliminary remarks a p-i-n photodiode, realized by 

ion implantation and a complete planar technology, was first characterized 

and then its efficacy as a flame detector was proved. 

 

 

6.2 P-i-n photodiode configuration  

A 4H-SiC p-i-n configuration, structured in p-doped/intrinsic/n-doped 

layers, was considered. The device was fabricated at CNR-IMM Bologna 

defined using a completely planar technology, as reported elsewhere [184]. In 

particular, it was used a commercially available 8° off-axis n+-type 4H-SiC 

substrate of 300 µm and conductivity equal to 0.021 Ω cm, at a doping 

concentration of 1·1019 cm-3. On it, an epilayer of 16.5 µm was grown (n-type 

concentration 3·1015 cm-3). The anode region (p+-type; 1·1018 cm-3), 500 nm 

thick, was obtained by implantation of aluminum ions into the epilayer. 

Finally, circular ohmic contacts were made by deposition of Ti/Al and Ni on 

the p+ implanted region and the n+ back surface of the wafer, respectively, by 

means of a photo-lithography process. The sketch of the analyzed structure is 

shown in Fig. 6.2. 

The p-i-n diode was firstly characterized, as previously reported 

(Chapter 5) by means of Raman spectroscopy in order to investigate the three 

different layers and evaluate their structure and quality. Then, Ti/Al top 

contact and Ni back contact were opportunely wire bonded in order to 

perform measurement tests.  
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Fig. 6. 2 Schematic structure of the 4H-SiC p-i-n photodiode. 

 

 

6.3 Characterization of 4H-SiC p-i-n photodiode  

The electrical properties of the p-i-n device were studied at room 

temperature, in both forward and reverse bias. A characterization system 

composed of a semiconductor parameter analyzer AGILENT 4155C and a 

Probe Station MPS150 was used to this purpose. A maximum reverse bias of 

60V was applied to the diode. 

Being known the active area of the photodiode (7.21·10-4 cm2), the J-V 

characteristics were registered. The current density is firstly reported vs 

forward (0-5 V) and reverse bias (0-60 V), under dark conditions to avoid any 

kind of light interference.  

 

Fig. 6. 3 J-V characteristic of the p-i-n diode in forward bias. 

n+ 4H-SiC 

i-epi  4H-SiC 

Ni 
200 nm 

300 µm 

16.5 µm 

0.5 µm p+ 4H-SiC 

Ti/Al 
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Fig. 6. 4 J-V characteristic of the p-i-n diode in reverse bias. 

 

Diode dark currents are plotted in Fig. 6.3 and Fig. 6.4, in forward and 

reverse bias, respectively. When the diode is forward biased at 5 V the 

measured dark current density is equal to 27.63 A/cm2. In reverse bias, when 

applied voltage is increased from 0.5 to 6 V, the dark current density increases 

from 1.80 nA/cm2 (1.2 pA) up to 26 nA/cm2 at 6V (18.7 pA). For applied 

reverse bias values between 6 and 60 V, the dark current density slowly 

increases to 120 nA/cm2 (87.8 pA) at 60 V. The registered values of current 

were below those reported in literature for similar devices [145]. Indeed, Chen 

et al. [145] reported an increment of the dark current from 0.3 pA to 2 nA 

when the applied reverse bias was increased from 0.5 to 6 V. The higher 

current values may be ascribed to the different structure of the p-i-n diodes, 

planar or mesa. Likely, compared to a planar device, the mesa diode has a 

more defective junction, which underwent a chemical etching process during 

fabrication, and is moreover exposed to air. As a consequence this may result 

in the generation of a dark current higher than that reported for the analyzed 

planar p-i-n. Furthermore, as reported in Chapter 5, the good crystalline 

quality of the 4H-SiC p-i-n structure was proven by Raman spectroscopy.  

The photo-response characteristics of the 4H-SiC UV p-i-n detector 

were then measured and analyzed. The UV light from a Xenon lamp was 

dispersed through a monochromator and focused onto the detector 

photoactive window by a lens. The wavelengths of the incidence light were 
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set in the range from 225 nm to 400 nm and increased in steps of 5 nm. The 

incident light power was calibrated by a DET210 high-speed silicon detector. 

The photo-generated current density values of the photodiode, 

recorded for the considered wavelength range and under no bias, is firstly 

reported (Fig. 6.5). 

 

Fig. 6. 5 Photogenerated current density reported towards the analyzed wavelength 
range. 

 

In order to test the photodiode response, reverse bias was only 

considered. As shown in the graph of Fig. 6.6, the J-V characteristic is 

prevalently flat over the analyzed voltage range under illuminated conditions. 

The integral of the photogenerated current density, in the analyzed spectral 

range, is reported on account of the total incident power density, 8.5·10-5 

W/cm2. 

 

Fig. 6. 6 Reverse bias characteristic of the photodiode under dark and illumination 
conditions, at a power density P=8.5 10-5 W/cm2 
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A related figure of merit for detectors is the spectral responsivity, which 

is the ratio of photocurrent to the incident optical power, as previously 

defined in Chapter 4: 

 
R=

Ip

Popt
 (6. 1) 

Ip is the photogenerated current calculated being known the voltage 

drop across the resistor (load resistance Rload=100 kΩ), considered in the 

equivalent circuit of the photodiode (Fig. 6.7).  

 

Fig. 6. 7 Equivalent operating circuit of the p-i-n photodiode. 
 

The photodiode absorbs radiation similar to a cut-off filter. The 

wavelength of cut-off (te) is established by the energy bangap of the 

semiconductor. In the case of 4H-SiC material it is λv=0.380 nm. Bearing in 

mind that the energy of photons decreases with increasing wavelength, and 

that near tethe photocurrent decreases abruptly, it can be understood that the 

curve of the spectral responsivity versus wavelength in the ideal case has a 

triangular shape [186]. 

The measured spectral responsivities of the 4H-SiC p-i-n diode under 

different reverse biases are shown in Fig. 6.8 a. The incident power density is 

reported in Fig. 6.8 b. Responsivities resulting from 0V and -10 V biases are 

compared. The photodetector shows a peak response wavelength at 300 nm 

and a cut-off wavelength at 380 nm. In particular, at the maximum peak 

response wavelength, the spectral peak responsivity reached 0.262 A/W at 0V 

and 0.310 A/W at -10V. The slight variation of the responsivity with reverse 

voltage may be attributed to the widening of the depletion zone with 

increasing reverse voltage, which increases the active volume of the 

photodiode. Analogous findings were reported by Chen et al [145]. Moreover 
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the calculated responsivity resulted to be higher than that reported in the 

literature for similar devices [145, 183].  

The measured spectral characteristics implied that the fabricated 

photodetector has a highly improved ultraviolet to visible rejection, which 

makes it absolutely blind to visible/IR backgrounds.  

 

                     (a) 

 
                       (b) 

Fig. 6. 8 (a) Responsivity of 4H-SiC p-i-n photodetector under reverse biases of 0V 
and -10V. (b) Incident power density. 

 

The electrical characteristics of the device were also measured as a 

function of temperature. An Hot Plate PC-420D was used for this purpose. 

The device response was tested from room temperature (25°C) up to 350°C. 

The measurements were performed under dark conditions, in reverse and 

forward bias. Curves are shown in Fig. 6.9 and Fig. 6.10.  
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Fig. 6. 9 J-V characteristics of the p-i-n photodiode in forward bias. Curves are 
registered in the temperature range 25-350°C. 

 

As can be observed from the carried out measurements, in forward 

bias, between 0 V and 5 V, the J-V characteristics display increasing current 

values and lower threshold voltages upon increasing temperature. On the 

other hand, in reverse bias 0-100 V the response is that reported in Fig. 6.10. 

 

Fig. 6. 10 J-V characteristics of the p-i-n photodiode in reverse bias. Curves are 
registered in the temperature range 25-350°C. 
 

As expected and in accordance with literature data [183], the dark 

current slowly increases with temperature, mostly due to the increase in the 

thermally ionized carrier concentration. The dark current at 350°C is 184 pA 

at -10V and increases up to 625 pA at -60V. 

The photoresponse of the photodiode at 0V bias was also investigated 

in the same temperature range. Fig. 6.11 displays the responsivity values 

versus temperature. Measurements were carried out at a fixed wavelength 
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value, equal to 300 nm, where the maximum photoresponse was previously 

registered. At room temperature, the recorded peak responsivity is 0.262 

A/W. When temperature is increased up to 350°C, responsivity slightly 

increases to 0.299 A/W, at the same wavelength value. At the wavelength of 

interest (300 nm) a weak increase of the responsivity with increasing 

temperature is observed. This finding is in agreement with the literature, even 

if lower temperatures were investigated [183]. The enhanced responsivity at 

higher temperature may be ascribed [183, 148] to the increased phonon 

population that promotes the indirect transitions in 4H-SiC. 

 

Fig. 6. 11 Responsivity values recorded at 300 nm under different temperature 
conditions. 
 

These findings suggest that the fabricated 4H-SiC p-i-n photodiode, 

behind the visible/infrared blindness feature, results to be also suitable for 

UV detection in extreme temperature conditions where conventional silicon 

detectors usually fail. 

 

6.3.1 Flame photodetector tests  

The principle of operation of the investigated photodiode is the 

detection of the ultraviolet component of a flame. It is known that a flame 

emits a very broad spectrum of radiations, ranging from the ultraviolet to the 

infrared. When a flame is generated due to fire starting from hydrocarbons 

such as natural gas, UV radiations are emitted in the early stages that precede 

the development of the flame itself. Such radiations are readily detected by 

the sensor which, through appropriate associated electronics, will trigger an 
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output signal as an alarm warning. The revelation of the ultraviolet 

component is a certain proof of an instant generation of a flame.  

It is also important to know exactly the main conditions which 

guarantee the detector to show the best performance in relation to its working 

distance and angular vision. Therefore, sensor response was also calculated 

and plotted for changing light source-to-photodiode distance. The result is 

displayed in Fig. 6.12. 

 

Fig. 6. 12 Sensor response at variable operating working distance. 
 

The wavelength at which the maximum responsivity value was detected 

has been used for this purpose, namely 300 nm. Distances between 10 mm 

and 1430 mm were tested in steps of 10 mm. For each set distance, the 

photo-generated current was calculated by the detected voltage drop across 

the resistor on the device, as previously reported: 

 
Ip=

V

Rload
 (6. 2) 

As evident, the photodiode response decreases by increasing the 

distance. The limit value of distance beyond which the diode does not give 

response any more is 1400 mm. 

In addition, the photodiode response was investigated on account of 

different incidence angles of the light. At normal incidence conditions, light 

comes in perpendicular to the diode, whereas the light strikes the sample in a 

range of angles between -45 and 45 degrees under tilted incident conditions. 

The output voltage of the device was measured for different relative angles 

between the normal to photodiode surface and the incident light. Photo-
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generated current was then calculated being known the load resistance, as 

previously reported. The measurements results are shown in Fig. 6.13. 

 

 

Fig. 6. 13 Photocurrent of the p-i-n photodiode generated at different incident 
angles. 

 

As can be seen from the plot, response is better when the incident 

radiation is perpendicular to the photodiode sensitive surface (angle of vision 

equal to zero). As the relative angle is increased, the photocurrent decreases. 

When the incident radiation does not completely cover the entire active area 

of the device, the responsivity will fall off with the cosine of the angle of 

incidence as follows: 

 Rθ=R cosθ (6. 3) 
where R is the responsivity at normal incidence.  

 
 

6.4  ATLAS simulation of the p-i-n photodiode 

Numerical modeling and simulations are useful for the analysis and 

optimization of electronic devices, especially if based on unconventional 

semiconductors, as the case of SiC. Therefore, a simulation program was used 

to outline the role of physical models and the related parameters in 

determining the electrical characteristics found in the experimental 

photodetector. Silvaco Atlas software [187] a commercial finite-element 

device simulator, was used for this purpose.  

A minimum set of 4H-SiC specific properties data together with proper 

physical models were supplied by the program itself. P-i-n photodiode 



experimental data and simulated characteristics were combined to 

main physical parameter

electronic properties employed in the numerical simulation are summarized in 

Table 6.1. As to obtain the best agreement between experimental and 

simulative data, both literature data and fitting parameters were used 

 

 

 

6.4.1 

The simulation process

describe 

temperature, 

dopants. 

The carrier mobilities were modeled with the Caughey 

model for 4H
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experimental data and simulated characteristics were combined to 

main physical parameters affecting the device performance. 

electronic properties employed in the numerical simulation are summarized in 

6.1. As to obtain the best agreement between experimental and 

simulative data, both literature data and fitting parameters were used 

Table 6. 1 Set of data employed in ATLAS simulation.

Simulation model parameters 

 Physical models 

The simulation process took into account physical 

 mobility, carrier lifetime as a function of both doping and 

temperature, bandgap temperature dependence and incomplete ionization of 

 

The carrier mobilities were modeled with the Caughey 

model for 4H-SiC [189]: 

µ
n,p

=µ
0n,p
min � T
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experimental data and simulated characteristics were combined to study the 

affecting the device performance. The 4H-SiC 

electronic properties employed in the numerical simulation are summarized in 

6.1. As to obtain the best agreement between experimental and 

simulative data, both literature data and fitting parameters were used [188].  

Set of data employed in ATLAS simulation. 

 

 

physical models able to 

as a function of both doping and 

temperature dependence and incomplete ionization of 

The carrier mobilities were modeled with the Caughey -Thomas analytic 

g hαn,p

� p
 (6. 4) 
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where N is the doping density, Nn,p
crit is the doping concentration at which the 

mobility is halfway between the mobility in highly doped and undoped 

material, α, β, δ, and γ are fitting parameters. 

The carrier lifetimes useful to define the Shockley–Read–Hall (SRH) 

recombination rate are modeled as functions of doping and temperature by 

means of a relation derived by the Scharfetter’s model [190]: 

 
 

τn,p=
τ0n,p g T

300hγ

1+ � N
Nn,p

SRH�k (6. 5) 
 

 
being N the total doping density, Nn,p

SRH=7·1016 cm-3 a reference constant, and 

τ" a process-dependent fitting parameter. The temperature dependence of the 

4H-SiC band-gap is [191]: 

 
 

Eg�T�=Eg0-
αT2

β+T
 (6. 6) 

 
 
where Eg0=3.2 eV is the assumed band-gap energy at 300 K, α=3.3·10-4 eV/K 

and β=0 are specific material parameters and T is the lattice temperature. An 

apparent band-gap narrowing effect as a function of the activated doping in 

the p-type and n-type regions, i.e. ∆Ea and ∆Ed respectively, is also included 

during the simulations according to the Lindefelt’s model of the band edge 

displacements [192]:  

 
 

∆Ega=Aa � Na
-

1018�1/2

+Ba � Na
-

1018�1/3

+Ca � Na
-

1018�1/4

 (6. 7) 
 

 
∆Egd=Ad � Nd

+

1018�1/2

+Bd � Nd
+

1018�1/3

+Cd � Nd
+

1018�1/4

 (6. 8) 
 

 
where Aa,d, Ba,d and Ca,d, are appropriate 4H-SiC constants. 

As regards the incomplete ionization, due to the wide bandgap of 4H-

SiC, not all doping atoms can be assumed as fully activated. Using the Fermi–

Dirac statistics, the carrier concentration Na
-
and Nd

+ (i.e. the number of 

ionized acceptors and donors) can be expressed as [193]: 
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NA

- =
NA

1+g
A

exp �EA-EFP

kT � (6. 9) 
 

 
ND

+ =
ND

1+g
D

exp �EFn
-ED

kT � (6. 10) 
 

where, NA and ND are the p-type and n-type doping concentrations, Ea and Ed 

are the acceptor and donor energy levels, EFn and EFp are the quasi-Fermi 

energy levels for electrons and holes, whereas gD and gA are the appropriate 

degeneracy factors for the conduction and valence band [194].  

 

6.4.2 Material and geometry definitions 

The device was virtually fabricated in ATLAS following the previously 

sketched geometry and layers doping configuration (Fig. 6.2). The sizes of the 

p-i-n diode layers were reproduced as shown; the width of the device was 

established equal to 20 µm, whereas its depth, 1 µm, was set as default by the 

software.  

The doping profile of the p-type region was considered Gaussian 

shaped with a peak doping of 1·10 18 cm-3 at the surface. The intrinsic and n-

type doped layers were instead uniform in concentration (Table 6.2). 

 

Table 6. 2 Doping concentration of p-i-n layers. 
 

4H-SiC regions Doping (cm-3) 

p+ 1·1018 

n- 3·1015 

n+ 1·1019 

 

 

The device ohmic contacts were simulated by considering a layer of 

nickel on the back of the structure and a layer of aluminum, covering 

approximately the 80% of the top of the p-i-n. Contacts material parameters 

were considered as default by the software. 
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Fig. 6. 14 Cross-section of a selected region of the 4H-SiC p-i-n diode. Doping 
concentrations are shown. 

 

6.4.3 Simulations of p-i-n characteristics 

The measured J–V characteristics were imported and used for 

comparison to the ATLAS outputs. Simulated dark J-V characteristic was 

performed in forward bias. Fig. 6.16 shows the variation of dark current 

density with voltage as obtained both experimentally and from ATLAS 

simulation. It is clear that a good agreement has been achieved between 

experimental and simulated data.  

As already stated in similar p–i–n structures [195], different current 

regimes can be determined. In particular, the current is dominated by carrier 

diffusion in the region (I) and recombination in the region (II). The diffusion 

and recombination current mechanisms produce a quick rise in slope, which 

is a characteristic of high quality, low resistance, and efficient operation. At 

voltages higher than 2.8 V, the plots tend to become flat and the current is 

entirely dominated by a series resistance (III) sum of the contact 

contributions and the diode internal resistance.  
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Fig. 6. 15 J-V characteristic in forward bias obtained from measured data and 

ATLAS simulation. 

 
In order to investigate the performance of the p-i-n structure as a 

photodiode, the sensitivity of the photosensor to optical radiation of different 

wavelengths, in the UV range, was recorded. The optoelectronic simulator 

module “LUMINOUS” of ATLAS was used to simulate the electronic 

response to optical radiation. Basically, it is able to calculate optical intensity 

profiles within the semiconductor device, and to convert these profiles into 

photogeneration rates. The optical beam was properly modeled specifying the 

direction of propagation as a vertical illumination from the top. The beam 

was automatically split into a series of rays so that the sum of the rays covered 

the entire width of the illumination window.  

Simulations were carried out in the UV spectral range, between 220 and 

400 nm and a uniform and constant power of 1 W/µm2  was set. Moreover, 

the experimental index of refraction of 4H-SiC obtained by spectroscopic 

ellipsometry (reported in Chapter 5) was imported and used together with the 

other material properties reported in Table 6.1. The simulated spectral 

responsivity, evaluated as the photocurrent-power ratio, is shown in Fig. 6.17. 

As reported in the experimental case, the simulated photodetector 

responsivity varies according to the operation wavelength, showing a 

maximum at 300 nm. The maximum of the simulated spectral response 

resulted quite in agreement with that experimentally measured.  
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Fig. 6. 16 Comparison of responsivity curves obtained upon varying the operation 
wavelength for both measured and ATLAS simulated case. 
 

Finally, the simulation of the responsivity curves was performed at 

different temperatures, as in the experimental case. In Fig. 6.18, responsivities 

obtained at 25°C and 350°C, respectively the lowest and highest investigated 

temperatures, are compared. Once again simulations are in agreement with 

experimental results. Indeed, at the maximum peak response (300 nm) the 

simulated responsivities show a similar behavior to those measured. A shift at 

the wavelength of interest, ascribed to the temperature effect, is observed 

even in this case. At room temperature responsivity value is 0.224 A/W and 

slightly increases to 0.236 A/W upon increasing temperature up to 350°C. 

 

 

Fig. 6. 17 Comparison of responsivity curves obtained at 25°C and 350°C from 
ATLAS simulation.  
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CONCLUSIONS 
 

 

In summary, this thesis was aimed at providing a contribute in the 

sensing devices research field. Recently the choice of alternative materials and 

advanced technologies to realize sensing structures allowed to greatly improve 

the existing devices, leading to a further miniaturization of the sensors and 

their easier integration with microelectronics. Indeed, carbon-based materials, 

characterized by outstanding electrical properties, have been recently 

introduced as a possible alternative to the traditional ones for niche 

applications. Moreover their nanostructured configuration seems to be 

particularly suitable for sensing applications thanks to the high surface to 

volume ratio. 

In this work, graphene and carbon nanotubes-oxide composites were 

properly synthesized and their properties suitably tailored to sensing 

applications. A detail characterization of the obtained products was also 

performed by means of complementary techniques. Along with low 

dimensional carbon materials, even bulk carbon, in the form of silicon 

carbide, was investigated because of its potentialities in specific electronic 

devices. 

A graphene/silicon Schottky diode was electrically characterized and 

tested as sensor of gaseous analytes detecting small traces of gas in a real 

environment. Indeed the device was able to work at room temperature and at 

50% of relative humidity, and was able to detect very low concentrations of 

ammonia. It shows a strong specificity towards this analyte and sensor 

performances appear extremely stable and repeatable. Moreover very fast 

recovery times, at room temperature without resorting to techniques such as 

thermal annealing or exposure to UV radiation, were reported. 

The development of the Metal Oxide Semiconductor sensor, based on 

the CNT/TiO2/Pt nanohybrid, provided the detection of H2 in air. The 

device was characterized by good response, selectivity, small size and low 

cost. Furthermore, it was even able to work at relative low temperature, with 
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a reduced power consumption. The prominent role of the synergic action 

among all the components of the synthesized nanohybrid was inferred, even 

if not completely clarified. 

The electrochemical sensor, suitable for H2O2 sensing was based on the 

same CNT/TiO2/Pt material of the MOS device. The versatility of the 

synthesized nanohybrid was therefore proved considering its performances 

even towards a liquid analyte as H2O2. The electrochemical sensor resulted 

particularly appealing in terms of fabrication simplicity, fast response, 

reliability, repeatability and low cost. What is more important a great 

selectivity was also proved. 

The realized chemical devices have shown substantial advantages in 

terms of detectable concentrations, recovery times and selectivity, compared 

to the available sensors.  

Finally, a 4H-SiC p-i-n structure was characterized as a photodiode and 

proved to act as an UV optical sensor. SiC excellent properties, such as the 

wide band gap and the physical stability, have been exploited to this purpose. 

The photodiode, working as a flame detector, resulted particularly suitable in 

a specific range of wavelengths and in harsh environments, especially under 

high temperature conditions. More insights on the physics of the device were 

also provided by means of simulation methods. 
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