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Introduction

History and Motivation

The work presented in this PhD thesis has been carried out in the framework of

the interaction between electromagnetic waves and dispersive anisotropic magnetized

plasmas in electron cyclotron resonance and microwave ion sources [1]. The generation

and heating of plasmas by means of microwaves is a widely-used method for high-

temperature ion source and fusion plasmas [2] as well as for low temperature plasmas.

Interest in high frequency electromagnetic waves propagation in ionized gases was

first motivated by ionospheric and astrophysical observations. Since about 1950, the

efforts to understand the properties of plasma waves has been greatly boosted by the

needs for supplementary heating in fusion-oriented plasmas, or by the needs to use

the microwave propagation in plasma as a non-perturbative diagnostic tool, and it

has developed into an essential part of plasma physics. The use of plasmas in various

areas of scientific research has been growing in recent years. Since 1970, moreover,

their contribution has been crucial in the field of accelerator physics, and consequently

contributed to the impulse that this gave to Nuclear and Particle Physics in the

last thirty years. The Electron Cyclotron Resonance Ion Sources (ECRIS) and the

Microwave Discharge Ion Sources (MDIS) are currently the best devices worldwide able

to feed effectively high energy accelerators such as Linacs, Cyclotrons, Synchrotrons

or Colliders.

ECRIS are now among the best candidates to support the growing request of in-

tense beams of multicharged ions coming from both fundamental science (nuclear and

particle Physics, especially [3]) and applied research (neutrons spallation sources [4],

subcritical nuclear reactors [5], hadrotherapy facilities [6], material treatments, ion

implantation). Inside an ECRIS machine [7], a dense and hot plasma, made of mul-

ticharged ions immersed in a dense cloud of energetic electrons, is confined by multi-

Tesla magnetic fields and resonantly heated by some kWs of microwave power in the

2.45-28 GHz frequency range, absorbed during the interaction with a low pressure gas
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(10−6 - 10−3 mbar). In presence of the magnetostatic field, the electromagnetic wave

absorption is particularly efficient at the so-called “Electron Cyclotron Resonance”

frequency which gives the name to these devices. When part of the ion content is ex-

tracted from the high density and high temperature plasma (ne ∼ 1010 - 1012 cm−3,

Te∼ 0.1 - 100 keV), to supply the ion beam for the accelerator machines, most of the

parameters of the extracted beam, such as the intensity, the emittance and the shape

in the real space depend in a decisive way on the characteristics of the plasma from

which the beam is extracted.

The further development of microwave ECR-heated ion sources is however intrin-

sically limited by physical properties of the plasmas. The electromagnetic wave can

travel in a plasma only if ωRF > ωpe, i.e. the operative frequency is greater than the

plasma frequency: this implies that the electromagnetic energy can not be transferred

to the plasma electrons over a certain density threshold, named cutoff density. At the

cutoff the wave becomes evanescent, making inaccessible the ECR layer and, normally,

in plasmas sustained by microwaves, the density increases with microwave power but

it stabilizes below a limit value situated just slightly below the critical density.

In the ion sources field, this topic is of fundamental importance, because the

extracted currents are directly proportional to the plasma density (iext ∝ ne): the

presence of the cutoff limitation, therefore, limits the performance of the sources.

Up to now, the ECRIS development path has been traced – since the years of

general scaling laws [1] definition (1980–1995) – on the philosophy of magnetic field

and microwave source frequency and power boosting. This trend is now deemed of

approaching saturation due to technological constraints.

In the last years, together with the trend to increase the microwave frequency,

new techniques have been evaluated in order to improve the performances of the ex-

isting ECRIS or of those under development. The possibility to tune the frequency

of the microwave power is a promising aspect for suchlike improvement. Several ex-

periments confirming this assumption have been carried out in the last years and

interesting interpretations of the results of this so called frequency tuning effect have

been proposed. Another technique successfully used to enhance the ion beam cur-

rent and the production of highly charged ions is called double frequency heating and

consists in the multiple injection of two electromagnetic waves at different frequen-

cies into the ion source. These techniques are based on the different electromagnetic

field patterns which can be excited inside an ECRIS plasma chamber (that is a mi-

crowave resonant cavity) and on the improvement of the microwave coupling between

the electromagnetic waves and the confined plasma. However, even if these techniques

provided interesting results, a better understanding of the microwave coupling between

waves and cavity filled with plasma is mandatory. The modeling of waves in magne-
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tized anisotropic plasma for microwave heating and diagnostic is the main argument

developed in this PhD thesis. It well fits also for fusion research on microwave-plasma

interaction and with a large range of industrial applications such as plasma sources for

generation of radicals (e.g. atomic oxygen), plasma etching, plasma-enhanced chemi-

cal vapor deposition (PECVD), surface treatment (nitruration, cleaning etc.).

Also in the field of magnetic confinement controlled nuclear fusion reactor in fact,

the cutoff limitation discussed above has a crucial importance since it limits the satis-

faction of the Lawson criterion [8–10]. However, there is a wave which can propagate in

plasmas without upper density limit. It is the electrostatic “Electron Bernstein wave”

(EBW) [11] that has been already investigated and exploited for different fusion-

relevant experiments [12]. The EBW has no cutoff limit but its nature does not allow

propagation outside of the plasma [13]. How to obtain this wave/mode inside the

plasma of an ion source, through the conversion [14] from other externally launched

electromagnetic waves/modes, is a relevant topic of the present thesis, and it was

studied through numerical codes and dedicated experiments.

For these reasons, this research work has been carried out with the aim to inves-

tigate the microwave coupling to the plasma, to analyze and design new techniques

to improve the performances of the ECRISs [15] and new microwave diagnostic tech-

niques putting us on a road that takes beyond what achieved so far, i. e. towards a

“microwave-absorption oriented” design of future ion sources.

Overview and main results of this thesis

This thesis focuses on several aspects of elecromagnetic waves in magnetized plasma,

the common subject being the development of a full-wave simulation code based

of Finite Element Methods (FEM), that in future it could be used in support of

experiments carried out on ECRIS and microwave-heated plasma: direct solution of

the wave equation considering full-wave effects and realistic geometries, together with

a 3D kinetic code for particles dynamics was used to calculate the electron distribution

function in a self-consistent way.

The studies we performed during the PhD course, have shown the importance of

a complete modeling of electromagnetic waves propagation in plasma. The results of

the simulations allowed to interpret and explain the experimental results, and, on the

other hand, to implement techniques and systems capable of improving the absorp-

tion of electromagnetic power by the plasma contained within the resonant cavity of

the ion source. The general efforts paid in wave-to-plasma interaction modeling were

very useful for the development at INFN-LNS of a multipurpose microwave-based

interferometer for non-invasive measurement of the plasma density in plasma-based
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ion sources. This tool, completely designed, manufactured and tested, is an impor-

tant part of this PhD thesis with potential applications in the field of laser generated

plasmas for ion acceleration. The thesis work has hugely benefited of the multidisci-

plinarity, exploiting and inheriting techniques well known in other applications such

as microwave radar which have been readapted for the particular scenario.

The electron density measurement, carried out by means of the microwave inter-

ferometer, represents the first measurement of electron density in ion sources with this

method, it is absolutely relevant by a scientific point of view, and it will provide a

non-invasive diagnostic and a fruitful strategy supporting the design and construction

of new ion sources or for optimizing the performances of the existing ones.

The 3D full-wave code developed to study the microwave behaviour in the ECRIS

plasma geometry, allowed to design a new antenna to heat by Electron Bernstein

Waves, an ECRIS-like plasma trap, called Flexible Plasma Trap (FPT). The mi-

crowave launcher may be used to heat the plasma by launching an electromagnetic

wave that (mode) converts and damps as an EBW. A proper O-X-B scenario has been

simulated and chosen to run the experiments.

Thesis outline

The subjects up to now described were organized in six different chapters:

In the Chapter 1 an overview of the microwave-generated plasma ion sources

is given, with the main peculiarities of the microwave discharge and ECRIS.

Chapter 2 presents the theory of wave propagation in magnetized plasma,

including a brief discussion of the effect of cavity in case of a plasma confined in a

resonant cavity. This chapter aims to provide the theoretical basis of the numerical

model developed in this thesis and presented hereinafter in Chapter 4, providing the

necessary references.

In the Chapter 3 some methodologies of plasma diagnostics will be presented

with particular attention to the microwave interferometry. A brief survey of other

plasma diagnostic techniques besides of microwave was also given. The remaining

chapters were focused on the numerical and experimental results.

Chapter 4 describes the modeling of the electromagnetic field in the anisotropic

inhomogeneous magnetized plasma of ECR Ion Sources. Therefore, numerical so-

lution of Vlasov equation via particle in-cell (PIC)-based strategy kinetic

codes coupled to full wave FEM solver, has been developed: it represents a very

important tool to investigate wave-plasma interaction, electron-ion confinement and

ion beam formation. The full wave calculations show the possibility of the

electromagnetic mode conversion also in the ECRIS plasma.
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Chapter 5 is devoted to extensive description of the microwave diagnostic ex-

periment. The strategies of design and sizing of the microwave interferometer instru-

ment are described, up – finally – to the development of a calibration procedure and

experimental tests carried out through a special technique of “frequency sweep”.

Chapter 6 is devoted to the numerical and experimental study of alternative

plasma heating mechanisms for ECRIS: a series of numerical simulation have

been carried out and a possible injection scheme designed. The chapter shows the

experimental data collected in terms of electromagnetic characterization on a new

“microwave launcher”, ready to be installed on a new ECRIS-like device, the Flex-

ible Plasma Trap (FPT), recently installed at LNS, for the production of overdense

plasma through possible alternative mechanism of plasma excitation.

Finally, the chapter devoted to conclusion remarks. Particularly important are the

perspectives opened by a more powerful handling of the RF energy deposition into

the plasma, including the diagnostics for monitoring what’s going on into the plasma

itself, in terms of density and electron energy distribution function.
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Microwave-generated plasma Ion Sources

1.1 Introduction

An ion source represents the first stage of an accelerator. It generates and contains the

plasma from which ions are extracted. In the XX century several types of ion sources

have been developed, each one characterized by a different manner to generate and

maintain the plasma. Ion sources are different for electron temperatures and densities

and for plasma lifetime. These properties have consequences on the ion beam.

Generally, plasmas are created by means of electrical discharges under vacuum,

by means of electron beams passing through the neutral gases or by means of elec-

tromagnetic waves interacting with gases or vapours, in presence of a well shaped

magnetic field.

Ion sources based on this last method usually produce plasmas by means of the

Electron Cyclotron Resonance or by means of the so-called off-resonance discharge.

They are frequently used in modern accelerator facilities, as they enable to reach larger

charge states and extracted. In the forthcoming chapter a description of the main

microwave-based ion sources will be given. Particular attention will be paid to the

Electron Cyclotron ion sources and Microwave discharge Ion sources, the equipment

on which a large part of the experimental measurements have been carried out bu

LNS group.

Electron cyclotron resonance ion sources (ECRISs) are delivering beams of singly

or multiply charged ions for a wide range of applications in many laboratories. In

particular, such devices are well suited for the productions of highly charged ions

(HCIs) which are a key point for the new acceleration facilities (e.g., FAIR, RIA,

HRIBF, etc.) which will require mA level of HCI. In order to get such high currents,

the recent progress of ECRIS performances has been mainly linked to the improvement

of the plasma magnetic confinement time τi within the source chamber and to the

frequency increase for the feeding microwaves which, under proper conditions, take

to higher plasma densities ne [16].
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The product neτi is called quality factor for ion sources and, together with the

electron temperature, determines the performances of the ion source. This means

that it is possible to improve the performances of an existing source by opportunely

increasing these three fundamental parameters. In figure 1.1 the function neτi =

f(topt) together with the main ions obtainable in such conditions is shown.

Fig. 1.1. Golovanivskys diagram, which shows the criteria for the production of highly

charged ions. The ions enclosed by circles are completely stripped; some combinations of

electron temperature, electron density and ion confinement time allow to produce completely

stripped ions; inside brackets uncompletely stripped ions are shown: they can be produced

with the corresponding plasma parameter of ions enclosed in circles.

The increase of the quality factor and of the electron temperature through the

development of new plasma heating methodic represents the main frontier of the

research and one of the main goals of the PhD activity.

Nowadays, if compared to other kind of sources, the ECRIS give the best com-

promise between charge state, extracted current and emittance. Since the beginning

of 90s, when ECRIS started to be operative, the increase of performances has been

done by means of a “brute force” approach through the control of the power and of
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the frequency ωRF of the electromagnetic injected in the source. This approach has

been summarized by the Geller’s scaling laws:

Iextr ∝
ω2
RF

M
〈q〉 ∝ log ω3.5

RF (1.1)

where M is the atomic mass number, which have traced the road, for more than

20 years, for the development of ECRIS; indeed for a couple of decades people spoke

about a “standard model of ECRIS”.

The trend followed until now, has been increasing frequency and magnetic field

leading to rising cost of the technology and safety problems for the magnet’s cryostat

because of the hot electrons growth: frequency and magnetic field scaling are close to

saturation. Apart from this main road, different techniques are also used to enhance

the production of HCI, such as the usage of secondary emission materials, the wall

coatings, the installation of bias disk, or the gas mixing to mention the most important

ones [17].

Moreover, in the past decade, some experiments involving new feeding approaches

permitted to increase the performances of the conventional ECR ion sources with

B-minimum magnetic field structure by feeding them with electromagnetic waves

having large spectral content or obtained by the superimposition of a discrete set of

microwaves at different frequencies [18]-[19].

Even if these experiments provided interesting results, they have not given an

explanation or a methodology to better understand the coupling mechanism between

feeding waveguide and cavity filled with plasma and the energy transfer between the

electromagnetic field in the source plasma chamber and the plasma therein confined.

The increase of knowledge in terms of microwave coupling to ECRIS plasma and

therefore the optimization of the ECR power transfer processes may allow to design ion

sources with higher performances. Further improvements of ECRIS output currents

and average charge state require a deep understanding of electron and ion dynamics

in the plasma and of the impact of electromagnetic structure on electrons density

distribution: theoretical investigations, in order to find a reasonable and adequate

modelling for these mechanisms and to predict their possible improvement, can lead

to design a future innovative ECR ion source.

During the past years, dedicated experiments at INFN-LNS have aimed to investi-

gate these topics and, at the same time, some theoretical studies have been undertaken

to describe them in details [20].

The microwave coupling between the electromagnetic wave and the plasma deter-

mines the efficient transfer of the energy from the microwaves to the plasma electrons

inside the ECRIS. The plasma chamber, on the other hand, can be considered as a

resonant cavity for the electromagnetic waves and, when the magnetized plasma is
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created, the electrical permittivity of the medium filling the chamber is not longer ho-

mogeneous and not longer electrically isotropous. A detailed investigation have been

carried out to demonstrate that the performances of the ECR ion sources depend on

the electromagnetic field configuration excited inside the plasma chamber and on the

coupling mechanism used to provide the microwaves to the plasma. In the following

the differents approachs used over the years are presented together with the possible

alternative heating schemes.

1.2 ECR-based ion sources

ECR-based ions sources generate a plasma by means of the absorption of E.M waves

in the microwaves range. ECR ions sources maximize the quality parameter neτi.

Equations

< q >∝ neτi (1.2)

and

Iextr ∝
ne
τi

(1.3)

show how the confinement time is a fundamental parameter to determine the char-

acteristics of the extracted beams. A high confinement time leads to the production

of relatively low current of highly charged ion beams, while a low confinement time

determines high currents of low charged ions (generally 1+ ionized). ECRIS can be

included in the first category, whereas the MDIS belong to the second one. For sake

of simplicity, the main differences between ECRIS and MDIS can be depicted as in

figure 1.2.

Fig. 1.2. A sketch of ECRIS and MDIS comparison

1.2.1 ECRIS scheme

ECRIS were first proposed by R.Geller in 1965 [21]. In 1971 the first operational

ECRIS, called MAFIOS, was completed. The long ion confinement time is obtained

by means of a “B-minimum” structure. The Electron Cyclotron Resonance ensures
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a resonant absorption of electromagnetic energy by the plasma electrons. At the be-

ginning of the discharge process few free electrons, spiralizing around the magnetic

field lines, are accelerated by the electric field of the injected microwaves. In a time of

several hundreds of µs the discharge develops with an avalanche of ionization events.

Then a plasma in a stationary state is established. The electron-atom collisions allow

to obtain multiply-charged ions, and very high charge states can be reached because

of quite long confinement times (� 10−3 − 10−2 sec).

The B minimum magnetic configuration is generated by means of two or three

solenoids producing an axis-symmetric simple mirror structure, while an hexapole

generates a field which increases from the center of the plasma chamber to the

walls. Electrons are heated by means of ECR in the region of the chamber where

B = BECR = qB/m which is an iso-B surface with egg-shaped structure. Figure

1.3 shows the typical B-minimum trap [15], whereas in figure 1.4 a simulation of the

electron dynamic within the B minimum trap is shown. From the two images it comes

out that the largest part of particles is well confined inside the egg-shaped resonant

surface. This effect, not adequately investigated in the past, has been recently focused

by the INFN-LNS group; it is based on the additional confinement provided by the

resonant acceleration of cold electrons crossing for the first the resonance layer. In [22]

the reason of the electrons fluxes concentration in the axis region is given. According

to this model, the plasma separates in two well distinguishable regions called “plas-

moid” (inside the ECR surface) and “halo” (outside the ECR surface) as confirmed

by the full-wave-PIC integrated code described in chapter 4.

Fig. 1.3. B-minimum field structure in an ECRIS. The magnetic field is given by the sum

of the field generated by two solenoids (simple mirror) and of the field generated by an

hexapole.
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Fig. 1.4. Simulated electrons inside the SERSE plasma chamber together with the egg-

shaped ECR surface.

The constituents of an ECRIS can be summarized as it follows:

• resonant cavity: a vacuum metallic chamber containing the plasma, which acts

as a resonant cavity for the microwaves necessary so that we can have resonance

ECR. It is insulated from the magnetic system and usually positively charged to

allow the extraction of the ions;

• system of magnets for the magnetic confinement of the plasma: formed by two or

more solenoids which generate a Simple Mirror type field for axial confinement and

by a multipole magnet (usually a hexapole) to improve the radial confinement;

• gas injection system and microwaves injection.

The microwave injection system consists of one or more waveguides with the cor-

responding ports located in the injection flange of the plasma chamber. As an

example, Fig. 1.5 shows the injection flange with the location of the microwave

ports for the SERSE source.

The insulation of the chamber is ensured by a DC break placed in proximity to the

injection flange. When two waveguide ports are present, the two injection ports are

often perpendicular to each other to provide polarization diversity. The microwave

generators are usually of two types: klystron generators and Travelling Wave Tube

(TWT) amplifiers. For third-generation sources the gyrotron-based generators are

used, with frequencies of 28 GHz or higher.

• Extraction of the ion beams with different charge states in the plasma. Appropriate

generators or amplifiers (magnetron, TWT) provide microwaves, whose frequencies

span from about 2 GHz to about 30 GHz, delivered to plasma through circular or

rectangular waveguides.
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Fig. 1.5. Detail of the injection flange of the SERSE source with the two microwave ports

and a sketch of the microwave generators–plasma chamber connections via waveguides.

Fig. 1.6. The main ECRIS devices (magnets, microwave injection, gas injection, ion extrac-

tion, plasma chamber) together with the six-cusp plasma generated in the central region of

the plasma chamber.
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1.2.2 MDIS scheme

The MDIS were first developed at the beginning of nineties for the production of high

currents of proton beams and light ions. Their principal characteristic is the absence

of a confining magnetic field. On the contrary, the magnetic field is about flat within

the plasma chamber. The shape of the magnetic field is designed in order to allow

that the injected microwaves match ECR conditions at the injection and extraction

points. In the central region of the plasma chamber, the field is about flat and off-

resonance, i.e. B > BECR, according to figure 1.7 showing the magnetic configuration

of the first MDIS. Through the years the magnetic field profile in the extraction

region was designed to be about zero, in order to decrease the beam emittance, which

is proportional to the field at extraction.

Fig. 1.7. Magnetic field profile of the MDIS designed by Taylor and Willis in 1991. The

dashed vertical lines define the axial extent of the plasma chamber. Nowadays the magnetic

field is designed to be zero in extraction region, in order to decrease the beam emittance,

proportional to the field at extraction.

A large part of the MDIS operates at 2.45 GHz, with a off-resonance magnetic

field of 0.1 T in the center of the plasma chamber. Several measurement carried out

during the last decades (and reported also in this thesis) demonstrate that slightly

overdense plasmas can be generated in MDIS [1], which are not expected by

the standard theory of E.M absorption. In particular, Sakudo in ref. [23] demonstrated

that the higher plasma density is obtainable when BECR < B < 1.3BECR.

A large part of the simulations present in this thesis have been carried out in a MDIS

magnetic configuration. In particular, we have studied the performances of our source
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in an under-resonance magnetic configuration, (ω > ωc, Y<1). Also in these conditions

ECR is not possible, but the eventual presence of the UHR can enable the generation

and propagation of EBW, which then can be absorbed at the cyclotron harmonics,

generating an overdense plasma. The absorption of the electrostatic waves is really

more effective than the usual off-resonance heating. In particular this heating method

increases significantly both electron density and temperature, and therefore the energy

content of plasma neτe. This new plasma heating approach, once adequately studied,

can therefore represent a step forward in the field of MDIS (and in general, of all ECR-

based ion sources) because it can allow to generate high current of multi-charged light

ions by means of a simple and inexpensive device (with respect to other ion sources)

like MDIS.

1.3 The ECR standard model

Up to now the so-called “ECRIS Standard Model” has been for most of one decade the

road map followed by ECRIS designers. The main rules were confirmed by experiments

performed at MSU-NSCL in 1993-94 and in 1995 and they can be summarized as it

follows [24]:

• the radial magnetic field value at the plasma chamber wall must be Brad≥2BECR;

• the axial magnetic field value at injection must be Binj ' 3BECR or more;

• the axial magnetic field value at extraction must be about Bext ' Brad ;

• the axial magnetic field value at minimum must be in the range 0.30 <Bmin
Brad

<0.45.

• the optimum power increases with the volume of the plasma and with the square

of the frequency.

Up to now almost all operaring ECRIS obey to the Standard Model: the extracted

current increases as the microwave frequency increases, but only the increase of mirror

ratio can exploit the performances, making effective the increase of electron density

with frequency. Then according to the Standard Model the ECRIS development is

strictly linked to the improvements of superconducting magnets and of the micro-

wave generators technology. Different authors studied the RF coupling to the plasma

in terms of the maximum power rate per unit volume and of its relationship with the

beam intensity produced by different ECR ion sources [25], but this description is not

satisfactory. The cavity design and the microwaves injection geometry are of primary

importance for a high RF energy transmission to the plasma chamber. Note that the

problem of the wave energy transmission into the plasma must be divided into two

parts: the first is connected to the microwave generator-waveguide-plasma chamber

coupling, while the second one regards the wave-plasma interaction. Both aspects play



10 1 Microwave-generated plasma Ion Sources

a notable role for future improvements of ECRIS performances. Many experiments

have been carried out to verify the possibility to improve the plasma heating outside

the framework traced by the Standard Model. Principally they follow three different

roadmaps: a first series of experiments has been devoted to the study of the variation

of ECRIS performances with slight variations of the microwave frequency. The second

one regards the possibility to operate with more than one frequency for plasma heating

(usually two) or by using broad microwave spectra. The third method actually is a

mix of the previous ones: two or more frequencies are used for plasma heating, but at

least one is provided by a broadband microwave generator (like a TWT), which allow

to combine the effects of frequency tuning and of multi-frequency heating.

Just to make a summary, in Fig. 1.8 a conceptual scheme with three possible

profiles of B -field for each source type is reported.

1.4 Frequency Tuning Effect (FTE)

Many experiments in the last years have shown that significant improvements of

ECRIS performances (both in terms of total extracted current and highly charged

ions production) are obtainable by slightly varying the microwave frequency in the

case of Single Frequency Heating (SFH), that is defined as a ”frequency tuning”

effect. It was known that a large increase of the frequency (∼GHz) increases the

electron density and improves the ECRIS performances because of the increase of

the cutoff density, but Since 2001 several experiments have demonstrated that even

slight variations of the pumping wave frequency (∼MHz) may lead to strong variation

of the extracted current. The first evidence was given by the different performances

observed for the SERSE and CAESAR ion sources when fed by a klystron based or

a travelling-wave-tube (TWT) based generator, [26], [27] either at 14 and 18 GHz.

Other interesting results came from experiments performed at GSI1 and at JYFL2.

In the frequency tuning, the microwave frequency is varied in order to select the

efficient heating mode inside the plasma chamber of ECRIS. In the experiments ,the

input frequency for the klystron was swept from 14.05 to 14.13 GHz in 100 s with

Rohde & Schwartz signal generator. This bandwidth was found adequate to maintain

the constant output power over the whole frequency sweep using the automatic level

control feature of the klystron.

1 The GSI Helmholtz Centre for Heavy Ion Research (German: GSI Helmholtzzentrum fr

Schwerionenforschung) research center in the Arheilgen suburb of Darmstadt, Germany.
2 Accelerator Laboratory, Department of Physics. University of Jyvskyl , Finland.
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(a) Flat-B field MDIS for protons

(b) Central “dip” for multiply charged ions

(c) Magnetic “beach” for Overdense plasma

Fig. 1.8. B-field profiles

1.4.1 Effect on beam structure and emittance

Figure 1.9 shows three beam viewer pictures. The beam structure varies strongly

with the microwave frequency as an indication of the plasma-wave coupling changing

during the scan. However, no unequivocal explanation concerning the origin of beam

structure variations can be given: they could originate from the changes in the plasma

in electron ion dynamics due to electromagnetic field variations and/or in the beam

line due to changes in ion beam intensity and space charge. The explanation of the

data presented above is based on the assumption that the frequency tuning changes

the electromagnetic field distribution inside the resonator in terms of its distribution

over the resonance surface, i.e. where the wave-electron energy transfer takes place.
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This assumption requires that, even in case of plasma filling the cavity, the resonant

modes persist, i.e. the formation of standing waves is still possible.

Fig. 1.9. The structure of the Ar9+ ion beam with different plasma heating frequencies: (a)

14.050 GHz, (b) 14.090 GHz, and (c) 14.108 GHz.

Fig. 1.10. Comparison between trends of O8+ at 18 GHz for a klystron (up to 800 W) and

a TWT.

Figure 1.10 shows that a remarkable increase in the production of O8+ can be

obtained by using the TWT instead of klystrons. In particular, the current of O8+

obtained with the TWT at 240 W is obtained by the klystron at 800 W, i.e. a power

three times higher. It is important to underline that the two generators operated at

two different but close frequencies. In particular, the klystron was operating at 18.0

GHz, while the TWT was at 17.9 GHz (both the amplifiers were fed by dielectric

resonator-type oscillators). Such difference of performance was initially explained as

a greater frequency dispersion of the TWT, but a series of measurements carried out

with the two microwave generators, by means of a spectrum analyser, pointed out that

the spectrum of the emitted radiation of a TWT is similar to that of the klystron.

So the only difference between the two generators is the output frequency, with the

further possibility for the TWT to vary the emitted frequency, thus optimizing the

source performance.
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The experimental set-ups used for the confirmation of the frequency tuning effect

were the SUPERNANOGAN ion source of CNAO, Pavia, and the CAPRICE source

at GSI, Darmstadt, which demonstrated that the frequency tuning strongly affects

also the ion beam formation. Figure 1.11 shows the current for C4+ obtained with the

SUPERNANOGAN ion source in 2005 versus the microwave frequency, keeping the

power and all the other source parameters unchanged. The figure 1.11 features strong

fluctuations of the extracted current in a frequency span of about 90 MHz.

Fig. 1.11. Trend of the analysed C4+ current for the SUPERNANOGAN ECR ion source

versus the RF frequency.

The frequency was changed in the range 14.44 to 14.53 GHz with a step of 1

MHz and it was observed that changes of a few MHz changed the C4+ current even

by 70%. Further experiments including the final validation of the frequency tuning

effect were carried out with the SUPERNANOGAN source of CNAO. It permitted

an increase by 30% in its performance for C4+ and by 50% for H3+ (these ions

are particularly requested for medical applications), and an additional increase of

reliability and availability figures was registered.

Interesting results come from the GSI experiment carried out in 2007. On that

occasion, as stated before, the frequency tuning was demonstrated to strongly affect

also the beam shape, along with the extracted current for each charge state. As an

example, Fig. 1.12 reports the shape evolution of a helium beam recorded on a viewer.

The two helium charge states can be observed as well as the aberrations introduced

by the hexapole. Furthermore, Fig. 1.12 evidently shows that the beam intensity

distribution is inhomogeneous and that this distribution changes with the microwave

frequency, while keeping all the other parameters constant.

Measurements of the S11 scattering parameter were carried out in parallel. The

S11 parameter is the reflection coefficient, and the measurements have shown that, for

some frequencies, the amount of reflected power increases, thus demonstrating that
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Fig. 1.12. Variation of the extracted beam shape for different microwave frequencies.

some resonances are present inside the cavity with or without plasma. In addition,

variation in the extracted power versus frequency occurs also in the case of operating

points with similar reflection coefficient.

Thus the excitation of near modes, even with distances of a few MHz, strongly

changes not only the maximum field over the surface, but also the distribution of the

zones of minima and maxima.

Simulations carried out considering different modes have demonstrated that some

of them are able to heat the electrons up to energies much higher than others (even

ten times higher).

1.5 Two frequency heating

The Two Frequency Heating (TFH) has been demonstrated to be a powerful method.

For example, in the case for 238U [28], it increased the production of higher charge

states (from 35+ to 39+) by a factor of 2–4 and shifted the peak charge state from

33+ to 36+. Unfortunately, neither the relationship between the two frequencies nor

the respective power was unequivocally determined. In fact, any source features a

different set of parameters and the optimization is done empirically, just by looking

to the maximization of beam current.

Several qualitative explanations have been given about this phenomenon, all re-

lated to the increase of the average electron temperature Te and the ionization rate

by assuming that the crossing of two resonance surfaces helps the electron to gain

more energy. This simple picture does not explain the reason for the relevant changes
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in the Charge State Distribution (CSD) for different pairs of frequencies (even for

the case of minor changes, let us say a few MHz over 14 or 18 GHz), which can be

explained by the frequency tuning effect. It is important to underline that, even in the

case of TFH applied to many existing sources, a TWT is often used, the other being

a klystron-based generator. The choice of TWT allows experimentalists to vary the

second frequency slightly. As an example, a strong variation of ECRIS performance

has been observed in TFH operations [29]. Thus, the TFH is an effective method

to increase the extracted current from ECRIS, but it can be fully exploited only by

means of frequency tuning. Experimental results demonstrate the advantages of TFH

operations, for highly charged ion production when the chosen frequency has the

right electromagnetic field distribution in the plasma chamber. Moreover, the closer

frequencies are the best choice.

To explain TFH on the basis of the fundamental processes occurring during the

electron–wave interaction, numerical simulations based on a pure Monte Carlo ap-

proach were developed. To be adequately modelled, the TFH effects can be depicted

in the following way:

1. We double the resonance zone width, so that electrons that do not gain energy

during the first crossing may have another possibility to be heated by the second

one. Figure 1.13 shows the locations of these two resonance regions inside the

plasma chamber calculated for the initial set-up of our simulations.

2. Preliminary simulations have shown a significant role played by the ECR interac-

tion in recovering electrons otherwise contained in the magnetic loss cones. This

effect (a deterministic plug-in of cold electrons) is currently deemed to play the

main role in confining most of the plasma inside the volume embedded by the res-

onance surface. Adding a second resonance, electrons that have not been plugged

by the first wave can be recovered by means of the second one, with a further

increase of the plasma confinement.

The first evidence that significant improvements can be obtained by varying the

frequency of the microwaves was given by the different performance observed for the

SERSE and CAESAR ion sources when fed by a klystron-based or a TWT-based

generator [20, 30] at either 14 or 18 GHz. Similar results came from experiments

performed at ORNL and at JYFL [18].

1.6 Alternative heating methods: the Electron Bernstein

Waves (EBW)

ECR devices are density limited, because the electromagnetic waves cannot propagate

over a certain density, called cut-off density. As it will be explained in chapter 2, an
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Fig. 1.13. Section of the two resonance surfaces showing the position of the plasma elec-

trons.

alternative to the classical ECR interaction is the electrostatic wave heating, driven

by Bernstein waves.

Fig. 1.14. A possible design for the microwave injection system producing the O-X-B con-

version. Two parabolic mirrors are used to bring a focused microwave beam in the optimal

region of the O cutoff layer.

In big-size fusion reactors it was shown that the OXB mode conversion may be

optimized by changing the O-mode insertion angle with respect to the external mag-

netic field direction: in this case the O mode is completely converted into a slow X

mode, which under certain conditions is in turn coverted to BWs in the Upper Hybrid

Resonance layer [31].

The generated Bernstein waves travel inside the plasma until they are absorbed

at the ECR or at the higher-order cyclotron harmonics. A possible design for the

microwave injection system producing the O-X-B conversion is shown in Fig. 1.14.

It is based on a “quasi-optical” approach resembling the ones developed for big-

size fusion reactors. The thesis will be – see Chapter 6 – focused on the design and

implementation of an OXB launcher optimized and made suitable for ECRIS. In Fig.

1.14, first, an O-wave is launched from the outside with an oblique angle of incidence

obtained with a proper orientation of the parabolic mirrors. For an optimal launch

angle, it is possible to obtain a correlated optimal parallel refractive index and then
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a coincidence of the O-mode and the X-mode at the critical plasma density (cut-

off). This means that both modes have the same phase and group velocities and

the power is transferred without reflections. Once the X-waves are generated, they

propagate towards the upper hybrid resonance (UHR). Here the X mode coincides

with the electron Bernstein mode. In the linear description the X-waves are completely

converted into EBWs. This process is called the X-B conversion. It should be noted

that the OXB-process can only take place if the plasma density is above the O-wave

cut-off density.

The OXB plasma heating and current drive with BW in an overdense plasma

was demonstrated in the Stellarator WEGA, operating at Max Planck Institute for

Plasma Physics of Greifswald, Germany. [32]. The heating of plasma by means of

EBW at particular frequencies enabled to reach densities much larger than the cutoff

ones. Evidences of EBW generation and absorption together with X-ray emissions

due to high energy electrons are shown in ray tracing simulation and CCD photos in

[33].

A plasma reactor operating at the INFN-LNS, Catania, has been used as a test-

bench for the investigation of innovative mechanisms of plasma ignition based on

electrostatic waves (ES-W), obtained via the inner plasma EM-to-ES wave conver-

sion. Evidences of Bernstein wave (BW) generation are shown in [34]. Futhers results

and discussion can be found in [33]. The results are interpreted through the Bernstein

wave heating theory and are very promising for future high intensity multicharged

ion sources. They can, therefore, be based on the results described here, by employ-

ing a simplified magnetic configuration with respect to typical B-minimum ECR ion

sources. These results were the basis for the steps forward made in the present work,

which in Chapter 6 will describe the design of a microwave launcher with an opti-

mum angle of incidence to obtain EBW on a plasma trap testbench operating at the

INFN–LNS, to study overdense plasma mechanism.
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Waves in plasma

This thesis is written mainly in the context of the Ion Sources plasmas, which are char-

acteristically hot (implying a high degree of ionization and low interparticle collision

rate) and small (relative to wavelength of electromagnetic wave with respect to the

typical dimension of the system). However, most of the material present in this work is

relevant also in the field of fusion plasma reactors, magnetohydrodynamic power gen-

eration, space vehicle propulsion and communication, ionospheric radio propagation,

microwave devices, classical gas discharges, and radioastronomy.

Wave propagation in plasmas is treated in various form of different depths in

numerous plasma physics textbooks as, for example [2, 35]. In particular, an excellent

monographs on plasma waves is given in [36–38]. We limit the general treatment, at

first to the case of unbounded plasma. We have limited the detailed discussions to

“high frequency” techniques that use waves at frequencies of the order of the electron

plasma frequency (ωRF ∼ ωp). Since we are interested only in the propagation of

waves at high frequencies, only the response of the plasma electrons is considered,

while the ions due to their higher inertia are assumed unaffected, staying fixed.

After that, the conditions are evaluated under which the description is applicable

to bounded and inhomogeneous laboratory plasmas as well.

High frequency waves in magnetized plasmas can be classified into two broad

classes with rather different characteristics, namely those with frequencies compa-

rable tho the electron cyclotron and plasma frequencies, which depend only on the

electron dynamics with the ions providing in first approximation only an immobile

neutralizing background, and those with lower frequencies for which the ion dynamics

is essential. All waves of the first class have a phase velocity much greater than

the electron thermal velocity; in particular, at very high frequency, the phase

velocity approaches and overcomes the speed of light. On the other hand, the phase

velocity of low frequency plasma waves is often much smaller than the speed of light

in vacuum. Hereinafter we will discuss only the first condition because ECRIS and

MDIS operative frequencies range between 2.45 GHz and some tens of GHz. At so high
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frequency ions are unsensitive to the electric field because of their high inertia, and

their contribution in wave propagation can be neglected. In particular, in this thesis

we consider the theory of electromagnetic wave propagation in a Lorentz plasma. A

Lorentz plasma denotes a simplified plasma model in which it is assumed that the

electrons interact each other only through collective spacecharge forces,

and that the heavy ions and neutral molecules are at rest. In effect, the ions

and neutrals are regarded as a continous stationary fluid through which the electrons

move with viscous friction. In addition, we use the semplified analysys that infers

the properties of the plasma medium from the motion of individual representative

particles.

2.1 Introduction

A real life plasma is a very complicate phenomenon. Viewed as a medium for the

propagation of electromagnetic waves, a plasma in a magnetic field is refrac-

tive, lossy, dispersive, resonant, anosotropic, non-reciprocal, nonlinear,

and inhomogeneous. We begin by accepting as many semplifications as possible

and introduce refinements to the elementary treatment when it is useful. The theo-

retical description of high frequency waves in plasma requires “only” classical physics,

i.e. Newtonian mechanics, Maxwell’s equation, and classical statistics.

This chapter wants to give a description of the propagation of electromagnetic

waves in magnetized waves at a level necessary for the envisaged frame: first, the

understanding of the physics basis fot the modeling developed in chapter 4; second,

to provide the necessary basis for the design and application of millimiter-wave-based

interferometry techinique described in chapter 5. Additionally difficulties arises when

considering also thermal motions of the electrons in the frame of hot-plasma descrip-

tion. As shown later, however, most diagnostic applications can be sufficiently accu-

rate within the cold-plasma approximation, thus strongly reducing the mathematical

complexity.

Definition of the most important parameters

A plasma is a partially ionized gas of charged particles, which consists of “free”

positive and negative charge carriers, in which the potential energy of a particle due

to its nearest neighbor force is much smaller than its kinetic energy.

A ionized gas can be defined a plasma only if its characteristic dimension L is

much larger than Debye length, i.e. L � ΛD. The Debye length represents the
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scalelength over which mobile charge carriers (e.g. electrons) screen out electric fields

in ionized gas:

ΛD =

√
ε0Te
nee2

(2.1)

As a consequence of the screening of the electric fields, for scalelengths larger than

Debye length, the plasma is quasi-neutral, i.e. the average ion charge density< q > ni

is equal to the average electron charge density ne. A plasma has a strong tendency to

mantain this macroscopic charge neutrality. The plasma frequency

ωpe =

(
nee

2

meε0

)
= 56.41n1/2

e , fpe = 8.97n1/2
e Hz (2.2)

is the frequency of the oscillations arising when charge neutrality is locally disturbed.

ωpe and ΛD are related each other by:

ΛD =
vth√
2ωpe

(2.3)

where

vth =

(
2Te
me

)1/2

(2.4)

is the electron thermal speed. Waves are considered with wavelengths λ much larger

than the plasma Debye lenght ΛD.

Most laboratory plasmas, such as MDIS and ECRIS plasmas, are immersed in

static magnetic field. The gyration motion of charged particles introduces an adddi-

tional characteristic frequency and length, namely the cyclotron frequency and the

“thermal” Larmor radius:

ωc =
eB

me
, ρth =

vth
ωc

(2.5)

The fundamental parameters characterizing the plasmas generated in an Electron

Cyclotron Resonance Ion Source are the electron density ne (measured in cm−3 or

m−3), the temperature T of each species (usually measured in eV or keV ), the ion

confinement time τc and the external magnetic field B.

All the main characteristics of the plasma and of the extracted beam depend on these

four parameters. The plasma response to high frequency waves depends sensitively on

the ratio of the wave frequency to the plasma and cyclotron frequencies. It is therefore

useful to note that in magnetically confined ECRIS plasmas, the plasma frequency

and the cyclotron frequencies are typically of the same order of magnitude.
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2.2 Propagation and absorption of electromagnetic waves in

magnetized plasmas

Discussion of Cold-Plasma Dispersion Relations

For this treatment, we will regard the plasma as a cold inhomogeneus

anisotropic linear magnetofluid with an associated dielectric tensor per-

mettivity. We then derived a wave equation using Maxwell’s Equations, assuming

a harmonic solution to obtain a dispersion relation that describes all possible propa-

gating wave modes consistent with our assumptions.

A complete analysis of the waves propagation in a magnetized plasma should take

into account the effects of the wave on the different plasma particles. Wave and parti-

cles dynamics are in facts reciprocally influenced. If the thermal velocity of the particle

is low with respect to the wave’s phase velocity, i.e. vth � vφ, vth can be neglected.

This approximation is called “cold plasma approximation”: the electromagnetic waves

propagate in the plasma with phase velocity of 107−108m/s, values much higher than

the particles thermal velocity (103− 105m/s), except for the restricted regions where

the waves exhibit resonances; therefore, the cold plasma model is a useful approxima-

tion to determine the dispersion relation of the electromagnetic wave in a magnetized

plasma.

Although the absorption is a kinetic effect that can only be determined by consid-

ering the behaviour of the plasma on a microscopic scale, the propagation properties

are not strongly affected and can be mainly described in the frame of the cold plasma

dispersion relation. In the following only the propagating electric field on electromag-

netic wave will be considered. The module of magnetic force due to the influence of

the magnetic field of the wave, in facts, is [39]:

Fm =
v

c

√
εrqE (2.6)

Thus, for particles velocity v << c the magnetic field of the wave can be neglected.

This approximation is totally valid in the case of MDIS, whereas in ECRIS only a

little part of hot electrons can reach relativistic energies, then being influenced by the

magnetic field of the wave. For the scope of this section the magnetic effect can be

neglected.
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Electromagnetic waves in a cold-unmagnetized plasma

Derivation within Fluid Description

The cold-plasma dispersion relation can easily be obtained within the fluid plasma

model in which all particle move coherently with velocity v, and no individual ther-

mal motions are taken into account. When a magnetostatic field B0 is applied to

a plasma, the plasma becomes electrically anisotropic for the electromagnetic waves;

that is the magnetic permeability remains that of the vacuum case µ0, while the di-

electric constant becomes a tensorial quantity ε. In order to demonstrate this, we start

writing the equation of motion for an electron under the effect of a monochoromatic

electromagnetic field (negleting its magnetic field part) and a magnetostatic field B0:

me
∂v

∂t
= qE−mevωeff + qv ×B0 (2.7)

Nonmagnetized plasma, B0 = 0

In absence of a magnetic field, plasma is an isotropic medium. This means that the

constitutive parameters assume the simple form of multiplicative constants. The fluid

equation, in absence of magnetic field and in the cold plasma approximation is:

∂v

∂t
= qE (2.8)

Assuming that both electric field and velocity are varying in time as eiωt, following

the direction of the electric field, it can be easily shown that the dielectric constant

is [39]:

ε = ε0

(
1−

ω2
p

ω2

)
(2.9)

where ωp is the plasma frequency and represents the natural oscillation frequency

of an electron in a plasma (see section 2.1).

As ε is defined positive, from equation (2.9) it follows that:(
1−

ω2
p

ω2

)
≥ 0 → ω2 > ω2

p (2.10)

this means that electromagnetic waves with frequencies lower than ωp cannot propa-

gate into the plasma. As a consequence in homogeneous and non magnetized plasmas

the density cannot exceed the so called cutoff density given by:

ncutoff =
mε0
e2

ω2 (2.11)

An overdense (i.e. above the cutoff) plasma would totally reflect the incoming

(feeding) wave, so that the plasma would automatically adjust its own density to
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contemporary allow the maximum production with transparency for wave propaga-

tion. The cutoff density is consequently the main limitation of the plasmas generated

by means of electromagnetic waves. Plasmas having a density larger than the cut-off

density, i.e. ne > ncutoff , are usually named overdense. When this condition is not

satisfied, i.e. ne < ncutoff , the plasma is named underdense. The dispersion relation

for waves in unmagnetized plasma is [1]:

ω2 − ω2
p = k2c2 (2.12)

For the dispersion relation k is imaginary whenever ω < ωp, implying the total

reflection of the incident radiation, as it has been deduced from equation (2.9).

The Dispersion Relation in Cold Magnetized Plasma

Since being tensorial the permittivity ε, as the field propagation will depend on the

direction of propagation of the wave with respect to the external magnetic field.

Let’s assume, without losing in generality, B directed along the z axis, so that it

can be written as B = B0ẑ. It is possible to consider the plasma as a dielectric with

internal current J̌. In Maxwell’s Equation it is necessary to express the plasma current

density J̌ in terms of the Electric field Ě. This replacement makes use of a J̌ as a

displacement current in a dielectric medium and introduce a dielectric tensor.

As a consequence, by assuming harmonic fields with e−iωt dependence, Maxwell

equations can be written as:

∇× Ě(r) = iωB̌(r) (2.13)

∇× Ȟ(r) = −iωε0Ě(r) + J̌(r) = −iωε · Ě = −iωĎ(r) (2.14)

∇ · Ď(r) = ρ̌(r) (2.15)

∇ · B̌(r) = 0 (2.16)

if we use the constituive relations written in the following way:

J =σE (2.17)

D =
J

−iω
+ ε0Ě =

(
σ

−iω
+ ε0

)
Ě = εĚ (2.18)

ε =ε0

(
I +

iσ

ωε0

)
(2.19)

then the effective dielectric constant of the plasma is the tensor ε and J represents

electrons-field interaction in Maxwell’s equation. Skipping mathematical derivations,

[36] the relation dispersion ε(ω,k)=0 for electromagnetic waves in plasmas reads

as:
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(
S sin2 θ + P cos2 θ

)
N4 +

(
RL sin2 θ + SP (1 + cos2 θ)

)
N2 + PRL = 0 (2.20)

where, for sake of simplicity, we defined R = S +D and L = S −D. Equation (2.20)

contains all the information about the propagation of the waves in “cold” magnetized

plasma. It has two solutions:

N2
O,X(θ) = 1− 2X(1−X)

2(1−X)− Y 2 sin2 θ ±
√
Y 4 sin4 θ + 4Y 2(1−X)2 cos2 θ

(2.21)

that is the Appleton-Hartree cold plasma dispersion relation. Hence for a given arbi-

trary direction, defined by θ, we have two waves characterized by different index of

refraction. No(θ) is called ordinary wave, whereas Nx(θ) is named extraordinary

wave. Here we have introduced two important parameters, X and Y , which will be

very useful to simplify the mathematical notation:

X =
ω2
p

ω2
∝ ne Y =

ωc
ω
∝ B0 (2.22)

X is the parametric electron density, proportional to ne, whereas Y is the parametric

magnetic field, proportional to B0.

Ordinary and Extraordinary modes

Two fundamental electromagnetic modes can be distinguished [40], according to the

wave polarization with respect to the orientation of the background magnetic field.

The essential features of the propagation can be most easily understood by analysing

two particular cases of propagation: parallel (k ‖B0) and perpendicular (k⊥B0) to

the background magnetic field direction. In this limit two different modes for each

case can be discussed independently.

By means of equation (2.21) it is possible to determine the wave’s propagation

properties as a function of the angle θ, of the electron density ne and of the magnetic

field B0.

Particularly important is to determine when the refractive index goes to zero (cut-

off condition) or tends to infinite (resonance condition). The classification described

above follows the scheme shown in Figs. 2.1 and 2.2.

The various ways in which electromagnetic waves can be injected into a column

of magnetized plasma are shown in Fig. 2.3.

In Table 2.1, cutoffs and resonances of the waves propagating inside the plasma

have been resumed. Furthermore, from Table 2.1 it can be seen that the R wave suffers

the resonance reported before (i.e. the ECR resonance), as its index of refraction goes
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Fig. 2.1. Scheme of the wave propagation in anisotropic plasmas.

Fig. 2.2. Diagram showing the possible orientations of the electric field with respect to the

magnetostatic field, and also the possible polarizations in waves propagating in magnetized

plasmas.
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Fig. 2.3. Schematic representation of the possible ways to inject electromagnetic waves

into a column of a magnetized plasma. The different modes can be excited, according to the

location of the waveguide providing the electromagnetic field, and also according to the wave

polarization inside the waveguide.

Table 2.1. Cutoffs and resonances of the waves propagating inside the plasma [2].

Vector orientation Refractive index Wave type

B0 = 0 ω2 = ω2
p + k2c2 Light waves

k ⊥ B0, E ‖ B0
c2k2

ω2
= 1−

ω2
p

ω2
O wave

k ⊥ B0, E ⊥ B0
c2k2

ω2
= 1−

ω2
p

ω2

ω2 − ω2
p

ω2 − ω2
h

X wave

k ‖ B0
c2k2

ω2
= 1−

ω2
p/ω

2

1− (ωc/ω)
R wave

k ‖ B0
c2k2

ω2
= 1−

ω2
p/ω

2

1 + (ωc/ω)
L wave

to infinity when ω → ωc. Also the X mode has a resonance, but at the upper hybrid

frequency. Thus, inside a magnetized plasma, where an X mode is travelling, the

so-called upper hybrid resonance (UHR) occurs if

ω2 = ω2
p + ω2

c = ω2
h. (2.23)

The L wave does not suffer any resonance, as well as the O mode. Instead, they

suffer a cutoff that can be determined by the equations reported in Table 2.1 when

the index of refraction, i.e. c2k2/ω2, goes to zero. A powerful method to visualize
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the cutoffs and the resonances of the various modes is to plot them on a so-called

Clemmow–Mullaly–Allis (CMA) diagram.1 This diagram is reported in Fig. 2.4.

The CMA diagram can be viewed as a plot of ωc/ω versus ω2
p/ω

2, or equivalently

a plot of the magnetic field versus the plasma density. For a given frequency ω, any

experimental situation characterized by ωc (i.e. the magnetic field) and by ωp (i.e.

the plasma density) is denoted by a point on the graph. The total plane is divided

into several zones, and the boundaries of each zone are the cutoffs and the resonances

mentioned above. For example, the upper hybrid resonance can be easily found in the

graph. Considering an X wave propagating from a region with high magnetic field,

inside a plasma with a fixed value of density (e.g. ω2
p/ω

2 = 0.7), the value of the

magnetic field where the UHR occurs can be easily determined on the graph.

Fig. 2.4. A detailed view of the Clemmow–Mullaly–Allis diagram showing the region of

the so-called overdense plasma, i.e. that region where the plasma density exceeds the cutoff

of the ordinary (O) mode.

The vertical line at ω2
p/ω

2 = 1 is the so-called O cutoff, and it corresponds to

the cutoff density in an unmagnetized plasma. Above this value, the plasma will be

called overdense, as shown in Fig. 2.4. The small diagrams in each region delimited by

the cutoffs and the resonances (i.e. the ellipsoidal small diagrams) indicate not only

which wave propagates, but also the qualitative variation of the phase velocity with

the angle (considering that the magnetic field is directed along the vertical direction).

1 The CMA diagram takes its name from the three authors who proposed the graphical

representation of the many cutoffs and resonances of electromagnetic waves propagating

in a cold plasma.
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The ECR resonance

Because of their polarization, electric field of the R wave rotates in the same direction

and versus of the gyrating electrons in a magnetic field. When the frequency of the

injected microwave ωRF matches the cyclotron frequency ωc, then electrons see a

constant field leading to resonant energy absorption. If the electrons gain enough

energy, they are able to ionize the neutrals of the nascent plasma. It is really important

to note that in a collisionless plasma, the ECR is the only physical mechanism allowing

the direct energy transfer from electromagnetic wave to electrons. The mechanism

of the resonant electron acceleration can be easily demonstrated by looking to the

solution of the equation of motion (2.7) for an harmonic electromagnetic field in a

magnetized plasma acting on a free electron:



vx =
e

m

−iωEx + ωcEEy
ω2
c − ω2

vy =
e

m

−iωEy + ωxEx
ω2
c − ω2

vz =
eEz
−imω

(2.24)

Electron velocity and kinetic energy goes to infinity only when ωc → ω, that is the

ECR. ECR heating, is actually the most powerful method to generate and sustain a

plasma. In other plasma resonances, in facts, the electromagnetic energy is not directly

transferred to electrons, but indeed to plasma oscillation modes that, only in a second

time, can transfer their energy to electrons by means of collisions or non-linear effects.

2.3 “Cold” approximation in a “minimum–B” magnetic field

configuration

The numerical approach to solve the 3D Maxwell-Lorentz system with the aim of

investigating the interaction of the electromagnetic waves with the magnetized non-

homogeneous plasma produced inside Electron Cyclotron Resonance Ion Sources, de-

scribed in the Chapter 4, has to consider the actual magneto-static structure of an

ECRIS (minimum-B configuration, Bx,y,z components) that is not uniform nor axis-

symmetric (see Figure 2.5). The dielectric tensor εr depends in a complex way from

the magnetostatic field B0(r) and the local electron density ne(x, y, z), (details in

chapter 4).

The mathematical formulation to derive εr is developed hereinafter, starting from

the equation of motion for single particle is:
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Fig. 2.5. Magnetic system (a) and magnetic field structure obtained by the superposition

of the field produced by two solenoids and an hexapole (minimum-B field) (b).

m
∂v

∂t
= q (E + v ×B0)− ωeffmv (2.25)

Assuming the electric field time-harmonic E = E0e
−iωt, the stationary solution for

the velocity willl be harmonic too v = v0e
−iωt. Substituting it in eq. (2.25) we obtain:

m(−iωv̌) = q
(
Ě + v̌ ×B0

)
− ωeffmv̌ (2.26)

(−iω + ωeff)v̌ +
q

m
B0 × v̌ =

q

m
Ě (2.27)

Magnetic field B0 is a position dependent vector with 3 component:

B0(x, y, z) = B0x(x, y, z)ûx +B0y(x, y, z)ûy +B0z(x, y, z)ûz (2.28)

We have to compute the cross product B0 × v̌ = (B0xûx +B0yûy +B0zûz)× (vxûx + vyûy + vzûz)

The matricial cross product reads as:

B0 × v̌ = [B0]×v̌ =


0 −B0z B0y

B0z 0 −B0x

−B0y B0x 0



vx

vy

vz

 (2.29)

The equation (2.27) can be written mixing matrix and vectors with an abuse of

notation:

(−iω + ωeff)v̌ +
q

m


0 −B0z B0y

B0z 0 −B0x

−B0y B0x 0

 v̌ =
q

m
Ě (2.30)
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−iω + ωeff −B0z

q
m B0y

q
m

B0z
q
m −iω + ωeff −B0x

q
m

−B0y
q
m B0x

q
m −iω + ωeff


︸ ︷︷ ︸

T


vx

vy

vz

 =
q

m


Ex

Ey

Ez

 (2.31)

We place:

T =


−iω + ωeff −B0z

q
m B0y

q
m

B0z
q
m −iω + ωeff −B0x

q
m

−B0y
q
m B0x

q
m −iω + ωeff

 (2.32)

to finally obtain a very compact form of equation (2.27) inmatrix format:

T · v̌ =
qĚ

m
(2.33)

which it can be easily inverted:

v̌ =
q

m
T
−1
· Ě (2.34)

det(T) = ∆ =(−iω + ωeff)[(−iω + ωeff)2 +B2
0x(

q

m
)2] +B0z

q

m
[B0z

q

m
(−iω + ωeff)−B0xB0y(

q

m
)2]

+B0y
q

m
[B0y

q

m
(−iω + ωeff) +B0xB0z(

q

m
)2]

(2.35)

T
−1

=


(−iω+ωeff )

2+B2
0x( qm )2

∆

B0z
q
m (−iω+ωeff )+B0xB0y( qm )2

∆

−B0y
q
m (−iω+ωeff )+B0xB0z( qm )2

∆

−B0z
q
m (−iω+ωeff )+B0xB0y( qm )2

∆

(−iω+ωeff )
2+B2

0y( qm )2

∆

B0x
q
m (−iω+ωeff )+B0yB0z( qm )2

∆

B0y
q
m (−iω+ωeff )+B0xB0z( qm )2

∆

−B0x
q
m (−iω+ωeff )+B0zB0y( qm )2

∆

(−iω+ωeff )
2+B2

0z( qm )2

∆


(2.36)

Using the inverted matrix T
−1

, it can be founded the solution v and the related

current density J can be written:

J̌ = n0qv̌ =
n0q

2

m
T
−1
· Ě = ε0ω

2
pT
−1
· Ě (2.37)

Substituting the current density in Maxwell equation we obtain:

∇× Ȟ = −iωε0Ě + J̌ = −iωε0Ě + ε0ω
2
pT
−1
· Ě = −iωε0

I−
ω2
pT
−1

iω


︸ ︷︷ ︸

εr

·Ě (2.38)

where we can place:
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ε = ε0εr = ε0

(
I +

iσ

ωε0

)
= ε0

I +
iω2
pT
−1

ω

 =

ε0


1 +

iω2
p

ω

(−iω+ωeff )
2+B2

0x( qm )2

∆

iω2
p

ω

B0z
q
m (−iω+ωeff )+B0xB0y( qm )2

∆

iω2
p

ω

−B0y
q
m (−iω+ωeff )+B0xB0z( qm )2

∆
iω2
p

ω

−B0z
q
m (−iω+ωeff )+B0xB0y( qm )2

∆ 1 +
iω2
p

ω

(−iω+ωeff )
2+B2

0y( qm )2

∆

iω2
p

ω

B0x
q
m (−iω+ωeff )+B0yB0z( qm )2

∆
iω2
p

ω

B0y
q
m (−iω+ωeff )+B0xB0z( qm )2

∆

iω2
p

ω

−B0x
q
m (−iω+ωeff )+B0zB0y( qm )2

∆ 1 +
iω2
p

ω

(−iω+ωeff )
2+B2

0z( qm )2

∆


The complex tensor components represent, in general, losses in the medium. The

anti-Hermitian part is of special importance for the calculation of the absorption of

electromagnetic wave energy by the plasma.

In this case, we finally found the wave equation that it will be numerically solved

in Chapter 4 :

∇×∇×E = ω2ε0µε ·E (2.39)

assuming that E vay as e[i(k·r−ωt)] it becomes:

k× k×E + ω2µεE = 0 (2.40)

2.4 Collisional absorption

In ECRIS, the collision frequency is low and the collisional effects can be neglected.

In other types of ion sources, working at higher neutral pressure and lower electron

temperature, like MDIS a new plasma heating mechanism must be taken into account,

called collisional absorption. The issue of RF power absorption in plasmas is of

paramount importance, implying the way the energy is released to the different elec-

trons populations. The simplest model describing wave-to-plasma energy exchange

assumes a frictional interaction among the plasma electrons. This assumption is valid

for MDIS (low temperature – high density plasmas) but hardly applicable to ECRIS

(high temperature plasmas), where electrons can be considered almost collisionless.

Due to the complexity of the stochastic heating description in the frame of cold plasma

approximation, we will limit the treatment to collisional damping, stating that only

the terms in the imaginary part of the dielectric tensor are eventually affected by the

stochastic effects. These do not change the form of the equations, but eventually only

the damping/heating rates.

How it is evident, collisions play the role of a frictional term. From the equation

of motion, it is then possible to write the dispersion relation in presence of collisions,

which represents the generalization of equation (2.21):

N2
o,x(θ) = 1− 2X(1 + iZ −X)

2(1 + iZ)(1−X)− Y 2 sin2 θ ± Γ
(2.41)
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Γ being:

√
Y 4 sin4 θ + 4Y 2(1 + iZ −X)2 cos2 θ (2.42)

Where Z is:

Z =
ωeff
ω

(2.43)

The imaginary term in equation (2.41) indicates the presence of an absorption term

in the dispersion relation and it will be used in chapter 4 to model the microwave

absorption by plasma electrons and, at the same time, to solve the singularity due to

the resonance of the wave solution. To clarify this aspect, it is sufficient to remember

that in a plasma the electric field is carried by the oscillating electrons. If electrons do

not collide during oscillation, the wave is transmitted, but if a collision occurs, part

of the wave energy is transferred to the medium, thus damping the wave. Collisions

limit also the energies achievable in ECR heating: in facts for each collision occurring

during acceleration, the electron loses part of its own energy. Hereinafter we will limit

our consideration to slightly collisional plasmas, like the ones generated by MDIS and

ECRIS sources (νee lies between 105 and 106Hz) and then Z = 1 · 10−3 ÷ 1 · 10−4.

2.5 Waves in warm plasma

This section aims to introduce plasma spacecharge waves of the “warm” plasma ap-

proximation. These “warm approximation” solutions waves are commonly referred

as “plasma oscillations” [41]: they are longitudinal, analogous to sound waves in un-

ionized gas, and, in presence of magnetic field or density gradient, may couple to

electromagnetic waves, as simulation and experimental evaluation will show in the

following chapters.

The preceding sections have assumed a cold plasma in which electron thermal

motion could be neglected. In “cold” plasma approximation we neglect the effects

which depend explicitely on electron temperature. Nevertheless it cannot be assumed

that the electron thermal velocity is zero. Therefore the term “temperate” should be

perhaps more appropriate than “cold”. Even in a cold plasma, however, the electron

velocity must be greater than the velocity increment produced by the electromagnetic

field if the presence of the wave does not modify the distribution function significantly.

In recognition of this lower bound on velocity, the term “temperate plasma” has been

used [42]. In a sense, however, this is more an upper bound on the electric field than a

lower bound on thermal velocity. In literature it is possible to find this approximation

termed as “hot” which it is better to reserve for the relativistic case. We shall use the
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term “warm” to designate the case in which the temperature is considered explicitly

but for which non relativistic case is still appropiate.

In the following sections, the influence of the finite temperature on the plasma

dielectric properties is evaluated also in order to validate the cold approximation

done in the modeling treatment of chapter 4. Finite temperature corrections can be

introduced to study the transition from the cold-plasma description to the one that

considers temperature effects to first order [43].

The most realistic from the simplified models is kinetic theory, based on Vlasov’s

equation for a Collisionless Plasma for the particle distribution function f(r,p, t),

∂f

∂t
+ v · ∂f

∂r
+ q(E− v ×B) · ∂f

∂p
= 0 (2.44)

which together with Maxwell’s equation and the definitions for space charge and

plasma current:

ρ = e

∫
d3v f(r,p, t)

J = e

∫
d3v vf(r,p, t)

form a complete set of equation describing collisionless plasmas.

Maxwell’s equation yield:

∇× Ě(r) = iωB̌(r) (2.45)

∇× Ȟ(r) = −iωε0Ě(r) + e

∫
d3v vf(r,p, t) = −iωε · Ě (2.46)

∇ · Ď(r) = e

∫
d3v f(r,p, t) (2.47)

∇ · B̌(r) = 0 (2.48)

Let:

f(r,p, t) = f0(r,p) + f1(r,p, t)

B = B0 + B1

E = E0 + E1 = E1

f1 is the perturbed distribution function, and f0 the equilibrium distribution func-

tion, and f1,B1,E1 are dependent of ei(k·r−ωt).

Linearizing Vlasov equation and after a great deal of rather tedious analysis, Eqs.

reduce to the following expression for the dielectric permettivity tensor:

ε

ε0
= I +

ω2
p

ω2

∞∑
l=−∞

∫ d3p 1
γp

∂f0
∂p

ω − k‖v‖ − lωc
γ


l2

b2 J
2
l p

2
⊥ i lbJlJ

′

l p
2
⊥

l
bJ

2
l p

2
⊥p

2
‖

−i lbJlJ
′

l p
2
⊥ (J

′

l )
2p2
⊥ −iJlJ

′

l p⊥p‖
l
bJ

2
l p

2
⊥p

2
‖ iJlJ

′

l p⊥p‖ (J
′

l )
2p2
‖

 (2.49)
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where f0 is the equilibrium distribution function, Jl(b) the Bessel function of order l

and argument b =

(
k⊥p⊥
meωg

)2

=

(
k⊥vT⊥
ωg

)2

.

When the plasma is bi-Maxwellian:

f0(v⊥, vz) = neF⊥(v⊥)Fz(vz)

F⊥(v⊥) =
m

2πκT⊥
e

(
− mv2⊥

2κT⊥

)

Fz(vz) =

(
m

2πκTz

) 1
2

e(−
m(vz−V )

2κTz
)

The dielectric tensor is given by:

ε

ε0
= I +

ω2
p

ω2

[
+∞∑
l=−∞

(
ξ0Z(ξl)−

(
1− 1

λT

)
(1 + ξlZ(ξl))

)
e−bXl + 2η2

0λTL

]
(2.50)

where:

Xl =


l2

b Il il(I
′

l − Il) −(2λT )
1
2 ηl

l
αIl

−il(I
′

l − Il) ( l
2

b + 2b)Il − 2bI
′

l i(2λT )
1
2 ηlα(I

′

l − Il)

−(2λT )
1
2 ηl

l
αIl −i(2λT )

1
2 ηlα(I

′

l − Il) (2λT )η2
l Il

 (2.51)

Z(ξ) =
1√
π

∫ +∞

−∞

e−β
2

β − ξ
dβ is the plasma dispersion function

Il(b) is the lth modified Bessel function and the remaining parameters are:

ηl =
ωRF + lωg√

2kzvTz
, ξn =

ω − kzV + lωg√
2kzvTz

,

λT =
Tz
T⊥

, b =

(
k⊥vT⊥
ωg

)2

, α =
k⊥vT⊥
ωg

,

v2
Tz =

κTz
m

, v2
T⊥

=
κT⊥
m

The component of L matrix are zero except Lzz=1.

If we consider an isotropic Maxwellian plasma (Tz = T⊥) for which the solutions

are well known and zero order electron drift velocity V=0 and f0 = ne

( m

2πκT

) 3
2

e(−mv2κT ),

the dielectric tensor reduces to:

ε

ε0
= I +

ω2
p

ω2
RF

[
+∞∑
l=−∞

ξ0Z(ξl)e
−bXl + 2ξ2

0L

]
(2.52)

The dielectric tensor at ECR Heating (or Damping) Rates

We only consider the fundamental electron cyclotron resonance, since the higher order

resonances are typically at magnetic fields strengths smaller than minimum field in

the ECRIS.



36 2 Waves in plasma

So we study plasma heating at ωc but not at the harmonics of this frequency, so

that the limit of zero Larmor radius ρωg is considered.

In the case of taking first order in the temperature from hot plasma Dispersion

Relation b = (k⊥ρωg )2 � 1 , (ρωg =
vT⊥
ωg

is Larmor radius), it is possible to expand

e−bXl by b and including only terms up to the first harmonic.

The dielectric tensor εij components for ωRF � ωpi, ωgi (considering only elec-

trons), ωRF ∼ ωg and for large argument expansion of Z(ξl) for l 6= −1 is:

εxx = εyy = 1 +
ω2
p

ω2
RF

(
ωRF√
2kzvTz

)
1

2
Z

(
ωRF − ωg√

2kzvTz

)
−

ω2
p

2ωRF (ωRF + ωg)

εzz = 1−
ω2
p

ω2
RF

+

(
k⊥c

ωRF

)2(
ωp
ωg

)2 (vT
c

)2
(

ωRF√
2kzvTz

)(
ωRF − ωg√

2kzvTz

)[
1 +

(
ωRF − ωg√

2kzvTz

)
Z

(
ωRF − ωg√

2kzvTz

)]

εxy = −εyx = −i
ω2
p

ω2
RF

(
ωRF√
2kzvTz

)
1

2
Z

(
ωRF − ωg√

2kzvTz

)
− i

ω2
p

2ωRF (ωRF + ωg)

εxz = εzx =

(
k⊥c

ωRF

)
1√
2

ω2
p

ω2
RF

(
ωp
ωg

)(vT
c

)( ωRF√
2kzvTz

)[
1 +

(
ωRF − ωg√

2kzvTz

)
Z

(
ωRF − ωg√

2kzvTz

)]

εyz = −εzy = i

(
k⊥c

ωRF

)
1√
2

ω2
p

ω2
RF

(
ωp
ωg

)(vT
c

)( ωRF√
2kzvTz

)[
1 +

(
ωRF − ωg√

2kzvTz

)
Z

(
ωRF − ωg√

2kzvTz

)]
When T → 0, that is, ξ−1 → ±∞, b → 0, the dielectric tensor of hot plasma is

reduced to the dielectric tensor of cold plasma.

At ECR region where ωRF = ωg

εxxECR = εyyECR = 1 +
ω2
p

ωRF

(
1√

2kzvTz

)
1

2
i
√
π

εzzECR = 1−
ω2
p

ω2
RF

εxyECR = −εyxECR = −
ω2
p

ωRF

(
1√

2kzvTz

) √
π

2

εxzECR = εzxECR =
1

2

k⊥
kz

ω2
p

ω2
RF

εyzECR = −εzyECR = i
1

2

k⊥
kz

ω2
p

ω2
RF
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Despite the fact that the cold plasma approximation provides already a reasonable

description of the plasma dielectric properties, the explicit inclusion of the thermal

effects gives the possibility to quantify its accuracy.

Inspection of equations of hot dielectric tensor components [43] shows that the

parameter b enters explicitely and as argument of the Bessel functions. As an example,

expanding the hot dielectric tensor element εxx, considering only terms n= 0,±1,±2,

making use of the small argument approximation of the Bessel function In(b) =

I−n(b) ∼ (1/n!)(b/2)n, and approximating e−b ∼ 1− b, we get:

εxx = 1−
ω2
p

ω2
RF

+∞∑
l=−∞

n2

b
e−bIn(b)(−ξ0Z(ξl))

≈ 1−
ω2
p

ω2
RF

[
1

2
(−ξ0Z(ξ−1)− ξ0Z(ξ1)) +

1

2
b(−ξ0Z(ξ−2)− ξ0Z(ξ2))

]
(1− b)

(2.53)

and neglecting terms proportional to b2, the result is:

εxx = 1−
ω2
p

ω2
RF

[
1

2
(−ξ0Z(ξ−1)− ξ0Z(ξ1))

]
− 1

2
N2

ω2
p

ω2
c

v2
th

c2

[
1

2
(−ξ0Z(ξ−1)− ξ0Z(ξ1))− 1

2
(−ξ0Z(ξ−2)− ξ0Z(ξ2))

] (2.54)

εxx = SFLR −N2σFLR (2.55)

In the cold-plasma limit the term SFLR remains finite, approaching the cold term

S, while the correction function σFLR vanishes, as it proportional to v2
th. The order

of magnitude of this function is governed by the factor (vth/c)
2 = (me0v

2
th/me0c

2),

which is, with me0c
2 = 511 keV even for hot fusion/ECRIS plasma at kBTe = 10−20

keV, only in the order of some 10−2. As exemplified here for the hot tensor element

εxx, all others can be treated in the same way. As with SFLR, the other terms all

have the same factor as discussed, with σFLR giving the order of magnitude of the

correction terms. In summary, lowest order finite temperature corrections are

of the order of a small percentage at maximum. The estimates, on the other

hand, show more quantitavely that the cold-plasma approximation already

provides a good description of wave propagation even in hot plasmas. Also

in the plasma modeling for microwave diagnostic purpose described in Chapter 5, it

has been used with very good agreement between experimental measurements and

analytical cold plasma model.
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2.5.1 Spatially dispersive medium

Finite-temperature effects introduce the so-called spatial dispersion, i. e. the gener-

alized dielectric tensor εij(ω,k) depends on the wave vector k. This means that the

electric induction D at a given spatial point depends not only on the electric field E

at the same point (the local medium response) but also on the electric field in the

surrounding areas (nonlocal response). Fourier transform of εij(ω,k) offers a powerful

tool to describe nonlocal behavior in wavenumber domain:

Di(ω,k) = εij(ω,k)Ej(ω,k) (2.56)

Inverting (2.56) we can express the relation in real space domain in the form of

convolution:

Di(r, t) =

∫ t

−∞

∫
dr
′
εij(t− t

′
, r− r′)Ej(r

′
, t
′
)

In this case it is an expedient to expand the electromagnetic field in a Fourier

integral, i. e. to express it as the sum of plane monochromatic wave waves of the type

e−iωt+ik·r[44].

εij(ω,k) =

∫ t

−∞
dt

∫
dre(−iωt+ik·r)εij(t, r)

εij(r, t) =
1

(2π)4

∫
d3k

∫
dωe(−iωt+ik·r)εij(ω,k)

2.5.2 Modal conversion and EBW “quasi-static” field

As the pumping wave must reach the resonant region where the electron cyclotron

resonance takes place, the density along the trajectory of the wave must not exceed

the cutoff density value. Cutoff density is different for different modes propagating

in the plasma. However, there is a mode, which has no upper density limit. It is the

electrostatic2[45] Electron Bernstein wave (EBW, EB-mode, B-mode). The EBW has

no cutoff limit but its nature does not allow propagation outside of the plasma. To

obtain this mode inside of the plasma the conversion from other externally launched

modes is needed. For ECR heating in toroidal devices Ordinary-mode3 (O-mode) or

Extraordinary-mode 4 (X-mode) is externally launched to the plasma from high or

low field side of the torus. Both modes have a cutoff limit for propagation. However,

Slow Extraordinary mode (SX-mode) may be converted to EB-mode if it reaches the

Upper Hybrid Resonance (UHR) layer. O-mode launched from low field side may be

2 E field is directed parallel to k vector
3 The E-field of this mode is directed parallel to the external magnetic field
4 The E-field component in the perpendicular direction to the external magnetic field
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coupled to the SX-mode in the region of the O-mode cutoff layer, and then the SX-

mode is coupled to the B-mode. This process called OXB mode conversion, and was

described in 1973 by Preinhaelter and Kopecky [14]. In their fundamental work, it

was shown that the OXB mode conversion might be optimized in terms of O-mode

insertion angle with respect to the external magnetic field direction. This optimization

leads to interconnection of O and SX-cutoff layers. Under these conditions, O-mode

is completely converted into SX-mode, which then completely converts to EB-mode

in the UHR layer.

Another possibility of producing an EB mode inside the plasma is the launching

of an SX-mode from high field side of the torus. In this case, the SX-mode may reach

the UHR layer directly if it does not encounter the L-cutoff5 barrier. This scheme

is called SX-B conversion. Additionally, FX-mode, launched from low field side, may

tunnel from the FX6 into SX-mode through evanescent region, which is bordered by

R-cutoff and UHR. SXmode, reflected from L-cutoff, reached the UHR layer where

it is converted to EBW. This process is called FX-SX-B mode conversion. To obtain

desirable SX-FX tunneling efficiency the density steepness in the region of the R-cutoff

and the UHR layer should be high enough to minimize the region size inaccessible for

X-mode [46].

EBW are absorbed at the harmonics of ωc, which means that in a ion source like

ECRIS or MDIS, EBW absorption is possible for the same can occur at the harmonics

of the resonance magnetic field BECR. Hereinafter we will define ωc as fundamental

harmonic, ω = ωc/2 will be the first harmonic, ω = ωc/3 will be the second harmonic

and so on.

Property of EBW is an important step forward with respect to the electromagnetic

waves, which are reflected at the cutoff frequency ωp. EBW does not suffer this cutoff

and could be able to sustain the plasma at electron density much larger than the ones

obtainable by means of the usual ECR heating. At WEGA stellarator of Greifswald,

for example, EBW heating has been used to reach densities up to 10 ncutoff [8]. EBW

heating thus, could be a valid alternative to the ECR heating.

The schemes to couple electromagnetic waves (X wave) to EBW have been largely

studied for the application in fusion devices [12]. In ECRIS and MDIS devices it is

difficult to inject a wave with a precise k wavenumber direction. Plasma chamber,

in facts, is a resonator and practically allowe modes are approximated by a sum of

plane waves. So it is very difficult to define which mechanism allowed extraordinary

waves to reach UHR. If the UHR layer is enclosed by R and L cutoffs, the X wave

can be reflected back and forth passing through the UHR. We are in the case where

5 L-cutoff is the cutoff for the SX-mode
6 FX- is the X-mode outside the R-cutoff layer SX is the X-mode beyond the UHR layer
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the wavelength is comparable with the characteristic density scale length, or even the

plasma size. In this case, ray tracing is not applicable and simulations can only be

performed using the full wave calculations. Both simualtion and experimental tests of

EBW launching in a ECRIS-like device have been treated in this thesis.

2.6 Remarks about wave propagation in plasmas

The theory of electromagnetic waves propagation in magnetized plasmas predicts

that both ordinary and extraordinary wave are reflected above their respective cutoff

density, (O cutoff for ordinary waves, L cutoff for the extraordinary). The experimental

measurements confirm the theoretical results: in the case of the ECRIS were measured

plasma density slightly higher than the cutoff wave O [47], the MDIS, thanks to the

non-resonant absorption of the electromagnetic waves, can generate plasmas with

density 2-3 times higher than the cut-off value [1]. However, in both cases, the cut-off

density is a limiting value and it is clear that the only way to raise the electron density

value is to increase the microwave frequency, so that the density cutoff occurs at higher

values. The increased frequency RF also involves the increase in the magnetostatic

field associated, according to the scheme shown in the following equation:

ncutoff ∝ ωRF = ωc ∝ BECR (2.57)

Consequently, the increase in performance of the sources of new generation implic-

itly involves a continuous increase of the magnetic fields used. The latest generation

of ECRIS in the design phase, for example, have being projected to operate at fre-

quencies in the range 40-56 GHz and to make use of magnetic fields (generated by

superconducting magnet materials) of the order of 7 T [48]. By looking to the results

of ECR ion sources in the last thirty years, it is evident that such a rush cannot

be continued ”ad libitum”. Moreover, the technological limits of the superconducting

magnets and of microwave generators, as well as the increasing cost, suggest that the

saturation point is approaching. The above discussion explains why in recent years

the search for new technologies of plasma ignition has become a priority. One possible

candidate to replace the heating electromagnetic waves is represented by the Electro-

static waves, and in particular by the Bernstein waves. These waves are not affected

by any cutoff and can propagate and be absorbed in widely overdense plasmas (see

Fig. 2.6).

Necessary condition for the EBW generation is the presence of the UHR resonance,

which exists when ωp < ωRF and ωc < ωRF or, in terms of plasma parameters,

X < 1 and Y < 1. UHR lies between the fundamental harmonic (BECR) and the first

harmonic (BECR/2).
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Fig. 2.6. Overdense plasma core is accessible by plasma (matter) waves excited by electro-

magnetic waves launched at the low density side

The generation and absorption of EBW can be demonstrated by means of 3 fun-

damental evidences:

1. Appearance of sidebands in the spectrum of the pumping electromagnetic waves

and of ion waves in the range of MHz;

2. Generation of large energy electrons (with respect to the usual energies in the

source;

3. Achievement of densities much higher than the density cutoff;

2.7 Inhomogenous and bounded plasmas

So far, the plasma has been assumed homogeneous and unbounded, without consider-

ing any gradients of the quantities determing the propagation of microwaves through

the plasma, that is, electron density and temperature, and the static B0-field. The

leading parameter in this context is the electron density entering via the plasma

frequency of all components of the dielectric tensor, since the B0-field gradient is

relatively small in fusion and ion sources devices and because the temperature has

only a minor influence on the dispersion relation of ordinary and extraordinary modes

even at fusion-relevant temperatures.

In the case where plasma parameters are varying slowly, that is with a scale length

Ln = ne/∇ne much larger than the wavelenght of the probing wave, the formalism

developed for homogeneuos plasma can be applied as well.
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Plasma diagnostics

3.1 Plasma diagnostics in ECR Ion Sources

The improvement of Ion Sources is boosted by means of a deep knowledge of pa-

rameters characterizing the plasma, among these the most fundamental being the

density and temperature. They, indeed, deeply influence the features of the ex-

tracted beam (for example in terms of current and emittance), of central importance

in Nuclear Physics experiments with the beams accelerated by linear or circular ma-

chines.

In the last years, however, further developments have been limited due to the tech-

nological limit in the production of high magnetic fields. This technological impasse

can be overcome only by means of a better understanding of plasma physics, that’s

the reason why many efforts have been devoted to plasma diagnostics. If one wants

to understand what is the kind of interaction between the electromagnetic wave and

the magnetized plasma, a direct inspection of the plasma is required.

Plasma diagnostics has been mainly driven by the great interest to economically

produce energy from thermonuclear fusion. In this field, the research is mainly oriented

to the development of stable magnetic confinement in order to allow nuclear fusion

reactions occurring at a rate high enough to sustain a chain reaction. Also, from the

diagnostics point of view, thermonuclear fusion is really challenging because of the

high temperature required (108 K), which excludes the possibility to insert any kind

of probes.

A short list of the main diagnostics tools is:

• Magnetic measurements which are measurements consisting in directly probing the

magnetic field in various places inside and outside the plasma using coils and/or

probes of various types;

• Plasma particle flux measurements, using probes directly in contact to the plasma;
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• Plasma refractive index measurements, based on the transmission of an

electromagnetic wave of appropriate frequency through the plasma: an original

tool falling in this category has been developed in Chapter 5);

• Electromagnetic emission from free electrons, based on the detection of the

radiation emitted by the electrons through cyclotron (synchrotron emission),

brehmsstrahlung and Cerenkov processes;

• Electromagnetic emission from bound electrons, based on the observation of the

line radiation from atoms and ions that are not fully ionized;

• Scattering of electromagnetic waves, based on the scattering of the incident radi-

ation by plasma particles;

• Neutral atom diagnostics, based on charge exchange reactions;

• Fast ion and fusion products, based on nuclear reactions.

The diagnostics systems to analyze these plasmas are based on the analysis of

waves injected and transmitted through the plasma, or can be based on passive meth-

ods detecting the radiation emitted by particles in different processes. We can group

all these arrangements of diagnostics in four cathegories: transmission, scattering,

reflection and emission of waves.

Fig. 3.1. Transmission Fig. 3.2. Scattering

Fig. 3.3. Reflection Fig. 3.4. Emission

In the transmission (Fig. 3.1), a probing wave is launched in plasma and

quantities like amplitude, frequency, phase wave vector and polarization

state are measured. In this arrangement one measures the change in phase and in

the polarization state. The single “chord” (integration path) arrangements gives the

line-integrated density information. To obtain local information, multiple chord are

needed.

The arrangement of Fig. 3.2 allow scattering measurement: the electric field of the

wave passing through the plasma interacts with individual plasma electrons becom-



3.1 Plasma diagnostics in ECR Ion Sources 45

ing themselves emitters of electromagnetic radiation. Also, since electrons have an

intrinsic thermal motion, the Doppler effect is observed with respect to the

probing frequency. The width of the emission lines give the information

about the velocity distribution of electrons. Moreover, the scattering can be

caused by a single electron, in this case we talk about incoherent scattering or by a

collective motion of electron in the Debye cloud, in this case being referred to coherent

scattering.

In the arrangement in Fig. 3.3 the launched wave is back reflected when it

reaches a cutoff layer where the refractive index approaches to zero. By

measuring the round trip phase delay with a radar-like arrangement, one can locate

the position of the cutoff layer.

In the configuration in Fig. 3.4 the emission of plasma in a large range of the electro-

magnetic spectrum which extends from the gyration frequency of ions (∼ kHz) to the

tenths of megahertz in the region of X-rays is exploited. The physical mechanisms

involved are the brehmsstralung radiation and the characteristic emission

of spectral lines. The presence of impurities can be determined by the intensity of

spectral lines and the width of the line carries information about the velocity distri-

bution of particles. Passive and Active probing with waves and particles are briefly

list in Table 3.1

Table 3.1. Standard diagnostic systems by dividing into active and passive system, either

probing with waves or with particles.

Passive diagnostics Active Diagnostics

Waves Waves

Spectroscopy (IR, visible, UV, VUV,

and X-ray) Interferometry

Radiometry of electron cyclotron emission Polarimetry

Bolometry of total radiation Reflectometry

Thermography of wall surfaces Scattering

Particles Particles

CX neutral particle analysis H-, He-, Li-beam, and emission after e− impact

Detection of fusion products CX recombination spectroscopy
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3.2 Plasma diagnostics at INFN-LNS

At INFN-LNS a wide set of disgnostics tools has been designed and developed in the

recent past. The adopted methods span from intrusive (e. g. electrostatic probes) to

non-intrusive (e. g. volumetric X-ray spectroscopy) tools (see Figure 3.5).

(1,6-12 eV) (10-120 eV) (0,12-12 keV) (10-100 keV) 

IR Visible & UV EUV Soft-Xray Hard-Xray RF 

(300 GHz-430 
THz) 

(3 kHz-300 GHz) 

SDD	  -‐	  HpGe	  	  
X-‐ray	  detectors	  
Spectroscopy	  

Op3cal	  plasma	  	  
Observa3on	  

Spectroscopy	  1D/2D	  
density-‐temp.	  
measurement	  

X-‐ray	  Pinhole	  Camera	  
Imaging	  &	  2D-‐
Spectroscopy	  

2D	  energy	  distribu;on	  and	  
(rela;ve)	  density	  

Microwave	  Interferometry	  measuring	  plasma	  density	  

Fig. 3.5. Existing plasma diagnostic tools

Plasma is a radiation emitter in a wide range of the electromagnetic spectrum,

spanning from the infrared to gammas; this feature permitted to implement several

techniques, each of them specialized in a certain portion of the electromagnetic spec-

trum. X-ray spectroscopy, for example, allows to characterize the component of

plasma able to emit X-rays (warm and hot population), through the analysis of the

brehmsstrahlung spectrum. This technique gained relevant success also as a non in-

vasive tool for cultural heritage.

During last years, at LNS, a diagnostic system based on the X-ray imaging (1-20

keV) has been developed, consisting in a pin hole camera [49, 50] based on a CCD

detector. By means of this technique it was possible to determine the spatial distribu-

tion of the X emission and to better understand the mechanisms of wave-to-plasma

interaction. In Figure 3.6, a general scheme of a X-ray pinhole camera along with a

real setup used for the ATOMKI-Debrecen 14 GHz ECRIS is shown.

In order to characterize the so-called “plasma bulk”, i.e. electrons which weakly

interact with the electromagnetic wave, but have a leading role in the diffusion/con-

finement processes of plasma, a tool based on optical spectroscopy (1-10 eV) is

being developed. It has been widely applied to study the cold electron population

in ECR plasmas. At LNS, a spectrometer coupled to a high sensitivity CCD camera

has been developed, able to measure at the same time the components of the optical

spectrum and the spatial distribution.

Another diagnostic tool is the so-called ”Langmuir Probe” (LP), designed to

characterize the plasma through resistivity curves measurements. It is a metallic tip
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Fig. 3.6. General scheme of a X-ray pinhole camera (a) along with a real setup (b) used for

the ATOMKI-Debrecen 14 GHz ECRIS

of tungsten or tantalium normally, that, once inserted inside the plasma, measures

the I-V curve of the plasma bulk, which has a temperature of about 10-50 eV. The

LPs can be used also as antennae to detect the electromagnetic waves emitted by the

oscillation of the ionic component of plasma, known as ionic waves, which oscillate

at the kHz frequency. The LPs are tools simple to be used; however, they are very

invasive diagnostic tools, especially when used in plasma chambers of compact size,

like those usually used for ion sources (see Fig. 3.7).

Fig. 3.7. Langmuiri Probe penetrating into the plasma chamber

Regarding the non-invasive techniques in Ion Sources, an important role is that

of the microwave interferometry, already successfully tested for the controlled fu-

sion plasmas inside nuclear reactors like Stellarator and Tokamak. This technique
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has many difficulties of application in the case when, in contrast to the case of the

big reactors for controlled thermonuclear fusion, the ratio between the wavelength

of the radiation for the diagnostics λ and the dimensions of the plasma chamber L

do not satisfy the condition λ/L � 1. Additional issues come from the mechanical

constraints for the probing microwave injection apparatus, for example, areas already

occupied by the extraction system, space occupied by the magnets used for the mag-

netic confinement and other areas occupied by other diagnostics systems.

The interpretation of the probing signal passed through the plasma, in this contest,

requires the usage of filtering methodologies to remove the spurious components of the

signal. However, microwave interferometry, since it is a non-invasive technique, allows

a very reliable reconstruction of the density profile; this has to be done altogether with

studies of modeling of plasma distribution. An innovative microwave interferometry-

based experiment has been carried out during this PhD course and it is described in

Chapter 5.

3.3 Microwave Diagnostics

Microwave diagnostics [51] are active and passive wave diagnostic systems. They op-

erated in a range of frequencies wheree the refractive index of the magnetized plasma

differs significantly from the vacuum value and/or where it shows largest variations

with plasma parameters. The range depends on the electron density and on the B0-

field, the first determing the plasma frequency and the second the electron cyclotron

frequency ωc. These system probe the plasma dielectric properties by measuring the

wave phase (interferometry) and polarization changes (polarimetry) when passing the

plasma and they also detect the cutoff layers by measuring time delays in radio de-

tecteion and ranging RADAR-like schemes (reflectometry) In both cases, the plasma

is probed without material contact.

3.3.1 Microwave interferometry

The term interferometry refers to the fact that in early experiments the phase shift

was measured by means of interferometric arrangements, superimposing signal and

reference waves, and by evaluating the change in the interference pattern when the

plasma builds up. The microwave interferometry is a plasma density measurement

technique based on the study of the passage of microwaves through a plasma. Mi-

crowave interferometry offers a less invasive and more precise measurement if com-

pared to Langmuir probes, because electromagnetic waves modify far less the state of

plasma than a Langmuir Probe does.

Interferometry is often used as a method to measure the refractive index of a medium
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and is essentially based on a device, an interferometer, able to measure the coherent

superposition of two ore more signals. In the simplest case, when the magnetic field is

negligible, in equation (2.21), Y tends to zero (Y → 0) and then, the refractive index

becomes:

N2 = 1−X = 1− ω2
p/ω

2 (3.1)

The refractive index, hence, doesn’t depend on the direction of propagation of

waves. In the case of magnetized plasma the study becomes much more complex. The

intensity of the observed signal depends on weather the signals added in phase or out

of phase.

In the general scheme, an interferometer is a device, where two or more electromag-

netic waves can interfere by the coherent addition of the electric fields. Let us consider,

for example, a two beams interferometer where two monochromatic fields E1e
iωt and

E2e
i(ωt+φ) are superimposed with some phase φ between them. Then, the total field

is given by:

Et = (E1 + Eiφ2 )eiωt (3.2)

the power detected, for example, by a square-law RF detector is proportional to

|Et|2, which may readily be shown to be:

|Et|2 = [E2
1 + E2

2 ]

[
1 +

2E1E2

E2
1 + E2

2

cos φ

]
(3.3)

So the output intensity (power) has a constant term plus a component varying as

cosφ.

There are mainly three configurations of interferometer which are:

• The Michaelson interferometer (Fig. 3.8), which is a two-beam interferometer

with a beamsplitter, two arms in which the beams travel in both directions and

two outputs. Along the arm there can be free space optical path or, for example,

waveguides. The principle is the same in all cases: phase difference arises in the

case of change of the refractive index in one of the arms of the interferometer.

• The Mach-Zehnder configuration (Fig. 3.9) is also a two-beam interferometer but it

differs from the Michaelson interferometer in having two arms in which the beams

travel only in one direction. Again, the phase changes are caused by variation in

the refractive index in one arm.
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• The Fabry-Perot interferometer is a multiple -beam interferometer in which there

are two beamsplitters and two composite output beams. Because it has multiple

beams, the output is not a simple cosine as in the two-beam interferometers. This

makes phase shift interpretation more difficult, so it is less often used for plasma

refractive-index measurements.

The interferometer we are going to discuss in the present thesis is a Mach-Zehnder

interferometer.

Fig. 3.8. A schematic diagram of a

Michaelson interferometer

Fig. 3.9. A schematic diagram of the

Mach-Zehnder interferometer

In this Mach-Zehnder interferometer, the beam is split in two directions: one beam

goes straightforward through the medium, while the other one travels in vacuum and

serves as a reference path, the two signals are eventually mixed at the output. If the

two paths have the same length then the difference in the phases between the two

signals is only due to the refractive index of the medium.

Fig. 3.10. microwave interferometer general scheme.

The net phase lag is given by:
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φ =

∫
N
ω

c
dl (3.4)

where ω is the frequency of the signal and N its refractive index; the integral

is evaluated along the distance traveled inside the medium. Often, due to technical

constraints, it is hard to have exactly two legs of the same length, then a part of phase

shift is introduced by the extra path of the reference leg. The consequent phase shift

then depends on weather, for example, the wave has traveled a path in vacuum or

inside a waveguide.

The effects of the extra lengths can be removed by comparing the phase difference

between the two arms with or without the plasma. The difference in these phases is

then simply introduced into the plasma arm by the plasma itself, namely:

∆φ =

∫
(kplasma − k0)dl =

∫
(N − 1)

ω

c
dl (3.5)

where we assume that in the absence of plasma k0 = ω/c, that is, the wave

propagates effectively in vacuum. The measurement of the interferometer phase shift

∆φ thus provides us a measure of the refractive index of the given mean along the line

of the interferometer beam through the plasma. In an isotropic plasma the refractive

index can be related to density:

N2 = 1−
ω2
p

ω2
= 1− ne

nc
(3.6)

where nc is the so called cut off density:

nc =
ω2mε0
e2

(3.7)

For ne < nc the interferometer gives a measure of electron density from:

∆φ =
ω

c

∫ [(
1− ne

nc

)1/2

− 1

]
dl (3.8)

Which is a form of average along the beam path. If the density exceeds the cutoff

value, ne > nc, then N2 becomes negative and N is a pure imaginary. This means

that the wave is no longer propagating but it is evanescent, falling off exponentially

with the distance.

If the plasma density is low enough, ne < nc, expressing (3.6) in Taylor expansion:

N ' 1− 1

2

ne
nc
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we can obtain:

∆φ =
−ω
2cnc

∫
L

ne dl (3.9)

The phase difference results proportional to the line integrated density and to the

wavelength as it follows:

ω ∝ λ−1, nc ∝ λ−2 → ∆φ ∝ λ

The design and experimetal tests on a Mach-Zender configuration microwave in-

terferometer will be widely discussed in the chapter 5 of the present thesis.

3.3.2 Polarimetry

The study of the change of the polarization state of an electromagnetic wave that

propagates through a magnetized plasma is an important diagnostic technique [52]

that can be used to determine the electron density in plasma, provided that the

distribution of the magnetic field is known [43]. For a high frequency radiation, as

we explained in Chapter 2, a plasma subjected to a magnetic field, eorks such as a

birefringent and optically active anisotropic medium. For propagation perpendicular

to the B0-field the plasma is linear birefringent and exhibits the Cotton-Mouton effect

(N0 6= NX), while for propagation parallel to the magnetic field it is optically active

and circular birefringent (NR 6= NL) and it features the Faraday effect (see Figure

3.11) [53].

Fig. 3.11. Faraday effect: polarization plane rotation

In the first case the wave ellipticity changes, while in the second case there is a

rotation of the ellipse of polarization (or plan, for linear polarization), with ellipticity

constant. For propagation with arbitrary direction with respect to the magnetic field,

in general a combination of the two effects is present, rather complicated to be treated

. A further complication derives from the fact that the plasmas are not uniform, so

the plasma density and the the magnetic field vector will vary with the position along
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the path of the radiation. To carry on a polarimetric measurement, with good ap-

proximation, the variation of the polarization state has to be due only to the Faraday

effect. If z is the wave propagation direction, the Faraday rotation angle, expressed

in radians, is represented by this line integral along the line of sight of the probing

linear polarized wave:

α ∝ λ2

∫
ne(z)Bz(z) dz (3.10)

If the B-field is known, the line-integrated of the density can be determined.





4

Modeling the electromagnetic field in anisotropic

inhomogeneous plasma

—————————————————————-

Introduction

Any further boost of both ion currents and average charge state from ECRIS requires a

deep understanding of wave-to-plasma interaction. This issue represents an important

field of research for plasma physics in general, being – in the most part of the cases –

the wave-to–plasma interaction the chennel of energy deposition and/or current drive

in magnetically confined plasmas.

A complete and accurate design of future ECRIS, cannot neglect the investiga-

tion of electromagnetic wave propagation in plasma with the aid of numerical and

theoretical models.

With respect to the theory and modeling, the problem of electron-cyclotron heat-

ing may be divided into two different parts:

• The problem of the wave propagation and absorption (effect of the plasma on the

wave);

• The problem of the evolution of the electron distribution function (wave effect on

the plasma).

One usually treats each part of the problem separately, while a coupling of the two

parts constitutes the core of a self-consistent treatment.

A coupled particle-wave propagation code could be very useful to investigate the

effect of the plasma on wave propagation and the effect of wave on ion and the electron

dynamics, beam formation and beam optical properties.

In order to describe electromagnetic wave propagation in plasmas there exist ba-

sically two different approaches. One is the geometrical optical approximation, where

the wave is described as a ray, known as ray tracing, applicable only if the refractive

index n changes only slowly over a distance x that is comparable to the wavelength

of the incident wave,
∣∣ 1
n
dn
dx � n

∣∣ and geometrical optics can be used to calculate the
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wave trajectory. A ray tracing code cannot be applied here, since the geometrical

optics assumption breaks down when the wavelength of the microwave is comparable

to the size of the plasma as is the case for ECRIS.

The second approach is referred to as full-wave solution, since Maxwells equa-

tions are exactly solved. Full wave solution will take into account the influence of

the merging of two different types of wave modes, along with tunneling, reflection,

conversion and absorption.

This chapter will mainly deal with the full-wave code, which has been developed

in the course of this thesis. It is applied to wave propagation and heating in ECRIS.

Furthermore, the code has been successfully used to optimize OXB heating schemes

for small scale ion sources devices.

We present a numerical approach to solve the 3D Maxwell-Lorentz system with

the aim of investigating the interaction of the electromagnetic waves with the mag-

netized non-homogeneous plasma produced inside Electron Cyclotron Resonance Ion

Sources [54, 55]. The full-wave solution is then coupled to an in Matlab developed

kinetic code based on a PIC Particle-In-Cell strategy, solving the Newton-Lorentz

equation of motion for plasma electrons [56]. Our model explains the experimentally

observed frequency sensitivity and gives a relevant contribution to the challenging

goal of predicting the electron/ion dynamics in ECR plasmas. The obtained results

are very helpful to better understand the influence of the different parameters (es-

pecially RF frequency and power) on the ion beam formation mechanism. Finally

preliminary results about the use of 1D Continuous Wavelet Transform to solve the

“Spatial dispersion” that is involved in the modeling of “hot plasma approximation”

will be shown [57].

4.1 State of the art in plasma modelling and existing

numerical tools for waves in ECR and fusion plasmas

The propagation of waves in anisotropic media is relevant for many fields of optics

and microwaves. Searching the solution of Maxwell’s equations considering a metallic

cylindrical cavity eventually completely or partially filled by an anisotropic material

whose electric permittivity is described by a second order tensor, is a particularly

difficult task. In electromagnetism only very few scenarios can be analitically solved.

In the present case, the cavity has a non canonical form, and is filled by a non homo-

geneous anisotropic medium (magnetized plasma), therefore the numerical approach

is mandatory. Such is the case of electron cyclotron resonance ion sources (ECRIS) [7]

plasma chamber. Several experimental results show that electromagnetic waves cou-

pling with the plasma load is crucial to optimally transfer energy to the electrons, then
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to optimize plasma ionization and ion beam extraction [58–60]. However, for a better

understanding of the physical processes involved in plasma and in beam formation

process, it is crucial to consider tha actual geometry of ECRIS microwave injection in

presence of a realistic plasma model. Up to now several studies make various approx-

imations by considering the medium as an equivalent dielectric load [61] and by

solving the wave equation in Wentzel Kramers Brillouin (WKB) approximation

[62]. This latter approximation is questionable in particular regions of the plasma,

where cut-offs and resonances break the slow varing assumptions of the media param-

eters
∣∣∇·k
k2

∣∣� 1, and a fortiori it is not feasible in ECRIS configuration where plasma

load and the chamber’s electromagnetic properties are extremely variable even over

fractions of a wavelegth. In these cases a full wave solution of Maxwell’s equations

is needed.

The LNS-INFN Catania’s group developed a numerical code able to model the

electron and ion dynamics in an ECR ion source using a Monte Carlo approach. This

model allowed to explain for the first time the impact of the frequency tuning on the

electron heating rapidity, on the plasma density distribution [59], and in turn on the

shape, emittance and brightness of the output beam. Alternative models and numeri-

cal strategies have been attempted by other authors [63–66], that can be summarized

in two groups: a) assuming a “zero-dimensional” model for calculating the charge

state distribution in a parametric way, or b) considering a simplified magnetostatic

scenario (only simple mirror configuration instead of minimum-B) for simulating the

plasma dynamics via Fokker-Planck calculations based on a diffusion-like model for

the RF heating [67]. Both these approaches do not include peculiarities of electromag-

netic wave propagation into a dense, non-isotropic, non homogeneous plasma, that is

indeed the condition holding in ECRIS-like systems. These properties are deemed to

play a crucial role in frequency tuning effect, two frequency heating, etc.

Actually, the challenging goal of predicting the electron/ion dynamics in the ECR

source in a self-consistent way requires to consider the fundamental aspect of the

coupling between the electromagnetic wave and the plasma and it represents one of

the achievements of this work

Other codes for wave in plasma modeling

Considerable efforts has been devoted to numerical modelling especially of Ion cy-

clotron and electron cyclotron of Tokamak fusion reactors plasmas to find the

solution of Maxwelll equations in a hot plasma in toroidal geometry. Most solvers

assume linear cold plasma dispersion for the real part of the wavenumber (describing

the wave propagation) near and far from resonance, and the imaginary part, which

describes cyclotron damping, is computed from the complex dispersion relation only
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in the resonance area. Furthermore, the assumption of weak absorption is adopted,

where the imaginary wavenumber is considered an order of magnitude smaller that

the real part. Hereinafter they are listed and briefly described some of the most known

full wave codes to model waves in plasma.

• GENRAY is a ray tracing code that allows for the simulation of waves in axisym-

metric toroidal plasma through the use of the geometrical optics approximation. It

use a 2-D profile for plasma density and 1D for temperature; it interfaces a Fokker

Plank code CQL3D to self-consistently take into account the non-maxwellian dis-

tribution function. Being a ray-tracing, it is affected by the uncertainty related to

the initial condition of the beam[68].

• TORIC uses a spectral decomposition along the poloidal and toroidal directions

and finite elements along the radius of the torus. In Toric the wave field excitation

is done by imposing a known wave field distribution a the boundary of simulations

domain [69]

• AORSA: in addition to the toroidal spectral decomposition, AORSa uses a Carte-

sian spectral decomposition in the poloidal direction. It allows a Numerical Com-

putation of Wave Plasma-Interactions in Multi-dimensional Systems. There are

a 2-D and 3-D versions of AORSA. AORSA-2D provides a high-resolution, two-

dimensional solutions for mode conversion and high harmonic fast wave heating in

tokamak plasmas. AORSA-3D model provides fully three-dimensional solutions of

the integral wave equation for ion cyclotron heating in three dimensional stellara-

tor plasmas. By combining multiple periodic solutions for individual helical field

periods, it is possible to obtain complete 3-D wave solutions valid over the entire

volume of the stellarator for arbitrary antenna geometry [70].

• GRILL, FELHS, ALOHA tools essential to understand and thus controlling

the interaction between antenna and plasma; they are often the starting point

of other numerical calculation. Usually the EM field scattered by the antenna is

assumed to be dissipated far away from the coupling region with plasma so that

the coupling problem is treated as a problem of radiation in a semi-infinite medium

and the propagation into the plama core is not calculated. The disadvantage is a

restriction to slab geometries [71–73]

• TOPICA code [74] for ion cyclotron antennas is a boundary element code. TOP-

ICA calculates the electric and magnetic currents on all surfaces of a 3D antenna,

located in vacuum and radiating towards a 1D plasma. The knowledge of the mag-

netic currents on the aperture of the antenna and the knowledge of the surface

impedance matrix at the plasma edge, is sufficient to calculate the radiated fields

in the vacuum gap between the aperture and the plasma. The surface impedance
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matrix relates the transverse electric and magnetic fields at the plasma edge, and

is provided by the 1D plasma code FELICE [75].

• 3D ECRF STELEC full wave code modelling for fundamental and second har-

monics scenarios in tokamaks and ITER. The 3D STELEC code was used to

numerically model the electron cyclotron and electron Bernstein wave heating in

several tokamaks and ITER at the fundamental and second harmonic. Refraction

and diffraction effects in low and high density plasmas were modelled for circular

T-10 and elongated DIII-D tokamaks [76].

• A mixed ray tracing/full wave ICRH mode conversion model [77]: The adopted

1D full wave model gives a realistic description of the mode conversion in the

ion-ion hybrid region as it accounts for temperature oblique incidence poloidal

magnetic field and finite parallel electric effects. Each ray entering the confluence

region is stopped and a full wave computation is subsequently made.

• Coupled full-wave and ray-tracing numerical treatment of mode conversion in

a tokamak plasma [78]: a new approach for the numerical description of tokamak

plasma waves in the ion cyclotron range of frequencies. It implies coupling of the

full-wave and ray-tracing codes and is capable of unified treatment of waves of

completely different scale and behavior. The method is applied for simulations

of the electron heating scenario, based on fast wave (FW)-ion Bernstein wave

(IBW) mode conversion near the ionion hybrid resonance in Tore Supra. The

two-dimensional full-wave ALCYON code is used to describe the global FW field

pattern in the plasma volume. A small-scale-waves filter, introduced into the code,

artificially damps the mode-converted power, which is further prescribed to IBW

rays. Remnant small-scale fields are extracted from the global pattern to provide

information necessary for IBW rays to start. Three-dimensional evolution of IBW

rays is simulated by the RAYS ray-tracing code being unrestricted by finite mesh

size and finite Larmor radius effects.

• FULL-WAVE CODE IPF-FDMC (Institut fur Plasmaforschung-Finite Dif-

ference code for Mode Conversion). It is a time-dependent code which solves

Maxwell’s equations and the fluid equation of motion for the electrons by re-

placing the derivatives with finite differences. A numerical damping is introduced.

The code takes into account all three dimensions of the calculated quantities in

a cylindrical geometry but allows only for 2D variations of the background pa-

rameters. Therefore, propagations in the poloidal and toroidal cross-sections are

calculated separately. Details concerning the code can be found in [79].

• MCBC,GEM and IonExare ECRIS-plasma codes simulation: in particular 1D

simulations use the hot plasma dielectric tensor; in 3D by using an equivalent

dielectric constant proportional to the cold plasma index of refraction for R-waves
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[80], [81]. FAR-TECH, Inc. has been building a suite of comprehensive numerical

tools for end-to-end Electron Cyclotron Resonance (ECR) charge breeding (CB)

modeling . They consist of the Monte Carlo Beam Capture (MCBC) code, the

Generalized ECRIS Modeling (GEM) code, and the Ion Extraction (IonEx) code.

GEM uses the quasi-linear diffusion model for rf heating. The effect of cavity mode

to ECR heating has not been implemented in GEM.

• 1-D Electron distribution function (EDF) code to solve the time-dependent

equation for the behavior of electron-cyclotron-resonance-heated plasmas [82].

• [83]ECR heating code that implements damping of the microwave power in the

vicinity of the resonance zone, assumes electron density profiles and uses right hand

circularly polarized (RHCP) electromagnetic waves to simulate electron heating

in ECRIS plasma.

4.2 Full Wave Simulation of Waves in ECRIS Plasmas based

on Finite Element Method (FEM)

This section presents a new full wave simulation model in which Maxwell’s equations

are solved using the COMSOL Multiphysics FEM solver in presence of a plasma de-

scribed by input parameters are provided by a dedicated routine running in MATLAB.

We exploit COMSOL’s ability to accept 3D space-varying dielectric tensor (computed

in Matlab) and to solve wave equation in the inhomogeneous, anisotropic and lossy

plasma produced in the multi-mode ECRIS cavity, taking into account a realistic

electron density and the so called B-min magnetic field confining the plasma. The

simulations include energy absorption by the plasma and the presence of lossy cavity

walls.

A proper mesh generation, exploiting FEM based COMSOL versatility, allowed

us to optimally model ECRIS cavity and microwave waveguide launching structure,

with a good computational efficiency and high resolution of the solution especially

around the resonance regions. Numerical simulations have been performed in the fre-

quency domain: in the resonance regions especially, the material properties exhibit a

spatial variation that leads to a large sparse ill–conditioned matrix which is solved

by MUltifrontal Massively Parallel Solver (MUMPS) direct method. We implement

a method to perform full wave simulations considering a cold plasma model for the

constitutive relations; the obtained results show that the ECR layer presence, along

with the cavity walls, strongly influences the shape and strength of the electromag-

netic field distribution, featuring a strong non-uniformity of the main electromagnetic

parameters.
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All the relevant details have been considered in the model including the nonuni-

form external magnetostatic field used for plasma confinement, the local electron

density profile and the full-3D nonuniform magnetized plasma complex dielectric ten-

sor. The results of the simulations are compared to experimental measurements. This

represents a new approach to solve wave propagation in an inhomogeneous anisotropic

cold plasma considering a position dependent non-axial magnetic field - in order to

explore in more detail the problem of RF energy deposition in microwave generated

linear plasmas confined by non-axisymmetric magnetostatic fields, under unfavourable

conditions of small vessel-size-over-wavelength ratio. In these small devices, where

the typical dimension are often comparable with wavelength of the injected

RF wave, the effects of the vessel walls cannot be neglected (i.e. the waves

cannot be assumed as plane waves propagating in free space) and a full-

wave calculation including multireflections and “cavity scrambling” effects

must be invoked. This represents a significative step forward with respect

to other approaches already attempted in the past [83] .

4.2.1 Electromagnetic formulation of wave equation in plasma

As we extensively explained in chapter 2, under the influence of a magnetic field, a

plasma exhibits an anisotropic electric behaviour and can be modeled introducing

anisotropic constitutive relations where the permittivity is a second order tensor. In

order to have a more compact and focused treatment, we resume in this section only

the most important equation implemented and solved by our code. Considering the

plasma a dispersive medium modeled as a cold magnetofluid with collisions, Maxwell’s

equations and constituive relation for source-free, anisotropic media, using harmonic

time dependence ejωt, can be written as:

∇×E(r) = iωB(r) (4.1a)

∇×H(r) = −iωε0E(r) + J(r) = −iωε ·E (4.1b)

where

J = σE (4.2a)

and

ε ·E = ε0E +
J

−iω
=

(
ε0 +

σ

−iω

)
·E (4.2b)

Displacement iωε0E(r), and conduction J(r) currents are collected in a tensorial

term describing the field-plasma interaction introducing the dielectric tensor:

ε = ε0

(
I +

iσ

ωε0

)
(4.3)
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Eliminating the magnetic field between (4.1a) and (4.1b) and using constitutive rela-

tions, we obtain the wave equation:

∇×∇×E− ω2

c2
εr ·E = 0 (4.4)

The above equation (4.4) can be solved as a driven problem by a FEM solver that

supports a non homogeneous tensorial constitutive relation.

Dielectric tensor formulation

In [36], the wave equation (4.4) is analyzed in free space for plane waves and the

dielectric tensor ε is derived by assuming the applied magnetic field as being aligned

to one of the coordinate axes (tipically, z-axis)[80]. This assumption does not cause

only loss of generality in most of cases where B0x , B0y � B0z , but not in ECRIS

because the magnetic field structure is obtained by a superimposition of solenoidal

and hexapolar coils creating a “quasi-axisymmetric” nonuniform magnetostatic field,

called “B-min” structure (Fig. 4.1).

Fig. 4.1. Minimum-B Magnetic field structure

Therefore, in order to obtain a generally valid solution, it is essential that consti-

tutive parameters are formulated in a general orthogonal cartesian coordinate system.

In cold plasma approximation [36], the determination of ε is based on the equation

of motion for single particle:

(−iω + ωeff)v +
e

me
B0 × v =

e

me
E (4.5)

Solving (4.5) in v and using the constitutive relation:

J = N0qv = σ ·E (4.6)

we can obtain σ that is related to ε as we can see in (4.1b) and (4.2b).

Finally ε is:
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ε = ε0εr = ε0

(
ε′ + iε′′

)
= ε0

(
I +

iσ

ωε0

)
=

= ε0


1 + i

ω2
p

ω

ax
∆

i
ω2
p

ω

cz + dxy
∆

i
ω2
p

ω

−cy + dxz
∆

i
ω2
p

ω

−cz + dxy
∆

1 +
jω2

p

ω

ay
∆

i
ω2
p

ω

cx + dyz
∆

i
ω2
p

ω

cy + dxz
∆

i
ω2
p

ω

−cx + dzy
∆

1 + i
ω2
p

ω

az
∆


(4.7)

where am = (−iω + ωeff)2 +B2
0m

(
e
me

)2

, cm = B0m

(
e
me

)
(−iω + ωeff),

dmn = B0mB0n

(
e
me

)2

with m = x, y, z, n = x, y, z and

∆ =(−iω + ωeff)ax +B0z

(
e

me

)
(cz − dxy) +B0y

(
e

me

)
(cy + dxz).

ε′ is the real part of relative permettivity εr, ε
′′ is the imaginary part, ω the angular

frequency of the microwave, ωp =
√

nee2

meε0
the plasma oscillation angular frequency,

ne the electron density, me the electron mass, e the electron charge, j the imaginary

unit and ωeff the collision frequency; the latter accounts for the collision friction (thus

modeling wave damping) and resolves the singularity of some elements of (4.7).

At the electron cyclotron resonance (ECR) layer, where |B0(x, y, z)|=BECR and

ωc = eB0

me
= ω, ∆ becomes very small, resulting in an strong variation of εr. Depending

on the values of ω, ωp and ωeff , ε and the correlated wave vector k = kreal − jkim
can have real or imaginary part, therefore different wave propagation or attenuation

scenarios are possible.

In [83], authors investigate only some specific scenarios, since the anisotropic

plasma is approximated by an isotropic dielectric with the refractive index of R-

wave [84]. This can be done only for plane wave with a precise polarization and a

fixed angle between k and B0 that allows to replace the tensor (4.7) with a scalar

quantity, i. e. the refraction index of either ordinary or extraordinary waves that can

be analitically computed.

Our generalized formulation, that considers the cold plasma electromagnetic

modes, allows us to consider in 3D simulations the full tensorial properties of the

magnetized plasma we are dealing with, evaluating the plasma response on electro-

magnetic wave propagating inside ECRIS cavity. In the following we do not consider

any particular propagation mode or a specific angle between k and B0, taking into ac-

count any multiple scattering of the waves at chamber walls and considering arbitrary

propagation angle at whatever point into the plasma.

The plasma density profile and background magnetic field, included via ωp and

ωc, respectively, can be of arbitrary shape on the simulation domain.
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4.2.2 3D RF Numerical Simulations

Model definition

The cylindrical cavity representing the plasma chamber is a metallic box connected to

a microwave source via a rectangular waveguide operating in the TE10 mode. Figure

4.4 shows the geometry and in Table 4.1 all the important simulation input parameters

are listed. Many geometrical details of ECRIS assembly can be removed in order to

reduce the computational costs without any loss in the approach validity.

zx

y

Fig. 4.2. Simulated Geometry: Cavity and waveguide.

Table 4.1. Simulation input parameters.

Parameter Value Description

L 480 [mm] Cavity length

R 65 [mm] Cavity radius

νRF 8 [GHz] Frequency

ωRF 2πνRF [rad/s] Angular frequency

ωeff ωRF /103[rad/s] Collision frequency

Wg 28.5 [mm] Waveguide width

Hg 12.6 [mm] Waveguide height

PRF 100 [W] RF Power

High computational costs of the FEM simulations for large problems with high

frequency, lead us to consider a slighty lower frequency (8 GHz however), as a first

step, with respect to the typical operational frequencies (νRF > 10 GHz) of second

generation ECRIS. We chose this frequency value, much higher than the fundamental

resonant frequency of the empty cavity, to be sure that we have enough degree of

freedoms to excite an electromagnetic field distribution pattern with a large azimuthal

and longitudinal mode number.

The inner cavity volume is filled by lossy plasma characterized by dielectric tensor

(4.7). The lossy cavity walls are modeled via the appropriate ‘impedance boundary
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condition’ [85]. The magnetostatic field can be modelled in a 3D environment accord-

ing to the following equations: B0x = x(−B1z+2Sexy), B0y = −B1yz+Sex(x2−y2),

Bz = B1z
2+B2, where Sex is a constant related to the hexapole field, and B1 and

B2 are related to the solenoid ones. Fig. 4.3 displays the electron density ne and

magnetostatic profile B0 along the line (x = 0, y = 0, z), used as simulation input

parameters, in the normalized form:

X =
ω2
p

ω2
=
nee

2

meε0

1

ω2

,

Y =
ωc
ω

=
e|B0|
me

1

ω

Absolute values of ne profile are shown in the right-hand vertical axis of Fig. 4.4.

The density profile comes from modeling on plasma dynamics and heating in [86]:

the plasma density distribution into an ECRIS splits into two different regions: i) a

dense volume enclosed by the iso-magnetic surface corresponding to ECR condition

(and called ‘plasmoid’) and ii) a rarefied halo made of particles escaping or flowing

out from the plasmoid. Then we used an electron density “gaussian” profile showing

a flat top shape into the plasmoid and a rapid decrease from ECR layers towards the

plasma chamber walls.

We started by setting as maximum density, located at the center of the chamber

(z = 0), nmax = 0.1nc where nc = ω2ε0me
e2 is the cutoff density of the ordinary

wave [36]. These data allow to compute in MatLab environment, the full anisotropic

tensor ε(x, y, z), whose ε11 element is plotted as example along z-axis in Fig. 4.5. The

problem is finally solved in two stages: first we compute in Matlab environment the

full anisotropic tensor (4.7), then the wave equation is solved by using the direct linear

system solver MUMPS [87] of COMSOL.

Mesh generation

Mesh creation procedure is a critical issue for a FEM simulation: it significantly im-

pacts on rate of convergence, solution accuracy and CPU time required. An unstruc-

tured tetrahedrical mesh is needed, with a mesh density high enough to capture all

relevant electromagnetic features, especially in ECR zone where |B0(x, y, z)|=BECR

where, in a very thin layer, dielectric permettivity changes very rapidly (see Fig. 4.5).

This implies a non-uniform mesh density that has to strongly increase around the ECR

layer. In our case this was done by individuating the iso-surface |B0(x, y, z)| = BECR

(that can be computed and reproduced in COMSOL) working as a reference surface

for starting mesh construction and growth. The mesh size is kept very small close to

this surface, and grows with a controllable rate to keep as low as possible the com-

putational costs. COMSOL mesh generation flexibility allowed to obtain a very high
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Fig. 4.3. Profiles of X= ω2
p/ω2 (proportional to ne) and Y= ωc/ω (proportional to B0)

along the longitudinal z-axis, used as input parameters to compute the permettivity tensor

for 3D simulation. The dash vertical lines highlight the ECR layer positions.

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
0

0.05

0.1

X

0

2

4

6

8
x 10

16

n
e

Fig. 4.4. Zoom of the profiles of X= ω2
p/ω2 (proportional to ne) and (on the right) ne along

the longitudinal z-axis, used as input parameters to compute the permettivity tensor for 3D

simulation. The dash vertical lines highlight the ECR layer positions.

mesh quality even though we addressed a critical problem with non smooth surfaces

potentially leading to tetrahedrons with poor aspect ratio. Figure 4.6(a) shows spa-

tial distribution of the mesh size, which becomes very small around the ECR closed

surface where the refractive index is subjected to very large oscillations. Figure 4.6(b)

shows the absolute size of the tetrahedrons along the longitudial z-axis.

Computational issues

We put several efforts to check computational accuracy and the convergence of the

chosen mesh refinement strategy. FEM solution of the electromagnetic problem of



4.2 Full Wave Simulation of Waves in ECRIS Plasmas based on Finite Element Method (FEM) 67

−0.2 −0.15 −0.1 −0.05 0 0.05 0.1 0.15 0.2
−10

−5

0

5

10

15

20

z [m]

ε
1
1

 

 

ℜ{ε
11

}

ℑ{ε
11

}

ECR layer

Fig. 4.5. Real and Imaginary part of ε11: they are peaked at ECR layer

(a) Non-uniform mesh density accounting for ECR

layer.
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(b) Mesh element size h along longitudinal z-axis. The dash ver-

tical lines highlight the ECR layer positions.

Fig. 4.6. Mesh generated in COMSOL.

waves propagating into an anisotropic medium (the magnetized plasma) is a very

difficult computational effort especially because of the strong fluctuation in the re-

fractive index. Despite the mesh strategy discussed above, the setup leads to very

ill–conditioned linear, sparse, complex, non-symmetric systems. To avoid convergence
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problems and slow convergence rate, we used Direct COMSOL Sparse linear system

solver MUMPS [87], solving models with more than 4 million of unknowns with the

aid of a computer equipped of four 2.70 GHz eight-core Intel R© Xeon R© E5-4650 Pro-

cessors, with 256 GB of RAM1. Usually the standard convergence criterion adopted

by commercially available simulators, implements an adaptive mesh refinement, that

is based on the evaluation of the solution’s error between two consecutive passes. This

philosophy is not applicable in a direct resolution scenario which does not require it-

erations and does not include convergence criteria (only round-off error checks). We

were therefore forced to individuate a proper mesh refinement criterion; the electro-

magnetic power loss density Ploss was individuated as a physically most

significant parameter that, as shown in the previous pages, critically depends on

the wave dynamics in near resonance zones where k, ε and E strongly fluctuate and

the mesh size accuracy is of particular relevance. This parameter was evaluated for

simulations with different mesh densities in order to make sure that results are mesh

independent. In Table 4.5 different mesh setup are shown: five mesh elements per

wavelength 2 are sufficient to obtain a convergent Ploss, whose value varies less than

0.4 %.

Table 4.2. Summary of results: simulations performed on 4 eight-core Intel R© Xeon R© 2.70

GHz E5-4650 Processors, 256 GB RAM.

maximum element size # of tetrahedra DoF CPU time RAM [GB] Power loss [Watt]

λ/4 407473 2.58E6 51 min, 24 s 129 73.43 W

λ/5 430200 2.73E6 1h, 6 min 133 72.94 W

λ/7 520031 3.31E6 1h, 12 min 158 72.80 W

λ/8 597284 3.80E6 2h, 2 min 193 72.51 W

Simulation Results

Hereinafter we show the most important simulation results. We formerly investi-

gated the overall impact of the plasma contained into the chamber on the cavity-

electromagnetic field distribution. It is noticeable how the typical standing wave pat-

tern of a vacuum resonating cavity, (Fig. 4.7), is strongly perturbed when the plasma

filled cavity is considered (Fig. 4.8). Moreover, we can clearly see in Fig. 4.8 and Fig.

4.9 that, when electromagnetic wave approaches the resonance zones, the electric field

increases up to almost one order of magnitude. On the other hand, an attenuation

of electric field on z-axis (Fig. 4.10) is evident, as already seen in [86] for electron

1 upgraded now to 512 GB.
2 this number refers to the minimum mesh density outside the ECR critical surface.
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density distribution that shows a ‘hole’ in near axis zone, due to electromagnetic field

distribution pattern.

Fig. 4.7. log10(|E|+ 1) in vacuum chamber (false color representation)

Fig. 4.8. log10(|E|+ 1) in plasma filled chamber (false color representation)

In addition, on the resonance surface the imaginary part of wave vector kim,

(see Fig. 4.11), is peaked and the microwave power is damped because the electric

field decreases as ekimr; in these zones the dissipated power density, shown in Fig.

4.11, achieves its maximum value. In Fig. 4.12 we show the dissipated power density

by multislice representation (3D): it is evident that the most part of the power is

absorbed at the ECR layer. At the frequency of 8 GHz, the 95% of input RF

Power is absorbed from lossy plasma and only the 0.3% is dissipated from

copper cavity walls. The other relevant result is that the electromagnetic field is

not uniformly distributed on ECR surface and it produces a non uniform power loss

density distribution on ECR surface as it can be seen in Fig. 4.13. This result is

consistent with the experimental data and the plasma modeling [88], suggesting that

the RF energy is not uniformly deposited inside the plasma core, being affected by

quasi-modal structures established in the plasma filled cavity. As a general comment

the above presented results are in agreement with theory and represent an important

step forward in ECRIS plasma comprehension with respect to older studies [80].
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Fig. 4.9. Electric field on a off-axis longitudinal line (x=0.01, y=0, z), parallel to z-axis,

and along the transversal direction x (x, 0, 0) . The red dotted lines highlight the ECR layer

positions.
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Fig. 4.10. Electric field along z-axis (x=0, y=0, z). The red dot lines highlight the ECR

layer positions

The model versatility allows to solve and evaluate the effects on electromagnetic

field propagation and absorption by using different ion source operating parameters,

as different electron density ne profiles (see Fig. 4.14), while keeping a Gaussian profile

in all simulations. This parametric study has been done for an ECRIS cavity operating

at 5 GHz, in order to further decrease the computational time.
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Fig. 4.11. kim and power loss density Pdloss along z-axis. At ECR layers(red dot lines) kim

and Pdloss show a maximum.

Fig. 4.12. Electromagnetic power loss density [W/m3] (logarithmic scale)

In Figure 4.15, it is shown the electric field on the z-axis when simulating the

different ne profiles. Thereinafter they will be labeled then as #1-#4 (for respectively,

max(ne)
nc

=0.1, 0.5, 0.9 and 1.2).

Two results should be highlighted in Fig. 4.15: a) for the #3 profile there is a

sort of “cavity effect” and a field amplification in the inner plasmoid region (plasma

resonant effect) occurs, ascribable to the discontinuity at ECR layers, that is very

similar to what has been observed in [80] in a simpler configuration; b) when ne>nc

(#4 profile)3, the wave still propagates into the plasmoid without appreciable at-

tenuation. In the case #3, inside the plasmoid kreal (Fig. 4.16) becomes very small,

producing a greater discontinuity of the propagation constant from inside to outside

the plasmoid.

3 that is traditionally called “overdense” plasma condition in which, the upper limit of

density nc, allowing field propagation in ECRIS plasmas, is overcome
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(a) Electromagnetic power loss density (W/m3) on

ECR surface (left side view)

(b) Electromagnetic power loss density (W/m3) on

ECR surface (right side view)

Fig. 4.13. Non uniform distribution of electromagnetic power loss density on ECR surface.
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Fig. 4.14. Different ne profiles used for simulations.
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Fig. 4.15. Electric field along z-axis for different density profiles

The cavity effect provided by the plasma, producing the mentioned inner resonance

field amplification, is more evident by looking Fig. 4.17: it compares 3D electric field

distribution for low density (#1) and quasi-critical plasma density (#3) condition. In-

creasing the plasma density both Fig. 4.18 and Fig. 4.19 show that the inner plasmoid

electromagnetic loss power increases (Fig. 4.20). The case #4, showing a propagat-

ing mode also inside the plasmoid, supports our claim that a restrictive plane wave

analysis, as done in [80] is not feasible in ECRIS-like configuration where a full-wave

approach becomes mandatory. To verify that the proposed model is capable to capture

new physics, we carried ut a test simulation with a oversimplified model a pure scalar

refraction index is considered. As a benchmark Fig. 4.21 shows the damping effect

inside an overdense plasmoid considering – in a simplified model – only an equivalent

O-wave refractive index.

In contrast to predictions of plane waves dispersion theory, summarized by

Clemow-Mullaly-Allis CMA diagram, in a bounded plasma a finite propagation oc-

curs even through the plasma regions where X > 1. The classical wave screening, as

predicted by the plane wave model, fails due to phase mixing and superposition of

reflected waves from the conducting boundaries, leading to the formation of electro-

magnetic standing wave modes.
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Fig. 4.16. Propagation constant kreal (rad/m) along longitudinal z-axis

(a) log10(|E|+1): Electric fied on multislice with # 1 den-

sity profile

(b) log10(|E|+1): Electric fied on multislice with # 3 den-

sity profile

Fig. 4.17. Electric fied at two different density profile
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Fig. 4.18. Attenuation constant along longitudinal z-axis
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Fig. 4.19. Power loss density Pdloss over z-axis. At ECR layers(red dot lines) Pdloss show

a maximum.

Table 4.3. Summary of simulation results at 8 GHz

Simulation Setup Ploss [W] Emax [V/m]

#1 72,9 6.3e5

#2 79 2.9e5

#3 39.3 4e5

#4 35.5 2.5e4
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(a) Power loss density with # 1 density profile

(b) Power loss density with # 3 density profile

Fig. 4.20. Electromagnetic power loss density [W/m3] (logarithmic scale)
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Fig. 4.21. Oversimplified model: Electric field along z-axis. The red dash lines highlight the

ECR layer positions.

In Table 4.3 some important simulation results are listed as a summary of the

analysis described. It demonstrates how strong is the effect of the plasma load on

coupling properties.

4.3 Full-wave plus kinetic calculations: a “stationary” Particle

in cell (PIC) code

In the above model, we assumed a ne profile as a given. Numerical solution of Vlasov

equation via kinetic codes coupled to FEM solvers is described in this section, based

on a Particle In Cell (PIC) strategy, that we have termed “stationary” PIC for its

pecurialities presented hereinfater .



4.3 Full-wave plus kinetic calculations: a “stationary” Particle in cell (PIC) code 77

4.3.1 Particle method

Our approach is based on a numerical particles-in-cell or “particle” method to ap-

proximate the distribution as a probability distribution function, according to the

Klimontovich formalism [38]. The Vlasov theory for studies of plasma waves and wave-

particle interactions starts from the mean-field Vlasov equation as kinetic model of a

collisionless plasma with distribution function fα:

∂fα
∂t

+ v · ∂fα
∂r

+
qα
mα

(E + v ×B) · ∂fα
∂v

= 0 (4.8)

withmα and qα mass and charge of the α species. We consider here a plasma consisting

of a single species only (electrons), so that me and e denote electron mass and charge

respectively. We retrieved the electromagnetic field found through the 3D numerical

simulations described in the previous section. Plasma self-generated electrostatic po-

tentials are not included into the simulation model, since their implementation would

result in additional computational costs. Being relevant in the sheath region especially

(i. e. in proximity of the source extraction) their effect can be excluded at this stage.

In the PIC approach to Vlasov equation we can consider a plasma as a collection

of N macro-particles (being N much smaller than real plasma particles), with corre-

sponding spatial coordinates and momenta described by the functions ri(t) and pi(t).

These functions can be viewed as trajectories in the six-dimensional single-particle

phase space. The phase space density is thereby described by the Klimontovich dis-

tribution function:

fα(r,v, t) =

N∑
i=1

δ(r− ri(t))δ(p− pi(t)) (4.9)

The trajectories obey the equations:

dri
dt

= vi(t) (4.10a)

dpi
dt

= q [E(ri(t), t) + vi(t)×B(ri(t), t)] (4.10b)

since according to the Vlasov equation the particle distribution function is constant

following the particle motion.

Our Particle method simulates a plasma system by following a number of particle

trajectories that obey the single particle equations of motion (4.10), including external

RF field (electric and magnetic) and the superimposed magnetostatic field ensuring

plasma confinement. By the point of view of RF energy absorption and electron

density response to cavity mode structures, in fact, ions can be ignored considering

their high inertia relatively to the high frequency domain. A specific routine of the

developed computer code has been dedicated to particle motion (hereinafter called

“particle mover routine”, or simply “Particle Mover”): we used the Boris’ scheme

including relativistic electron mass variation [89].
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Mean field definition

In this perspective, equation (4.8) can be linearised, splitting the distribution function

into a stationary (or equilibrium) fe0 and an oscillating fe1 part:

[
∂

∂t
+ v · ∂

∂r
+

e

me
(v ×B0) · ∂

∂v

]
fe1 =

= − e

me
(E1 + v ×B1) · fe0

∂v

(4.11)

As an approximation of fe0, we will initialize the particles position by a random

sampling weighted on a presetted initial background density, while the velocities can

be taken from a Maxwellian velocity distribution given by Gaussian distribution in

the three axes with standard deviation σ =

√(
kTe
me

)
, assuming initial electron tem-

perature Te = 1 eV. Then, the particles phase space evolves according to deterministic

equations of motion (4.10). The 3D PIC code is coupled to Maxwell’s equations (4.1)

The overall simulation strategy is depicted in figure 4.22. The method is based

on a strict interplay between COMSOL solver and the particle mover implemented

in MATLAB. Several loops are expected to be needed in order to get convergence.

Due to huge time-consuming calculations needed at each loop-step k, hereby we show

results up to step 2, i.e. after evaluation of RF action on electrons and vice-versa, for

two times.

Fig. 4.22. Diagram showing the simulation strategy.

Our code does not assume any rotational symmetry for the magnetostatic field, so

that the real 3D external B field (B-minimum) is taken into account, thus retrieving

the permittivity tensor (4.7) [55]:

The numerical code uses a numerical artifice to consider a well defined statistical

sample and accumulate statistical information (positions and velocities) for all the life

of the sample itself: in other terms, the “Particle Mover” code solves the equation of
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motion (4.10) of each single macro-particle for its entire life, accumulating the electron

density in 3D grid. In this sense, our approach can be defined as a “stationary” PIC.

In a classical PIC scheme, field calculation is done at each (very small) time step,

then particles are let to evolve for very short times in the kinetic part of the code

assuming a “frozen” RF field.

Particles move inside a 3D frame entering different cells: the plasma chamber

domain is subdivided into 200 × 200 × 600 = 24 · 106 cells (so obtaining a sub-mm3

precision) thanks to a uniform spatial grid spacing ∆x = ∆y = ∆z = 0.5 mm. In

a time-integration view, the fields are calculated from an initial charge and current

density, then the particles move for a small distance over a short ∆t, finally the

fields are recalculated according to the new phase space configuration, by repeating

this procedure for N time steps. Conversely, we assume the stationary case where a

sample of macroparticles followed for their entire life (i.e. until they impinge on the

chamber walls, meaning they have been lost by plasma confinement system) describes

the stationary structure of the plasma in the phase space, through the “trick” of

density accumulation in a 3D grid; the density accumulation is made as single particles

paths evolve in the volume contained into the plasma chamber. Indeed, we assume a

stationary electromagnetic field as well.

With the simulation parameters listed in Table 5.2, we can follow 300000 elec-

trons/5h, with a average electron life time Tlife=27 µs. We also consider electrostatic

(Spitzer) collisions at 90◦ between electrons as a stochastic Poisson process, so that

the time-dependent probability between each pair of consecutive events (electron colli-

sions) has an exponential distribution with parameter 1/τ90◦ . Evaluating the position

(therefore the density) inside the chamber, we can extract a collision probability

P (t) = 1− e−
(

t
τ90◦

)
at time t and density ne that depends on τ90◦ =

m2
e2πε

2
0v

3
e

nee4lnΛ
, i.e.

the mean time between two collisions. At each fixed integration time, we compare the

collision probability with a randomly extracted number and if a collision occurs a new

direction is assigned to the electron by rotating its velocity vector of 90◦.

4.4 Simulation results

In ECRIS, electrons are resonantly heated by hundred of watts (or even few kW) of

microwave power in the GHz range. RF is normally coupled to the plasma chamber

through a rectangular waveguide. As already done for full-wave only calculations,

the electromagnetic model can be simplified without loosing information assuming

a simplified cylindrical chamber geometry, with a single on-axis microwave injection

rectangular waveguide. Ii is is shown Fig. 4.23 as it was modelled for calculating RF

field in our simulation.



80 4 Modeling the electromagnetic field in anisotropic inhomogeneous plasma

Fig. 4.23. Simulated Geometry: Cavity and waveguide.

Table 4.4. Simulation input parameters.

Parameter Value Description

L 300 [mm] Cavity length

R 50 [mm] Cavity radius

νRF 5 [GHz] Frequency

λRF 60 [mm] Frequency

ωRF 2πνRF [rad/s] Angular frequency

wg 40.386 [mm] Waveguide width

hg 20.193 [mm] Waveguide height

PRF 1000 [W] RF Power

Tstep 2 [ps] Integration Time step

h λRF
5

Mesh maximum element size

hECR 1 [mm] h close to ECR layer

r 2.5 Mesh growth rate

rECR 1.2 r close to ECR layer

Table 4.5. Details on computation in Comsol and Matlab

Description Value

COMSOL Version 4.3b

MATLAB Version R2011b (“Trivial multithreading4”)

COMSOL Solution Time 44 min. 40 sec

COMSOL memory occupation 92.68 GB

MATLAB Solution Time 45 min (N=1000 particles)

Interpolation Time 50 min
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As a first step k = 1 the electromagnetic field is solved in a vacuum chamber: the

dimensions of the rectangular waveguide are 40.386 mm x 20.193 mm in order to allow

a single TE10 mode propagation at frequency of 5 GHz; the radius and length of the

cylindrical plasma chamber are 50 mm and 300 mm, respectively: both geometrical

dimension and frequency (lower than values normally used in last generation ECRIS)

reduce computational costs without loss of generality in the approach validity, main-

taining all the significant physical properties of a conventional ECRIS. The meshing

sequence is controlled, setting a very low mesh size hECR=1 mm on the ECR layer

and increasing it up to h=λRF
5 in the remaining computational domain, following the

FEM “rule–of–thumb” of five nodes per wavelength, that represents an optimal

compromise between RAM requirement and accuracy.

The figure 4.24 shows the electric field distribution inside the cylindrical cavity

excited by the rectangular waveguide. The presence of the cavity walls, modeled via

the perfect electric conductor boundary condition, makes the electromagnetic field

pattern to configure in a cavity mode like structure.

Fig. 4.24. Norm of the Electric field in vacuum chamber [V/m].

Now the RF field should be introduced into the Particle Mover code, in order to

obtain the phase-space stationary electron distribution. This first step k = 1, in which

particles move in presence of the RF field in “vacuum” cavity, has been obtained else-

where [59]. These former results highlighted that electrons mostly concentrate into

the iso-magnetic closed surface corresponding to the ECR condition. This high den-

sity region was called “plasmoid”, while the surrounding volume was named “halo”.

In [59] results about 2D time-dependence PIC model were also mentioned, confirming

this separation between inner/outer ECR surface plasma regions: a dense plasmoid

surrounded by a rarefied halo. The result - although not self-consistently obtained by

4 We run the kinetic code on different MATLAB istances to compute the motion of many

set of particles samples
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evaluating plasma effect on RF- was however in qualitative agreement with experi-

mental results of Bibinov and Tuske [47, 90], they being among the few ones having

performed space-resolved measurements of plasma density through optical emission

spectroscopy techniques [47],[90]. Therefore, in the perspectives on the present thesis -

where we want to calculate plasma influence on RF and vice-versa - we can reasonably

assume that the starting condition of the step k = 1 is given by a “plasmoid-halo”

model. We then proceeded to calculate RF field once defined a plasmoid region with

a maximum density located at the center of the chamber (z = 0), a “quasi-gaussian”

profile showing a flat-top shape into the plasmoid and a rapid decrease from ECR

layers towards the plasma chamber walls, according to the following equation:

ne(x, y, z) = nhalo + nmaxe
−
(
B−0.8BECR

0.2BECR

)6

(4.12)

where nc =
ω2ε0me

e2
is the cutoff density of the ordinary wave, nmax = 0.7nc is the

maximum electron density and nhalo is the minimum density (nhalo = 1015), two

order of magnitude lower than the nmax = 1017 outside the plasmoid.

Fig. 4.25. 1D profile along the z (longitudinal) axis of the electron density and magnetostatic

field assumed as input for step k = 2 RF field calculation.

In figure 4.25 the 1D density profile is shown along with the corresponding mag-

netic field profile. According to the derived 3D spatial distribution of either ne and

B, the tensor (4.7) can be evaluated at each mesh point. Figures 4.26 and 4.27 illus-

trate the COMSOL outputs for either electric field distribution and power dissipation

(Pdiss = (σ ·E) ·E) into the cavity (and the plasma in particular). The profile of the

ECR region has been put in evidence. It can be noted that the electric field distri-

bution [91] is partially perturbed by the plasma, while keeping a disuniformity that

still puts in evidence a standing wave nature of the inner-cavity radiation. The ab-

solute strength of the electric field inside the plasma chamber is even increased, (the

maximum value of the electric field inside the chamber is increased from 1.2×105 to
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1.41×105), when the plasma is considered, meaning that in the specific case (i.e. for

the considered frequency) the waveguide-to-cavity coupling has been improved by the

plasma itself. Power deposition plot (figure 4.27), in addition, shows areas where the

best coupling between the wave and the particles takes place (note that the figure

is given in logarithmic colormap scale): the largest fraction of energy is obviously

absorbed at the ECR (as expected), moderate energy exchange occurs in the inner

plasmoid volume, while becoming several orders of magnitudes less efficient the halo

part of the chamber. The total input RF power was 1 kW, the 45% of which was

reflected.

Once determined how does the simplified step k = 1 model of the plasma density

profile affect the RF field, we can go back using the computed RF field as mean field

(input field) of the Particle Mover. The electromagnetic field coming out from COM-

SOL mesh-node points is imported in Matlab, interpolated using the “mphinterp”

function (built in “COMSOL with Matlab” library) that evaluates the electromag-

netic field at the coordinates specified (we specified those of the space domain of the

Particle Mover). Starting positions of the electrons are chosen according to a weighted

sampling following from the density profile of figure 4.25.

Fig. 4.26. Electric field distribution [V/m] considering plasma effects at simulation step

k = 1.

In fig. 4.28 the 3D distribution of the electron density is shown (on the left),

along with the density distribution projection over the plasmoid surface (i.e. ECR

iso-magnetic surface) and the projected 2D density distribution in the transversal di-

rection. The non-homogeneous distribution of the density in the plasmoid-halo scheme

is preserved even in step k = 2, meaning that it is a characteristic feature of this
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Fig. 4.27. RF power dissipation [W/m2] into the plasma at simulation step k = 1.

Fig. 4.28. From left to right: a) total electron density distribution [a.u] in a 3D view (log

colormap scale); b) density distribution [a.u] over the plasmoid surface (i.e. ECR iso-magnetic

surface)(log colormap scale); c) 2D transversal density distribution [a.u] integrated over the

z (longitudinal) axis (linear colormap scale)

kind of plasmas. In [86] this structure was explained considering the plugging effect

provided by the RF acceleration of electrons passing for the first time through the

ECR, which are expelled at large rates from magnetic loss cones and whose turning

points coincide with the ECR layer itself. An additional effect is probably given by

pseudo-ponderomotive potential, as formerly supposed by Dimonte et al. [92], even

though more detailed analysis are needed to evaluate its relative weight. Other non-

homogeneities are due to the magnetostatic field structure (the “arms” on the plamoid

surface). Another characteristic feature is given by the “hole” in the near axis region,

due to a density depletion. In order to go more in detail in understanding plasma

structure coming out from the simulations, we splitted the above pictures according

to different electron energy ranges [93]. We followed a commonly used convention in

the ECRIS field, selecting five different energy ranges:

• I1: E < 2eV ,
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• I2: 2 < E < 100eV ,

• I3: 100 < E < 1000eV ,

• I4: 1 < E < 50keV ,

• I5: E > 50keV s,

corresponding to the so called “bulk-plasma” electrons (I1), to the electrons producing

low charged ions (I2), the ones generating ions at mean charge states (I3), at high

charge states (I4) and, finally, to the so-called “suprathermal” electrons (I5) whose

role and formation mechanism is still controversial [94–96] but useless for ionization

and highly charged ions build-up. Density distributions in 3D views and in 2D plots

integrated over the axial coordinate are shown in figure 4.29.

No electrons populate the I1 domain, meaning that interaction with RF heats the

totality of the electrons bringing them in the higher energy domains. A large amount

of electrons have few eV of energy and populate the I2 interval: electrons in this range

reach the highest relative density (> 105 in a.u.) among all the selected intervals,

but only in some localized regions. Their concentration assumes the maximum value

in the near axis region.The distribution of the particles in the I3 interval is smother

than in the second one, but once again concentrated in the quasi-axial zone. Different

is the situation of I4 and I5 domains: in these cases, the density concentrates mainly

in off-axial regions, leaving a depletion hole all around the axis. Figures in the lower

row allow to compare relative densities among the various energetic domains, then

comparing them with experimental data. Densities of electrons in I4 and I5 domains

in near-axis region are about 10% and 1% of the I2 and I3 domains. Since we assumed

an absolute plasmoid density value of 0.7nc, these numbers are in good agreement

with the results collected and discussed in [86]: in that paper, authors performed an

experiment measuring X-rays energies coming from near axis plasma in the 2-30 keV

domain and in the >60 keV domain, that are roughly comparable with the simulated

ones. A good agreement also comes out if simulated data are compared to the exper-

iments performed by Biri et al. [93, 97], which showed an off-axis concentration of

highly charged ions and hot electrons. As already argued in [86], the hole formation

could explain hollow beams generation often observed in ECRIS working below 18

GHz of pumping wave frequency [98, 99]. In reference [86], however, calculations were

stopped to step k = 1, and still controversial was the effect of the plasma on the

RF field, also deemed eventually causing standing wave structure to disappear. Step

k = 2 calculations now confirm hollow density distribution into the plasma. The rea-

son why standing wave structure distribution is invoked to explain hollow

density/hollow beam formation can be understood by looking to figures

4.30 and 4.31.
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Fig. 4.29. Upper row: 3D density distribution [a.u] at different energy ranges (a.u. in log

scale); Lower row: integrated density distribution in a 2D transversal view (a.u. in linear

scale).
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Fig. 4.30. From up-left, clockwise (all plots in log colormap scale): a) total electron density

distribution [a.u] over the plasmoid surface; b) electron density over the plasmoid concerning

I2 energy domain; c) electron density [a.u] over the plasmoid concerning I4 energy domain;

d) electron density [a.u] over the plasmoid concerning I3 energy domain.

Fig. 4.31. Electric field strength [V/m] over the plasmoid surface (logarithmic colormap

scale);

It can be seen that the density distribution in the I2 interval is affected by lo-

cal “bunches” of particles roughly corresponding to regions of higher electromagnetic

field (providing electron plugging). Less evident is the effect on the I3 and I4 domains

(more energetic electrons are more affected by magnetic drifts which partially smooth

the density distribution), but a near axis density depletion is evident in I4, i.e. in a

rather high energetic domain. Figure 4.31 shows that on the top of plasmoid surface,

corresponding to axial region, the RF field is one order of magnitude weaker than

in off-axis zones. This may explain a lower plugging efficiency of electrons and the

following axial density depletion. An even more clear picture of density distribution
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concerning the different energetic intervals is given by the 1D profiles shown in in the

sequence of figure 4.32-4.36. In particular, figure 4.32 displays the density distribution

along a transversal axis and it shows that the higher is the energy, the far the density

distributes from near axis regions. These outputs are in agreement with the results

shown in [86], confirming that the self-consistent solution is not so far. Concentration

of the plasma inside the plasmoid is evident also along the longitudinal direction (see

figure 4.33). Peaks are also placed in proximity of the ECR layers, where the elec-

trons spend a relevant fraction of their “life” since mirrored by the combined effect of

magnetic field force plus RF plugging. Figure 4.34 illustrates the azimuthal distribu-

tion (on the midplane of the plasma chamber) of the electrons (once again, displaced

according to the different energetic intervals). It is clear that the plasma distribution

is modulated by the multi-mirror magnetic structure: electrons concentrate in pole

regions, while being more rarefied in the gaps zones. This effect is less evident on the

cold population (strong collisionality causes the density to spread out regardless of

magnetic structure) and on the ultra-hot population (> 50 keV), where the electrons

are subjected to strong drifts across the magnetic field lines. It comes out that the

electrons between 1 and 50 keV are the most affected by the magnetic field. Figures

4.35 and 4.36 highlight in more details the difference between poles and gaps. In near

pole positions, the density is increased showing a peak in near resonance zone.

Fig. 4.32. 1D profiles of the electron density [a.u] along x-axis according to the different

energetic domains (including ntot), in a.u.
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Fig. 4.33. 1D profiles of the electron density [a.u] along z-axis according to the different

energetic domains (including ntot), in a.u.

Fig. 4.34. 1D profiles of the electron density [a.u] along φ according to the different energetic

domains (including ntot), in a.u. Arrows highlight the angles of multi-mirrors.

4.5 Experimental validation of the full-wave code

4.5.1 Consistency and with experimental observation in ECRIS

One of the most significant outputs of the modeling up to now described concerns

in the evaluation of wave-to-plasma interaction in a full-wave tensorial scenario. The

tensor-based simulations differ considerably from outputs based on single-mode prop-

agation, shown, meaning that modal conversion and cavity wall effects cannot be

neglected. It is expected that a predictive approach can be based on these results,

helping in the design of future machines (especially the plasma chamber) optimized

for high wave damping at ECR layer, low reflected power, efficient electron heating

producing a dense plasma and high current beam of multicharged ions. The approach,

however, is general and can be easily extended to similar plasma devices fed by mi-
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Fig. 4.35. 1D profiles of the electron density [a.u] along a magnetic pole according to the

different energetic domains (including ntot), in a.u.

Fig. 4.36. 1D profiles of the electron density [a.u] along a magnetic gap according to the

different energetic domains (including ntot), in a.u.

crowave in the GHz range. The next step will be the implementation of the warm

plasma dielectric tensor effects that play an important role in ECRIS plasma dynam-

ics. The numerical approach to solve the spatial dispersion of the medium in this

approximation, it is proposed in section 4.6.2. The most important clues coming out

from the simulations are that although vacuum field RF field distribution (that is a

cavity, modal field distribution) is perturbed by the plasma medium, the non uni-

formity in the electric field amplitude still persists in the plasma filled cavity. This

non-uniformity can be correlated with non-uniform plasma distribution, explaining

a number of experimental observations. A first attempt toward self-consistent, 3D

simulation of an ECRIS plasma has been done, including the resonant behaviour of
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the plasma vessel. Although we are still far from strict convergence, some plasma

features are now clear:

• the plasma concentrate mostly in near resonance region: a dense plasmoid is sur-

rounded by a rarefied halo;

• the resonant cavity effects cannot be neglected: resonant mode structures modify

plasma density distribution;

• electrons at different energies distribute differently in the space: cold electrons in

the core, hot ones in near ECR regions

• Simulation results explain quite well the experimental observations;

Effects on the ion beam formation and beam properties can be argued:

• ions are formed were hot electrons are placed;

• this implies the ion beam shape depends on electron/ion distribution on the plas-

moid surface;

• optimization of the ion beam formation [100] and transport must begin well inside

the plasma.

4.5.2 Electromagnetic Analysis of the Plasma Chamber of an ECR-based

Charge Breeder

As an additional benchmark, the full-wave code has been used to investigate in de-

tails the microwaves propagation and absorption inside the plasma chamber of the

PHOENIX charge breeder [101], designed in the framework of the Selective Production

of Exotic Species (SPES) project [102, 103] (SPES-CB). SPES is now under construc-

tion at Legnaro National Laboratories (LNL). The aim of PHOENIX is to be adopted

as charge breeder with an ECR-based technique [104] (ECR-CB), which transforms

the charge state of a radioactive beam from 1+ to q+; this allows post-acceleration.

The capture probability, which fixes the effectiveness of the CB, strongly depends

on the plasma properties, namely ion/electron density and temperature. Since the

years of pionering experiments, charge breeding efficiency has been progressively in-

creased. However a number of experimental results show that room for improvement

still exist [27], and it would be of crucial importance for forthcoming facilities like

SPES at INFN-LNS. In this perspectives the numerical modelling can play a deci-

sive role. Several still unknown mechanisms, in fact, are involved in the beam-target

(plasma) interaction. The results of [27], for example, seem to demonstrate that the

Frequency Tuning effect plays also a role even during the breeding process. The nu-

merical approach described here can be fruitfully used to investigate the role of plasma

chamber modes, and especially plasma energy absorption, when tuning the pumping

wave frequency. The already available experimental data offered also the opportunity
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of a direct cross-check and validation The implemented plasma models of increasing

complexity, in order to understand what level of accuracy is requested to capture

all the relevant physical informations are deeply described in [105]. Then, the actual

geometry was taken into account to study the propagation of two precise frequencies,

implementing the full-3D non uniform magnetized plasma complex dielectric tensor

[55].

Simulation domain

The geometry employed in the presented numerical simulations is the stainless steel

plasma chamber of the SPES-CB [102]: it is a cylinder 353 mm long and 36 mm in

radius. Its boundaries are an aluminum plate at injection side, with a r1+=14 mm

hole to allow the 1+ beam injection, and the rext=4 mm extraction electrode. The

cut-off frequency of this last aperture, i. e. 22 GHz, is higher than the ones used

for plasma ignition (around 14.5 GHz): hence, this boundary was replaced and mod-

eled as a conducting plate. The plasma chamber allows the radial injection of two

frequencies through rectangular WR-62 waveguides, located 10 mm from the bound-

ary at injection. Figure 4.37 shows the mesh subdivision of the simulated geometry.

The maximum element size was set to 2.7 mm (∼1/4 of the wavelength), a good

compromise between accuracy of the calculations and computational costs.

Fig. 4.37. 3D view of the 2.7 mm mesh generated for the simulated geometry. Geometrical

details that impact on electromagnetic propagation, as apertures and ports, are taken into

consideration.
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Analysis of two selected frequencies

We proceded studying the propagation of two fixed frequencies: 14.521 GHz and

14.324 GHz. The first one corresponds to the routine operating frequency; the sec-

ond one was chosen because an improvement of the performances having was ex-

perimentally observed if compared to the previous one, [103]. In all the presented

cases an input power of 100 W was used, while as boundary conditions an

Impedance Boundary Condition was applied on each metallic surface, and a

Perfectly Matched Layer on the surface of the beam injection hole, so as to ab-

sorb all the outgoing wave energy without any impedance mismatch [85]. The first

simulations were performed considering an empty chamber: the results showed that

for both frequencies a consistent part of the power is reflected at the waveguide in-

put, while the most of the rest went out through the 1+ beam injection hole (except

for some losses on the conducting walls). The values of the reflected power at the

waveguide (43.8% at 14.521 GHz, 38.2% at 14.324 GHz) suggest that the lowest fre-

quency is better matched to the chamber. After the merely electromagnetic study,

the plasma was modeled and inserted into the simulation domain. The plasma was

modeled through the complete 3D dielectric tensor, computed by MATLAB for each

mesh point assigned by COMSOL. In this case the results revealed a huge difference in

the electromagnetic behaviour between the two frequencies, as table 4.6 shows: other

than much better matched with the chamber, the 14.324 GHz frequency is three

times more efficiently absorbed by the plasma than 14.521 GHz, simulations

say. In the latter case, most of the power flows away through the 1+ ions injection

hole. These results are in very good agreement with the experimentally observed fre-

quency tuning effect (see fig. 4.38) at exactly the simulated frequencies, [103]. During

the experiments in fact, by feeding microwaves at 14.324 GHz with a Travelling Wave

Tube Amplifier (TWTA), instead of the commonly used Klystron at 14.521 GHz, it

was observed an increase of the efficiency of Cs26+ production and a decrease in its

charge breeding time, both of 15%, while the global capture stayed almost constant.

This can be considered an indication that, by tuning the frequency, the ionization

process can be speeded up without modifyng the capability of the plasma to capture

the injected ions. The simulations suggest this should be due to an improved power

deposition efficiency. The results shown in figure 4.39 revealed also that the waves

propagate inside the resonant surface: as it can be seen by the 3D electric field dis-

tribution for both frequencies (in logarithmic scale). Its highest value is found now

on a thin layer around the resonance, showing the well known electric field densifica-

tion mechanism due to the wavelength shortening near the resonance layer, while it

is lower elsewhere (except for the near waveguide input region). The effect is clearer
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from the 1D plot of the electric field on axis at 14.324 GHz in figure 4.40, where the

local increase at the resonance is visible, especially at the extraction side.

Fig. 4.38. Measurements of charge state breeding efficiency

Table 4.6. Comparison of the power distribution for the two simulated frequencies cosnider-

ing the complete anisotropic picture of the plasma. The matched power is the simulated power

minus the power reflected at the waveguide input.

Frequency [GHz] 14.521 14.324

Simulated power [W] 100 100

Matched power [W] 68.4 92.6

Power out from the HF-blocker [%] 60.5 15.7

Power absorbed in the plasma volume [%] 24.4 80.4

Conclusions

The presented numerical simulations gave us the possibility to evaluate the impor-

tance of properly modeling the plasma, and including the real geometry of the plasma

chamber cavity. The comparison between 14.521 GHz and 14.324 GHz supports the

frequency tuning effect experimentally observed [99, 103, 106]. The presented model

can be considered such as almost predictive if one aims at comparing two or more

different frequencies, for a given geometry and plasma structure. A complete pre-

dictability will be reached after implementing a more realistic plasma-target model,

by coupling the presented work to other approaches describing the particle dynam-

ics [107], in order to obtain a self consistent picture of the plasma. A joint effort of

INFN-LNS and INFN-LNL groups goes in this direction, continuously developing a

multipurpose simulation tool [108].
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Fig. 4.39. 3D simulated electric field distribution, in logarithmic scale, for 14.521 GHz

(upper part) and 14.324 GHz (lower part), obtained implementing the anisotropic plasma

model. The maximum of the electric field is located on a thin layer around the resonance;

for the sake of clearness, the y axis ticks and labels are omitted.

Fig. 4.40. 1D plot of the electric field at 14.324 GHz (left axis) and the magnetic field (right

axis) along the plasma chamber axis for the anisotropic plasma model. The absorption at

the location of the resonances is clearly visible.
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4.5.3 Cross–check with data coming from X-ray diagnostics

An experimental campaign aiming to investigate ECR plasma X-ray emission has

been recently carried out at the ECRIS laboratory of Atomki based on a collaboration

between the Debrecen and Catania ECR teams. The measurements were carried out

in two steps:

In a first series, the X-ray spectroscopy was performed through SDD and HpGe

detectors, characterizing the volumetric plasma emission. The on-purpose developed

collimation system was suitable for direct plasma density evaluation, performed on-

line during beam extraction and CSD characterization. A campaign for correlating

the plasma density and temperature with the output charge states and the beam

intensity for different pumping wave frequencies, different magnetic field profiles and

single-gas/gas-mixing configurations was carried out. Then, in the second stage, a

CCD camera was placed beyond a lead pin-hole in order to perform space resolved

X-ray measurements (both imaging and spectroscopy)

The results [] revealed a surprisingly very good agreement between the X-ray

detections counts density fluctuations, output beam currents and the calculated elec-

tromagnetic modal density of the plasma chamber as the comparison between fig.

(4.41) and (4.42) shows. A CCD camera coupled to a small pin-hole allowing X-ray

imaging was installed. The numerous X-ray photos were taken in order to study the

peculiarities of the ECRIS plasma structure and to compare them with single particle

and self-consistent numerical simulations.

Fig. 4.41. Trend of Ar4+ current compared to total flux of X-rays vs. the pumping wave

frequency.

The impact of the pumping wave frequency was investigated by looking to the

response of the average charge state and Ar4+ output current, trying to correlate

these data to the X-ray emission in the 2–30 keV energy domain. The total number

of X-rays per second (detected rate) is somehow correlated to the so called “energy-

content” of the plasma, roughly interpreted as the product rate, i. e. the electron
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Fig. 4.42. Trend of the e.m. modal density vs. the pumping wave frequency(simulations)

density times the electron temperature. More sophysticated analysis allows extracting

the separate ne and Te parameters, but for the scopes of the present section the rate

vs frequency trend is, by itself, a very meaningful comparison. The Figure 4.41 shows

how strongly Ar4+ currents and X-ray rates are correlated each other. The idea was

then to exploree the modal spectrum of the ATOMKI–ECRIS plasma chamber, trying

to plot the modal density (i. e. the number of modes in a given frequency intervals)

in the same frequency range as the one used during the experiment.

It resulted that the trends of fig. 4.41 and 4.42 were very similar, meaning that the

current trend is extremely correlated to electromagnetic modes density. The impact

of the pumping wave frequency was investigated This evidence was considered a clear

proof of modes impact on electron heating dynamics. Hence, eventual effects on the

spatial displacement of the plasma were investigated.

This was possible by implementing the X-ray-PHC described before. First, the

X-ray images were collected without energy resolution, for some selected frequencies.

Figure 4.43 show the impact of the frequency on the general shape of the plasma.

Then, an energy filtering method (named “photon counting mode”) was applied.

Implementing the energy filter to the images, it was possible to discriminate the

various electrons populations energy (cold, warm, hot). Fluorescence argon lines were

also selected (around the energy of 3 keV): this way, the regions where Ar ions con-

centrated were displayed.

It came out that Argon ions occupy far-from-poles positions; from comparison

with simulations, it seems the same occurs also for warm electrons (i. e. the ones

having enough energy for ionisation and excitation of Ar ions).

Moreover, we performed numerical simulations at two operating frequencies 12.84

GHz, 12.92 GHz, trying to understand the greater intensity of X-rays and the larger

current of Ar4+ obtained at 12.84 GHz with respect to 12.92 GHz : fig. 4.45 shows
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Fig. 4.43. From up-left, clockwise direction: a) 2D-imaging of the plasma at 12.84 GHz; b)

2D-imaging of the plasma at 12.92 GHz; c) 2D-imaging of the plasma at 13.24 GHz; d) 2D-

imaging of the plasma at 12.84 GHz, coils at 80% of the maximum strength; e) 2D-imaging

of the plasma at 12.84 GHz, coils at 60% of the maximum strength; f) zoom around the

plasma chamber axis, the same as configuration e).

Fig. 4.44. on the left, Experimental result concerning the spatial displacement of ions; on

the right, Simulations results: simulated displacement of warm electrons at 2 < E < 30 keV

that, for 12.84 GHz, the region populated by warm electrons is wider than for 12.92

GHz, meaning that a larger number of Ar ions, even a bigger volume, can be generated

at this frequency. This result is in qualitative agreement with X-ray emission area and

the output Ar current. This was the first time 3D simulation were directly compared

to X-ray measurements.

4.6 Warm plasma approximation

4.6.1 The dielectric tensor at ECR regime

Up to now we have considered the effects of a cold plasma only on waves propagation.

A more advanced picture can be given by including, for example, “finite Larmor

radius” effects.

So we formerly study plasma heating at ωc but not at the harmonics of this

frequency, so that the limit of zero Larmor radius ρωg is considered.
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Fig. 4.45. on top, from left to right: 12.92 GHz and 12.84 GHz simulated warm-electrons

2D spatial distribution. on bottom, from left to right:12.92 GHz 12.84 GHz X-ray coming

from Ar fluorescence lines displacement.

In the case of taking first order in the temperature from hot plasma Dispersion

Relation b = (k⊥ρωg )2 � 1 , (ρωg =
vT⊥
ωg

is Larmor radius), it is possible to expand

e−bXl by b and including only terms up to the first harmonic.

The dielectric tensor εij components for ωRF � ωpi, ωgi (considering only elec-

trons), ωRF ∼ ωg and for large argument expansion of Z(ξl) for l 6= −1 finally we

obtain are:
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When T → 0, that is, ξ−1 → ±∞, b → 0, the dielectric tensor of hot plasma is

reduced to the dielectric tensor of cold plasma.

At ECR region where ωRF = ωg

εxxECR = εyyECR = 1 +
ω2
p

ωRF

(
1√

2kzvTz

)
1

2
i
√
π

εzzECR = 1−
ω2
p

ω2
RF

εxyECR = −εyxECR = −
ω2
p

ωRF

(
1√

2kzvTz

) √
π

2

εxzECR = εzxECR =
1

2

k⊥
kz

ω2
p

ω2
RF

εyzECR = −εzyECR = i
1

2

k⊥
kz

ω2
p

ω2
RF

The so-called hot dielectric tensor expresses several new features for the wave

propagation in comparison with the cold dielectric tensor. Now, the dielectric tensor

is a function of not only ωc and ωp but also a the temperature and the wave vector

k. This leads to a new kind of solutions of the dispersion relation, the electrostatic

modes. It is useful to verify if electromagnetic wave resonance mechanism is modified

when warm plasma approach is taking into account.

4.6.2 Wavelet analysis

We have seen in the previous section that Finite-temperature plasmas introduce spa-

tial dispersion i. e. the generalized dielectric tensor εij(ω,k) depends on the wave

vector k. This means that the electric induction D at a given spatial point depends

not only on the electric field E at the same point (the local medium response)

but also on the electric field in some neighborhood (the nonlocal response).

In this section, we introduce the use of Continuous-Wavelet-Transform (CWT)

to postprocess full-wave fields which have been generated using the code described

in the previous sections. The goal is analysing ECRIS full wave data in the spatial

domain to determine the wavenumber spectrum necessary to compute tensor elements

derived in section (4.6.1). Indeed, the CWT has the appealing property of yielding

information as to the spatial location of spectral modes, compared to the Fourier

transform which, conversely, it does not provide any information about their spatial

localization. Using a complex-Morlet CWT, the complicated full-wave field pattern

is decomposed into its spectral local components n = ck/ω along a (magnetostatic)

field line or a wathever line of Wavelet transformation components. The output of
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such an analysis should be the information on the local wavevectors k(r), for use in

subsequent hot plasma tensor calculations derived in the previous section (4.6.1).

Fig. 4.46. Schematic of the iterative procedure, using COMSOL for the solution of the wave

equation and the Wavelet analysis to implement the hot tensor in MATLAB

In general, the CWT of the full-wave fields shows that the local wave k spectrum

broadens as the waves propagate through the plasma and after reflection due to

density cutoffs or from the plasma chamber walls, and the components of wavenumber

k greatly increases at the ECR resonances, because of the dramatic shortening of the

wavelenght as alrady seen in [109, 110].

Wavelet Analysis Formalism

To first approximation, a Wavelet Transform (WT) can be thought of as technique

to extract the spectrogram of a signal. As in Windowed Fourier Transform (WFT),

a signal spectrum is Fourier analyzed in segments of size xw, each small enough for

the portions of the signal to be assumed stationary. However, unlike the WFT, which

uses a constant xw for all frequencies, the WT analyzes each frequency component

with a xw matched to its scale. In other words, the WT is designed to have good

spatial but poor spectral resolution for high frequency components, and viceversa for

low frequency components. This approach minimizes two conflicting types of errors:

• the Heisenberg error :

∆kH ∝
1

xw

• the gradients error

∆k∇ =
∂k

∂x
xw
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over a wide range of frequency components, under the assumption that long wave-

length variations occur on a scale length which is longer than the one of short wave-

length variations, as it is often the case in physical systems. The use of 1D CWT

is applicable for data obtained along a linear path and the resulting spectrum will

contain only the component of wavenumber in the direction of the linear path.

In contrast to the STFT() sh technique where the window size is fixed, the wavelet

transform enables variable window sizes in analyzing different frequency components

within a signal [111]. This is realized by comparing the signal with a set of template

functions obtained from the scaling (i.e., dilation and contraction) and shift (i.e.,

translation along the time, space in our case, axis) of a base wavelet Ψ and looking

for their similarities.

A wavelet [112] function is a “small wave”, with finite energy, non-zero frequency

component, zero mean, defined as

XWT (b, s) = 〈x, Ψ〉 =
1√
|s|

∫ +∞

−∞
x(z)Ψ∗

(
z − b
s

)
dz

using the notation of inner product.

The transformed signal XWT (b, s) is a function of the translation parameter b and

the scale s, where the symbol s > 0 represents the scaling parameter, which determines

the time and frequency resolutions of the scaled base wavelet Ψ . The specific values of

s are inversely proportional to the frequency. The symbol b is the shifting parameter,

which translates the scaled wavelet along the space axis. The symbol Ψ∗ denotes the

complex conjugation of the base wavelet Ψ . Through variations of the scale s and time

shifts b of the base wavelet function, the wavelet transform is capable of extracting

the constituent components within a time series over its entire spectrum, by using

small scales (corresponding to higher frequencies) for decomposing high frequency

components and large scales (corresponding to lower frequencies) for low frequency

components analysis.

The base “mother” wavelet function used in our scenario is the Complex Morlet

Wavelet [113]:

Ψ(z) = e−z
2+jk0z

The complex Morlet wavelet can be seen as a plane wave modulated by a Gaussian

envelope, where the parameter k0 is the wavenumber associated with the Morlet

wavelet, roughly corresponding to the number of oscillations of the wavelet.

The Wavelet Spectrogram W{Ey} of Ey resulting from simulations and plasma

model described in section 4.4, along the x-axis shows a spectral broadening of k,

probably caused by cumulative effects of the wave path in the cylindrical cavity ge-

ometry, cavity walls and reflections at the plasma density cutoff surfaces. (see Fig.

(4.47)).
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Fig. 4.47. Wavelet Spectrogram: Wavelet of Ey, W{Ey} in cavity with plasma along the

x-axis

The wavelet Spectrogram of Ez, W{Ez} shown in Fig. 4.48, looks as extremely

interesting. Two regions of high amplification of the ewave number are visible (i. e. of

dramatic λ shortening), corresponding to just the location of the Electron Cyclotron

Resonance.

Fig. 4.48. Wavelet Spectrogram: Wavelet of Ez, W{Ez} in cavity with plasma along the

z-axis. In the upside plot, the amplitude of the electric field is shown, with the clear ampli-

fication in near resonance regions.
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A microwave interferometry at LNS

The aim of any plasma diagnostics tool is to making significant, non perturbing mea-

surements without change the state of the plasma. In the case of microwave diagnos-

tics, the interpretation is often difficult and requires not only the formal theory of

electromagnetic interactions with plasma treated in Chapter 1, but also the develop-

ment of intutitive skills in selecting meaningful semplifications, reinforced from a lot

of measurements, performed during the PhD course and described in this chapter.

Many of the cases of wave propagation are so much complicated to prevent any exact

formulation and solution; a feeling for how things scale from similar, more tractable

cases is often essential.

For diagnostics problem applications, only small amplitude probing waves need

to be considered. Therefore the reaction of the electrons is treated as linear and the

plasma can be modeled in the “cold” plasma approximation described in Chapter 1.

5.1 Introduction and motivation

Microwave-to-plasma coupling optimisation, including new methods of density over-

boost provided by plasma waves generation [12, 114–116], as well as magnetostatic

field tailoring for generating a proper electron energy distribution function suitable

for optimal ion beams formation, will require diagnostics tools spanning across the en-

tire electromagnetic spectrum: from microwave interferometry to X-ray spectroscopy;

these methods can be implemented in advanced forms including high resolution X-ray

spectroscopy and spatially-resolved X-ray spectroscopy made by quasi-optical meth-

ods (pin-hole cameras). The optimisation of ion confinement also requires a complete

control of cold electrons displacement, that can be performed by optical emission

spectroscopy (for X-ray and optical spectroscopy see [117]).

As it can be seen in Fig. 5.1, the most suitable tool for measuring the electron

density as a whole, i. e. being sensitive to all the energy components, is to imple-

ment non–intrusive microwave-based interferometry. Following an approach that is
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Fig. 5.1. Existing plasma diagnostic tools

commonly used in “inverse problems” solutions, like in microwave tomography, the

crucial point for the success of the microwave-based techniques will be the knowledge

of the plasma dispersion relation.

Other typical diagnostics used for other types of plasma have had a poor appli-

cation because one side of the plasma chamber of the ion sources, as described in

chapter 2, is not accessible because of the extraction system and the magnetic confin-

ing trap is an obstacle in other directions. The presence of high voltage makes quite

complicate the installation of some diagnostics, too.

The microwave interferometry has been developed mainly for the measurement

of plasma density in large reactors for controlled thermonuclear fusion (Tokamaks or

Stellarators)[118]. Recently, the R&D on ion Sources group at LNS has, for the first

time, proposed the application to the ECR ion sources.

An interferometer is able to measure the difference in path length between a refer-

ence beam, which is kept constant in optical length, and a beam transmitted through

the plasma. The optical length through the plasma varies because of the change in

refractive index, connected with the variation of the electron density. However in

ECRIS, it results as impracticable a direct application of conventional techniques

such as “phase shift” or “zebra stripes” [119, 120] due to the unfavorable ratio be-

tween the wavelength of “probing” and the dimensions of the resonant cavity where

the plasma is generated (i. e. the condition L ∼ λp applies) .

The typical density range of ECR plasmas, ranging from 1011 to about 1012 cm−3,

causes the probing beam wavelength to be in the order of few centimetres which is

comparable to the plasma chamber radius.

It has been opted therefore for a more sophisticated technique, known as “fre-

quency sweep” [51], by which it is possible to determine the dielectric constant of the

plasma - and therefore the density by which such constant depends - on the basis

of a measurement of the beating frequency of a signal obtained by the superposition

between a traveling wave along a reference arm, and an the other passing through the
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plasma, filtering out the unwanted multipath contribution. Analyzing the detected

signals in the frequency domain, multipaths contributions due to the microwaves re-

flection inside the resonant cavity contating the plasma, can thereby be suppressed

by isolating and cleaning their contribution to the beating signal spectrum.

5.2 Interferometer Design

The design phase of the interferometer has primarly to take into account the con-

straints dictated by the electromagnetic properties of the magnetized plasma: the dis-

persion relation of such anisotropic medium, non-homogeneous and dispersive, high-

lights the presence of areas of cut-off and resonance conditions, requiring careful design

choices, for example with regard to the wavelength probing signal, also in relation to

the size of the plasma itself, to the its density gradients and to the effects of refraction

and reflection. Other issues to be considered are the geometric constraints imposed

by the experimental scenario, in particular the plasma chamber access ports, which

considerably limit the available aperture area for the horn antenna used to radiate in

cavity.

5.3 Proposal for the interferometry on compact devices

In the classical scheme of a microwave “Mach-Zender” type interferometry, a mi-

crowave signal at frequency larger than any cutoff/resonance frequency of the plasma

under investigation is splitted into two different branches: the first one is launched into

the plasma, the second one is used as reference signal, propagating into a waveguide

of calibrated length, as shown in Fig. 5.2.

Fig. 5.2. Block scheme of a classical interferometer.
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The basic idea [121] is that the density can be determined from phase shift which

explicitly depends on the natural plasma oscillation ωp, i.e. the electron density, as

depicted by the mathematical relation below:

∆φ =

∫ L

0

ω

c

1−

(
1−

ω2
p

ω2

)1/2
 dl (5.1)

where ω2
p = nee

2

meε0
is the plasma oscillation, L is the plasma length along which the

integral is calculated, c the speed of light, ω the probing microwave pulsation, and

the other quantities are the standard fundamental physical constants.

In our experimental setup, that is typical of several ECRIS, the direction of the

electromagnetic wave vector k is along the magnetostatic confinement field B0, then

the dispersion relation of the magnetized plasma has two solutions: right-hand (R)

and left-hand (L) circularly polarized waves, with the following propagation constants:

kR =
ω

c

√
1−

ω2
p

ω(ω − ωg)
(5.2)

kL =
ω

c

√
1−

ω2
p

ω(ω + ωg)
(5.3)

where ωg = eB0/me is the electron cyclotron frequency and we can assume that the

collision frequency is much smaller than the microwave frequency. Without loss of

generality we choose a cartesian reference system so that the z axis is parallel to B0

and to the yz plane containing the propagation constant vector k directed along B0.

In this configuration the electric field vectors associated to R and L waves can be

written as:

ER = (x̂− iŷ)eikRz (5.4a)

EL = (x̂+ iŷ)eikLz (5.4b)

The sum of the two waves provides the composed wave Et = ER + EL having the

following effective constant of propagation:

keff = (kR + kL)/2 (5.5)

So, the phase shift due to the presence of the plasma is:

∆φ =

∫ L

0

(k0 − keff )dL (5.6)

where k0 = ω
c is the free space propagation constant.

Figure 5.3 highlights the conceptual layout of an interferometer setup applied to

small-size plasma chambers like in case of ECR ion sources. The main problem consists
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in the the multipath given by probing signal reflections at the chamber walls (reflecting

surfaces). To be significant, the measurement must be depurated by these spurious

components, and this can be done only applying a more sophisticated experimental

strategy.

Fig. 5.3. Sketch of the microwave interferometer design, with particular emphasis on the

dimensions of the plasma chamber and their relationship with the wavelength. Multipaths

(red dashed lines) formation due to the reflection of the probing signal on the walls of the

chamber. The green dashed line is the single pass horn-to-horn signal.

The figure 5.3 schematically shows that due to the metallic chamber walls, the de-

tector horn antenna may receive not only the horn-to-horn signal, but also the waves

reflected from the chamnber walls. In other words, the simple evaluation of the phase

shift of a monochromatic probe signal is not enough to extract a reliable information

on plasma density, because the phase shift can be caused also by the multi-path orig-

inating from internal reflections.

In order to cope with suppressing the multi-paths two strategies can be adopted

(Figure (5.4)) [122]:

• frequency sweep method strategy, which will be described in details later on.

• high-directivity horn antennas design operating at high frequency and even-

tually in corrugated configuration.
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Fig. 5.4. Strategies proposed for the multi-path suppression: the first one is to improve the

directivity of horn antenna; the second is to adopt the ”frequency sweep” method with a

post filtering procedure of the beating signal S(ω)

5.3.1 Sweep-frequency interferometry

The frequency sweep method consists in sending in both the reference and plasma

branches a signal characterized by an increasing frequency (this is usually known as

”chirp signal”); the most simple case is a linear increase signal like depicted in Figure

5.5 and described by the following equation:

f(t) = f0 ±
∆f

T
t (5.7)

where ∆f is the frequency range of the sweep and T its time duration.

This approach is typical of the millimetre wave FMCW (frequency modulated

continuous wave radar) systems [123], where varactor tuned Gunn oscillators are often

used to generate the chirp which is radiated toward a target through an antenna. The

echo received T seconds later is mixed with a portion of the transmitted signal to

produce a beat signal at a frequency fb, which is proportional to the round-trip time

t.

At a certain time t, the phase of the chirped signal will be given by:

φ(t) = cos

(
2π

∫ t′

0

f(t′)dt′

)
= cos

(
2πf0t±

k

2
t2
)

(5.8)

where k = 2π∆f
T
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Fig. 5.5. Example of a chirped signal

The block scheme of a sweep-frequency interferometer is shown in Fig. 5.6: one

signal is sent along the medium we desire to investigate, while another one is sent to

a reference leg. The superposition of the two signals will generate a new signal, which

is a beating signal. The interferometer developed in the framework of this thesis is

focused on the possibility to use this beating signal for the detection of the plasma

density.

VARIABLE

 

PHASE SHIFTER 

POWER 

DETECTOR 
 TX HORN   RX HORN   

PLASMA LEG

REFERENCE LEG

Fig. 5.6. Sweep-frequency interferometer scheme

The addition of the two signals produces a time varying signal M(t) given by:

M(t) = A sin(ωint + φ2 + φp) +B sin(ωintt+ φ1) (5.9)

where A and B are respectively the amplitude of the signal traveling through the

plasma and through the reference leg, φ1 is the phase shift due to the dispersion

in the waveguide of the reference leg, φ2 is the phase shift due to the dispersion in

the waveguide of the plasma leg, φp is the phase shift due to the plasma, ωint is the
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operating frequency. Now, since sinα+sinβ = 2 sin
(
α+β

2

)
cos
(
α−β

2

)
, we can rewrite

the (5.9) as:

M(t) = 2A sin

(
ωintt+

φ1 + φ2 + φp
2

)
cos

(
φ2 + φp − φ1

2

)
+2(A−B) sin(ωintt+φ1)

(5.10)

Setting A = B, which means equal amplitudes, and averaging the previous equa-

tion over on a period (since any power detector measures just the period averaged

power), we obtain the eq. :

PM(t) =
〈
|M(t)|2

〉
= S(t) = 2A2 cos2

(
φp + φ2 − φ1

2

)
(5.11)

The argument of cosine is the time-dependent phase shift:

∆φ(t) =

(
φp + φ2 − φ1

2

)
(5.12)

Hence, equation (5.11) tells us that, if it is possible to design a system such that

the net phase difference, as the frequency of the source is varied, is linear in time, the

signal S(t) can be simply be described in terms of a constant beat frequency ωbeat:

S(t) ∝ cos2(ωbeat t) (5.13)

where ωbeat is the constant beat frequency given by the time variation of phase

shift:

ωbeat =
∂∆φ(t)

∂t
(5.14)

Now let’s explain better why a beat frequency arises.

The two waves, arriving with a relative phase difference, interfere each other at

the output of the interferometer. When the input frequency is varied, at the output

the two waves will arrive with a new different relative phase. The temporal variation

of the relative phase, represents the frequency of the beating signal, as expressed by

eq. (5.14). The presence of plasma leads to a shift of the beating frequency.

The phase shifts in the reference leg, in the plasma leg and in the plasma are

respectively given by:
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φ1(ω) =

∫
Lref

kgdl (5.15)

φ2(ω) =

∫
plasmaleg

kgdl (5.16)

φplasma(ω) =

∫
plasma

kplasmadl (5.17)

where:

• kg = (1/c)
√
ω2 − ω2

c is the wavenumber in the waveguide, where ωc is the waveg-

uide cut-off frequency.

• kplasma = (1/c)
√
ω2 − ω2

p is the wavenumber in the plasma (where ωp is the

plasma frequency).

The temporal variation of the phase difference between the reference leg and the

plasma leg, namely the beat frequency, can be written as [124]:

ωbeat =
∂ω

∂t

∂∆φ(t)

∂ω
=
∂ω

∂t

(
∆L

∂kg
∂ω

+

∫
plasma

∂kplasma
∂ω

dl

)
(5.18)

where ∆L is the difference in length between the reference leg and the plasma leg.

In absence of plasma ωp = 0 and then
∂kplasma

∂ω = 1
c

ω√
ω2−ω2

p

= 1/c, obtaining:

ωbeat =
∂ω

∂t

(
∆L

1

c

ω(t)√
ω2(t)− ω2

c

− L

c

)
= const (5.19)

In equation (5.18) the beat frequency ωbeat contains two parts, that one having

∆L due to the difference in path lengths and the other adding term that is due to the

presence of plasma. From eq. (5.19), when solving the differential equation , where

ωbeat is fixed as constant, we obtain ω(t), i. e. the temporal trend of the chirp signal

It is immediate to notice that from the equation (5.19), in order to maximize the

effect on the beat signal of the plasma leg, ∆L has to be kept as short as possible.

We can simplify this just setting ∆L = 0, in this case we would have:

ωbeat =
∂ω

∂t

(
L

c

)
= const. (5.20)

We see that ω(t) is merely given by ω(t) = (const. ∗ (c/L))) ∗ t, where const is the

value of the chosen beat frequency ωbeat; now the source frequency has to be simply

linear in time.

It is possible to demonstrate that the detected signal S(ω) can be written as:
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S(ω) ∝ 2A2 cos2

{[
∆L
√
ω2 − ω2

c +

∫ L

0

√
ω2 − ω2

p(l)dl

]
/2c

}
(5.21)

The effect of the plasma is increased if∆L is kept small, when∆L is even neglected,

we can write:

S(ω) = 2A2 cos2

[
1

2

(∫
L

kplasmadl

)]
(5.22)

In principle, the method-by virtue of the relation would be able to directly elim-

inate the “cavity effect” by introducing the proper dispersion relation of the plasma

chamber in the given frequency range as an additional term in the equation. The only

unknowm term would remain, thereby, the integral on the plasma dispersion relation.

Unfortunately, the resonator ω(k) relation is a well-known collection of modes which

result in an expression that is not a mathematical function. It is therefore impossi-

ble to prepare a chirp ω(t) including “a priori” the cavity effects. The experimental

technique anyway will allow to do this “a posteriori”.

The above mentioned beat signal “cleaning” is a sort of “instrument calibration”

to be carried out without the plasma and is possible because we are able to perform

spectral analysis of the beating signal: Fast Fourier Transform (FFT) of the receiving

horn collecting signal could be done, displaying the quasi-monocromatic beating that

it is evident in case of “in-vacuum” propagation as discussed hereiafter in the numeri-

cal simulation[122], [124, 125]. Fast Fourier Transform (FFT) will allow to analyze the

very noisy spectrum of the beating signal detected in presence of cavity, to filtrate

the multipath components with respect to the direct path meaningful signal. This

strategy has been numerically tested and finally experimentally validated.

5.3.2 Choice of Microwave Frequency range

The microwave frequency range ∆f = fmin ÷ fmax is determined once known the

expected electron densities of the plasma. In addition, its value has important impli-

cation on a variety of other issues such as phase sensitivity, system cost, availablity

of power sources, etc. We first consider the physics of the microwave propagation and

then some practical issues. From the physics standpoint, we need to consider:

• plasma size,

• cutoff and resonance,

• refraction
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The first requirement requires a plasma size large compared to the wavelength of the

probing beam: typically, it is required that the characteristic transverse plasma size

d must satisfy d� λ0;

Equation shows that appreciable variations of S(ω) occur only if ωprobe ≥ ωp

Hence, for ωmin:

ω2
min ≥ ω2

p(max) =
e2

meε0
ne(max) (5.23)

Our test plasma has a typical density range of 1017 ÷ 1018 m −3, therefore the lower

value of the frequency range is set by (5.23) expressed in terms of frequency:

fmin ≥ fp(max) =
1

2π

√
e2

meε0
ne(max) (5.24)

Replacing the value of the maximum density, we can obtain a lower limit frequency

equal to fmin ' 18 GHz.

In order to work in fundamental mode TE11 on the circular waveguides and TE10

for the rectangular ones, is automatically set the upper limit of the range at 26.5 GHz

and our total frequency excursion at [18-26.5] GHz .

An operating frequency f0=22.5 GHz means 2.5 times fp at our highest density of

1012 cm3 (being the peak plasma frequency 9 GHz). Inner plasma refractive effects

usually suggest a more stringent condition on the minimum microwave frequency: in

presence of density gradients, in fact, a microwave beam is refracted according to

Snell’s law. In particular refraction of the beam by plasma density gradients would

occur if Ln = ne
∇ne

∼ λ0. In order to obtain a reasonale trade-off between sensitivity

(ω0 ∼ ωp) and robustness to refraction effect(ω � ωp), we finally fixed the operating

range such as ∆f = 18− 26.5 GHz.

5.4 Antenna design and beating signal simulation with chirped

excitation

The design of an high-directivity horn antenna was carried out through CST EM

[126] and RF COMSOL [127] simulations. The beating signal with chirped excitation

was also investigated by simulations The antenna was design to operate in 20-26 GHz

frequency domain as explained in the previous section.

In order to obtain the maximum directivity, that for a conical horn antenna is

D =

(
πd

λ

)2

eA, we can only choose an optimum value for the horn length lopt =
d2

3λ
, from Fig. (5.7)[128], because the diameter and the frequency are already fixed from

the mechanical constraints.
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Fig. 5.7. Conical Horn antenna directivity-vs-diameter at varius lengths

Figure 5.8 illustrates the antenna simulation performed by means of a FDTD-FIT

method tu optimize the horn length. There are shown the antenna geometry and the

electric field inside the horn.

In Fig. 5.9 the radiation diagram in the E and in the H plane are depicted.

In the table in Tab. 5.1 the geometrical parameters of the two antennas are listed.

Fig. 5.8. Geometry of the horn antenna and electric field propagation

With the optimum value for Lhorn = 50 mm we can obtain a directivity di DdB =

14.8 dB. In fig. 5.10 it is shown the scattering parameter S11 that is well-matched for

all the frequency range. Finally, fig. 5.11 shows the 3D radiation diagram for the final

antenna design.
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Parameters Values

Frequency range BW 20-26 GHz

Average Wavelength λ 13.5 mm

Horn aperture radius Rhorn 12.5 mm

circular waveguide radius Rwg 5.03 mm

horn length Lhorn 50 mm

Table 5.1. Parameters of horn antenna required to fulfill the high directivity transmission.

(a) E-plane

(b) H-plane

Fig. 5.9. Radiation patterns in E and H plane with Lhorn = 50 mm.

Beating signal simulations

Some analytical and numerical calculations have been carried out in order to evaluate

the frequency shift in terms of beating frequency induced by the plasma and the impact

of spurious spectral component introduced by the multipaths. Figure 5.12 shows the

beating signal variation due to a plasma of density ne = 5 ·1017m−3 without including

any field searching at the plasma chamber walls.
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Fig. 5.10. simulation of conical horn antenna: S11 parameter vs frequency.

Fig. 5.11. 3D radiation pattern.
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Fig. 5.12. Beating signal frequency shift due to the plasma. Plot obtained by considering a

plasma of density: ne = 5 · 1017m−3 in eq. (5.22)

The beating frequency shift in the presence of plasma (red curve) compared to

the case in the absence of plasma (dotted blue curve). In particular, the beat signal

in absence of plasma is given by the relation (5.25), while the beat signal in presence

of plasma is given by (5.26):

S(ω) = cos2(ωb0t) = cos2(ω(t)
L

2c
) (5.25)

When we consider the presence of plasma, the beating signal becomes:
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Splasma(ω) = cos2(keff
L

2
) (5.26)

The frequency sawtooth is:

ω = const
c

L
t (5.27)

const =
L

c

(ωmax − ωmin)

∆t
(5.28)

A more realistic picture can be obtained by simulating the beating obtained by

the two facing antennas, as depicted by figure 5.14.

Horn-to-horn transmission has been explored by means of CST simulation, in-

cluding the frequency sweep excitation. Fig. 5.13 and 5.14 illustrate two different

situations: Fig. 5.13 illustrates the transmission in free space (single pass wave a at

each frequency); in Figure 5.14 we included the cavity (i.e. the plasma chamber of

a real ECRIS) and calculated the horn to horn propagation. It is evident that an

interference pattern appears (due to walls reflection, i.e. the undesired multi-paths),

but, anyway, the most part of the microwave power is concentrated in the near-axis

region. This means that the single-pass may be predominant in the received signal.

Fig. 5.13. Horn-to-horn propagation in free space

A spectral analysis of the beating signal can be done, as depicted in Fig. 5.15. The

FFT of the receiving horn, displays a quasi-monochromatic beating in case of ”free-

space” propagation: only one peak is evident, corresponding to beating produced by

the direct horn-to-horn propagation.

When the scenario is changed, by introducing the cavity between the two horns,

the spectrum modifies according to figure 5.16. Now spurious components come out,

due to multi-paths effects. In any case, they are well distinguished from the main

component given by the single pass signal.
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Fig. 5.14. Horn-to-horn propagation in cavity

Fig. 5.15. Spectrum of the free-space beating signal: only one peak is evident, corresponding

to beating produced by the direct horn-to-horn propagation.
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Fig. 5.16. FFT spectrum of the simulated horn-to-horn propagation in ”frequency sweep”

mode as obtained by numerical simulations: the appearance of many secondary peaks is due

to the signal multi-paths caused by the internal reflections in the chamber.

5.5 Interferometer subsystems

In Fig. 5.17 the overall experimental setup is shown. We then need, according to the

circled number in Fig. 5.17:

1. A signal generator (YIG Signal oscillator, or a synthesized microwave signal gen-

erator) able to produce a frequency sweep in the band of interest (18-26 GHz).

2. Two directional couplers (“3 dB Short Slot Hybrid Divider”’); the first one splits

the signal in the two arms. The second one sums the two signals coming from the

reference leg and the plasma leg;

3. A 0-360◦ WR42 Phase Shifter, useful for the calibration of the setup;

4. Two WR42 Rect. to Circ. Transitions transitions in order to couple the waveguides

(which have a rectangular cross section) with the basis of the horns (which have

circular cross section);

5. 0-30 dB WR42 Variable Attenuator, able to attenuate the intensity of the signal

on the reference arm, so that the two signals arrive at the summing directional

coupler with the same amplitude (so that the last term of eq. 5.10 vanishes, and

the beating signal has a simple expression);

6. Two WR42 90 E or H Bend .

7. 20-25 GHz Conical Horn Antennas, whose features have been already discussed

8. WR42 Straights Sections and WR42 to Coax SMA adapter

9. A power probe detecting the beating signal.

In order to perform RF power measurements along the different branches, and

especially the beating signal, a diode power sensor has been used to perform accurate

average power measurements.
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Fig. 5.17. A block scheme of the interferometer with all equipment

This tool is used as a low-passband filter, excluding the higher frequencies, on the

order of GHz, and allowing to pass only the lower frequencies, on the order of Hz,

which are typical of the beating signal as analitically shown in equation (5.11).

The plasma testbench

Despite the setup has been designed in order to be as versatile as possible, the first im-

plementation was ad-hoc arranged for the MDIS prototype named “Plasma Reactor”,

a test-bench dedicated to the R&D of new diagnostic tools. This device had been pre-

viously used for many research activities including environmental applications aimed

to dissociate complex toxic molecules [129] and to study the propagation and absorp-

tion of microwaves in cold and weakly ionized plasmas; more recently it has been used

to study the mechanism of modal conversion through electrostatic Bernstein waves

[130]. It is composed of a cylindrical stainless chamber, whose length is 268 mm, it

has an internal diameter of 136 mm and an external diameter of 240 mm.

In the back part, as depicted is Fig. 5.19 there is a rectangular port hosting

the waveguide coming from the TWT amplifier and used for the plasma microwave

heating. An additional flange hosts the pump for the vacuum, and another one a

vacuometer. On the front part (Fig. 5.18) a tilted flange permits the Langmuir probe

to reach the center of the chamber. The horn antennas will be installed on two opposite

flanges in line of sight as it can be seen in Fig. 5.20. In Fig 5.20 the general mechanical

layout is illustrated.

Concerning the magnetic system, it is composed by two permanent magnets (Fig.

5.21) separated by a soft iron spacer; they surround the plasma chamber coaxially and
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Fig. 5.18. Front part of the Plasma

Reactor

Fig. 5.19. Back part of the Plasma

Reactor

Fig. 5.20. Components of the Plasma Reactor

can be longitudinally shifted, indeed, the exact positioning of the magnet is sometimes

crucial.

Fig. 5.21. Permanent magnet of the Plasma Reactor

The magnet is 180 mm length and has an internal radius of 75 mm, and produces

a magnetic field of about 0.1 T along the axis of the chamber

5.6 Experimental strategy

The assembly on the interferometer required a preliminary stage of ”tool-by-tool”

tests in order to evaluate, step by step, the response of every device composing the

overall system.
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At the beginning, the horn antennas have been characterized. Thereafter, some

calibration measurements by means of two different techniques.

Concerning the first approach, the phase of the microwave in free space was mea-

sured in order to evaluate the refractive index of air, used as an absolute reference

point for checking the proper working conditions of the several sub-systems. Also, the

same set up has been used to measure the refractive index of a dielectric material and

a calibration curve has been obtained.

Concerning the second approach, it was verified the validity of the frequency-sweep

approach by measuring the beating signal in meaningful scenarios.

The tests which we carried out can be summarized in the following list:

• Horn antennas assembly and characterization;

• Calibration of Measurement Devices: Free space refraction index measurement of

vacuum and dielectric material through phase shift method;

• Free space refraction index measurement of vacuum and dielectric material through

beating signal detection based on frequency-sweep approach;

• In cavity refraction index measurement of vacuum and plasma through beating

signal detection based on frequency-sweep approach.

5.6.1 Horn antennas assembly and characterization

Fig. 5.22. Assembly of the

horn antennas

Fig. 5.23. Antennas con-

nection to the transition ”in

waveguide”

The two circular horn antennas have been manufactured in copper (see Fig. (5.22-

5.24): vacuum brek is ensured by a 8 µm layer of Kapton and a proper matching has



5.6 Experimental strategy 125

Fig. 5.24. The final assembly of the horn antennas

been realized in order to fit them to the standard DN25 flanges of the plasma reactor

(Fig .5.25). This considerably increases the versatility of the experimental setup since

it can be easily installed on another plasma device. Our setup is operated with a

uniform axial magnetic field and the shape of the produced plasma is approximately

cylindric.

Fig. 5.25. Conical Horn antennas mounted on injection flange

The conical horn antennas are coupled whith a rectangular WR42 to circular

WG20 waveguide transition that provides also a Right-Hand Circular polarisation.

The use of circularly polarized antennas is desiderable since, in this case, the horn to

horn transmission does not suffer signal loss due to polarization mismatch that should

be considered for two linearly polarized antennas where the Polarization Loss Factor

(PLF) is cos2 α (with α the angle between the two horn-linearly-polarized electric

fields).

The horn antennas have been experimentally characterized in terms of impedance

matching and they are well matched in the band of interest since the coupling horn

reflection coefficient |S11|, shown in Fig. 5.26, is lower than −17 dB. A larger aperture

would improve the antenna directivity and reduce the multipath in cavity but we are

limited by mechanical costraints. In Fig. 5.26 we show the free-space |S11| but the

antennas remain well matched also when mounted on cavity, as we will show later.
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Fig. 5.26. Measured S11 for the two the proposed antennas

The horn radiation pattern has been measured experimentally (see Figure 5.27) on

a laboratory apparatus in which the transmitting horn was mounted on a stationary

pole located 266 mm (length of the plasma chamber) from the receiving antenna that

was rotated at steps of 3.2◦ in the horizontal plane.

The measured radiation diagram of Fig. 5.27 is in agreement with the numerical

calculations[122] in terms of shape of the main lobe.

However, measured radiation pattern shows a worsening of the level of sidelobe

with respect to the simulation (−11 dB vs −19 dB). This lack of agreement is partly

due to the ideal farfield approximation of the simulated radiation patterns, conversely

to the closer distance at which the two antennas were experimentally tested (being

this closer distance the same then occuring in the plasma reactor).

Fig. 5.27. Measured Radiation Diagram at 22.5 GHz
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5.7 Free space refraction index measurement by phase shift

method

The use of the interferometry in free space, as a first step, allows using a Network

Analyzer in place of the reference leg plus couplers and RF probes. In this case the

reference arm is internal to the Network Analyzer. We used the Agilent 2-Port PNA-L

Microwave N5230A, 10 MHz to 50 GHz Network Analyzer to measure the dielectric

constant of materials (Fig. 5.28). The precise knowledge of the material slab thickness

Fig. 5.28. Dielectric constant measurement

provides the information to characterize the frequency dependence of the permittivity

from 18 GHz to 26.5 GHz: the measured transmission produces the phase data at that

frequencies. The material under test is assumed large, flat and homogeneous. It is

easily demonstrated that the plane wave solutions associated with an electromagnetic

wave propagating through a uniform dielectric medium with thickness d and dielectric

constant εr satisfy the following relation for the phase shift ∆φ

∆φ =
2π

λ0

√
εrd = βd (5.29)

where β is the phase constant. The horn antennas were mounted on an optical bench,

fixed to fine (micrometric) stages. First of all the phase-measuring bridge was adjusted

to a null, by a waveguide phase shifter. After phase shift in vacuum was measured

varying the horn to horn distance ∆L (see Fig. 5.29)

From the antenna theory, we notice that the far field region approximately starts

at a distance d when the following conditions are satisfied:

d >
2D2

λ
(5.30)

d� D (5.31)

d� λ (5.32)



128 5 A microwave interferometry at LNS

Fig. 5.29. setup scheme for the measurement of the refractive index in free space: when the

right horn is shifted of ∆L, a phase variation ∆φ is observed and measured with network

analyzer

where D is the diameter of the antenna and λ the wavelength of the emitted

radiation. For our operating conditions we have a λ which is about 1.3 cm and D =

2.5 cm, which gives d ≈ 10 cm. The operative distance (i. e. the horn-to-horn distance

in the plasma reactor assembly) is 26.6 cm, that should ensure the fulfillement of far-

field condition. In any case, we started to check the “near field” effects by formerly

placing the antennas at 10 cm from each other.The trend of fig. 5.30 shows the waves

cannot be assumed as exactly plane waves and then, the dispersion constant k of the

wave is not simply ω/c as theoretically predicted (see fig. 5.30) as it is evident from

simulation of fig. 5.31 (note the wavefront for near-field is circular, and it is plane

only after some cm)

We thereafter did the other measurements in the far field condition at frequencies

of 18, 20, 22.5, 24 and 26 GHz and, from the slope of the fitting curve, we found a

very good agreement with the expected value for the refractive index of air. In Fig.

5.32, 5.33, 5.34, 5.35 and 5.36 the fits on experimental values at different frequencies

are shown.

The estimated error bar for each point is around 0.5◦ which is smaller than the

dimension of the data point. In the 18 GHz plot we noticed a slight disagreement with

the analytical trend: this might be due, once again, to the violation of the far field

condition, whose weight is larger for lower frequencies
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Fig. 5.30. Phase shift measured (circles) and predicted (straight line) for horn antennas

placed at ∼ 5 cm of distance

Fig. 5.31. Wavefront between horns, the circled area is approximately the near field region
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Fig. 5.32. Phase shift vs. distance at

18GHz
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Fig. 5.33. Phase shift vs. distance at

20GHz

Frequency [GHz] Refractive Index

18 0.9637

20 1.0159

22.5 0.9884

24 0.9886

26 0.9865
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Fig. 5.34. Phase shift vs. distance at 22.5

GHz
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Fig. 5.35. Phase shift vs. distance at 24

GHz
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Fig. 5.36. Phase shift vs. distance at 26 GHz

The averaged value for the refractive index of air (vacuum) obtained from the fits

is 0.988±0.026, so we have about a 2.6 % of uncertainty. This is a good starting point

for trying to estimate the sensitivity and the error sources of the instrument.

After the free space “calibration”, the phase shift was measured also in presence

of Polyethylene terephthalate (PETP) , to compute its dielectric constant. We used

sheets of various thickness t. A block scheme of the setup for this kind of measurements

is shown in Fig. 5.37. In Fig. 5.38 and 5.39 are shown a mylar sheet and a mylar slab

placed between the horns.

The measured phase shifts (black curve and square marker in Fig. 5.40) very well

agree with the expected linear fit, providing a very low error in the derivation of the

electrical permettivities εr, as shown in Table 5.2, that are in very good agreement

with the literature data [131].
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Fig. 5.37. A scheme of the setup for the measurement of the refractive index of a dielectric

material: When a layer of dielectric material with thickness ∆L is placed between the horns,

a phase variation ∆φ is measured by the network analyzer.

Fig. 5.38. A mylar sheet between horns

Fig. 5.39. A mylar slab between horns

As expected, starting form the minimum horn to horn distance of 266 mm, where

∆L = 0, we find a linear relationship between the displacement with respect to the
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starting position (zeroing it through the phase shifter) and phase shift (red curve and

black circle marker in Fig. 5.40).
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Fig. 5.40. Phase shift as a function of distance between the horn antennas ∆L in presence

of vacuum and of various thickness t of PETP (Mylar)

The refractive index is calculated from the slope of the curve. It is immediate

to see, even only qualitatively, that the two curves have different slopes and points

belonging to the same material show a very nice linear tendency.

Table 5.2. Measured and expected refractive indices

Material Measured index of refraction Error Expected Value

Air 0.98 0.9% 1

Mylar 1.82 2.18% 1.6−1.8

The interpretation of such microwave phase-shift measurements is crucial for en-

suring the properand reliable interpretation of the observed phase shifts when probing

our small cylindrical plasma columns.

5.7.1 The beating signal method in free space

In order to experimentally validate the sweep-frequency strategy, we installed the

setup (see Fig. 5.41), performing a series of measurements in free space: as introduced

in section 5.3.1, the superposition of the two signals will produce a beating signal with

at the frequency:
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ωbeat =
∂(∆φ)

∂t
=
∂ω

∂t

(
∆L

∂kg
∂ω
− L

c
N

)
(5.33)

where L is the length of the air spacing and N is the refraction index that we want

fixed from this first free-space measurement.

Fig. 5.41. Experimental setup for frequency sweep measurement in free space

Rewriting the 5.33 in terms of frequency and considering a linear sweep, we have:

fbeat = 2π
∆f

∆t

(
ω

c
√
ω2 − ω2

c

∆L− L

c
N

)
(5.34)

The measured beating signal is plotted in Fig. 5.42 and, from its FFT (Fig. 5.43),

we see that there is only one clearly peaked frequency at 0.4 Hz as we expected

because no reflections and/or multipaths are present.
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Fig. 5.42. Measured beating signal with horns in free-space
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Fig. 5.43. FFT spectrum of the beat signal in free space horns

These free-space measurements are important to derive a calibration factor CF

that will allow the evaluation of the refraction index when adding a medium between

the horns. In fact, from the following equation:

ωbeatV =
∆ω

∆t

(
CF −

L

c
N

)
(5.35)

,

if we impose N = 1 as required for the vacuum refraction index, it is possible to

find the calibration factor CF to be applied in the following paraffin bulk experiment:

CF = ωbeatV
∆t

∆ω
+
L

c
(5.36)

This calibration procedure allows to be robust with respect to eventual sources of

errors such as the ones in the evaluation of ∆L in eq. (5.33), which can be affected by

a non-predictible dispersion relation in all the components of the microwave layout,

especially the conical horns, the phase shifter, the WG bends and the directional

couplers. On the other hand it includes, corrects and avoids any eventual cavity effect

and errors on the direct path dispersion relation that above, for sake of simplicity, we

use the “simple” free space k0 = ω
c expression.

The validitation of equation (5.33) can be checked adding a quantity L′ that we

know with very good precision. This way we can verify that the response in terms

of ωbeat is consistent with the equations. Two waveguides of length 838 mm and 841

mm were added, so to have a total exceeding guided path of L′ = 1681 mm (see Fig.

5.44)

The expected, new beat frequency is:

ω′beat − ωbeat =
∆ω

∆t

ω

c
√
ω2 − ω2

c

∆l (5.37)
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Fig. 5.44. Adding of a guided path L′ to verify the model, the length of the blue waveguides

is known

The FFT of the measured beating signal with the additional of a guided path

allowed to verify that our experiment is in perfect agreement with equation (5.37).

5.7.2 The beating signal method: measurement with paraffin

Thanks to the calibration factor CF obtained in the free-space measurement, in the

next step, the refractive index of a cylinder of paraffin wax has been measured. The

paraffin wax cylinder has the same length of the plasma reactor horn-to-horn distance

and it has been placed between the horns as shown in Fig. (5.45).

Fig. 5.45. Setup with paraffin wax cylinder between horns

The measured beating signal is shown in Fig. 5.46.

The FFT of the measured signal (Fig. (5.47) shows a peak at 0.38 Hz which is

slightly down-shifted with respect to free space. With this value and the CF obtained

in the free-space measurement we can found the paraffin refractive index Npar being

equal to 1.48 by eq. 5.38.

fbeatparaffin = 2π
∆f

∆t

(
CF −Npar

c

L

)
(5.38)
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Fig. 5.46. Measured beating signal with paraffin in free-space
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Fig. 5.47. FFT spectrum of the measured signal with paraffin wax

The results of the measurement of the refractive index of the material tested is in

accordance with literature [131].

5.8 Interferometric measurements on Plasma Reactor

We finally assembled the complete layout (sketched in Fig. 5.48) for the interferomet-

ric measurement (Fig. (5.49)), to test the plasma chamber effects on the measured
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pattern. The presence of a resonant cavity will give the need to filter out the multipath

and noise contribution as we will show.

Fig. 5.48. A sketch of the experimental setup for the measurement of the beating signal in

cavity with short arms

Fig. 5.49. K-band (18-26.5 GHz) microwave interferometer mounted on a plasma reactor

operating at 2.45 GHz.

First of all we tested the behavior of the horns when they are installed on the

Plasma Reactor. The basic idea is that if we understand the effect of the environment,

namely, the internal walls causing the multiple-reflections, when there is no plasma,

another calibration factor – let’s say C ′F – will be derived before turning on the plasma

inside the resonator.

After the horn antennas were mounted on the flanges of the plasma reactor cham-

ber, (Fig. 5.50), we measured the S11 (as shown in Fig. 5.51). S11 shows that the

antennas is well matched also when mounted on cavity.



138 5 A microwave interferometry at LNS

Fig. 5.50. Horn mounted on Plasma Reactor flange

Fig. 5.51. Measure of |S11| [dB] when tha horn antenna is installed on the closed plasma

chamber cavity

As it is possible to see in Fig. 5.52 and in Fig. 5.53, three diagnostic tools are

installed at the same time: the horns for the microwave interferometry, the Langmuir

probe for a point-by-point measurement of the plasma density and a collimator used

for the installation of a X-ray detector.

In Fig. (5.54), the measured beating signal in the under–vacuum cavity is shown,

which is characterized by a more relevant noise with respect to the free-space case,

originating by the aforementioned multipaths.

The FFT of the beating signal (Fig. 5.55) shows the presence of the peak due to

the direct path, at 0.3957 Hz and other spurius components due to the multipaths.

The direct path component is at larger frequency than the multipath, due to its lowest

optical path.
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Fig. 5.52. Front part Fig. 5.53. Back part
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Fig. 5.54. Measured beating signal in vacuum cavity

Then we studied the response of the system when changing the frequency sweep

time ∆T . The results are shown in the FFT plots in fig. 5.56 for sweep times of 10,

50, 70, 90 and 100 seconds. The results of these measurements are summarized in the

table 5.3 with the correspondent expected values.

Sweep Time (sec) Experimental ωb (Hz) Expected ωb (Hz)

10 3.6200 3.6234

50 0.7113 0.7247

70 0.5082 0.5176

90 0.3957 0.4026

100 0.3614 0.3623

Table 5.3. Experimental and theoretical beating frequency as a function of the sweep time
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Fig. 5.55. FFT spectrum of the measured signal in vacuum cavity

It is possible to notice that the experimental data show a very good agreement

with the theoretical predictions and a very nice linear trend (Fig. 5.57).
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Fig. 5.56. FFT spectra of the beating signals for different sweep times

In summary, these measurements show that, in spite of the presence of

the cavity, we are anyway able to distinguish the single pass component.

Indeed, the peak corresponding to the horn-to-horn signal can be individuated.
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Fig. 5.57. beating frequency vs sweep time in cavity

5.9 Measurement in plasma

We report here the first measurements obtained in presence of plasma. In this ex-

periment a plasma has been heated by 150 W microwave power coming out from

a TWT-Amplifier at the frequency of 3.7476 GHz. This radiation interacts with a

rarefied gas of nitrogen-oxygen mixture mainained at 10−4 mbar inside a metallic

resonator surrounded by a 0.1 T permanent magnet. This way, the microwave field

is coupled to the free electrons of the gas through the Electron Cyclotron Resonance

or other off-resonance interactions which boost the plasma density up to 1017 ÷ 1018

particles per cubic meter.

In Figure 5.58, it is shown the measured beating signal in the plasma filled cavity

and in Figure 5.59, the corresponding FFT spectrum.

ωbeat =
∂ω

∂t

∂∆φ(t)

∂ω
=
∂ω

∂t

(
∆L

∂kg
∂ω

+

∫
plasma

∂kplasma
∂ω

dl

)
(5.39)

Figure (5.60) shows the FFT spectrum of the measured signal compared with the

vacuum case.

The measured beat frequency is ωbeatP = 2π(0.406)± 3.6589 · 10−4 rad/s,

From the following equation:

NP = CF
c

L
− ωbeatP

∆t

∆ω

c

L
(5.40)
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Fig. 5.58. Measured beating signal in plasma filled cavity
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Fig. 5.59. FFT spectrum of the measured signal in plasma filled cavity

we can obtain a plasma refraction index of Np = 0.7905 ± 0.111. The density

was evaluated considering, in equation (5.5) both the minimum and the maximum

frequency (the two curves of Fig. 5.61). However, since the effect of the plasma is

relatively more relevant at the lower frequencies, we opted to extrapolate the density

from the lower curve. The only drawback eventually consists in a underestimation of

the density value.

This represents the first microwave interferometric plasma measurement on a ion

source (ECRIS) device. A summary of the experimental results is reported in table

5.4. The estimated density lies in the interval 1÷ 3 · 1018m−3.
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Fig. 5.60. Beating frequency shift between vacuum and plasma FFT

0 1 2 3 4 5
x 1018

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

plasma electron density ne (m−3)

M
ea

su
re

d 
re

fra
ct

io
n 

in
de

x 
N

 

 

tRF
min

tRF
max

Fig. 5.61. Error bars on Np versus ne plot

Table 5.4. Index of refraction results

Medium PRF [W ] ωbeat[rad/s] N

vacuum 0 2π(0.3974) 11

Bulk paraffin wax - 2π(0.3802) 1.43

plasma 150 2π(0.407) 0.790±0.111

Holed paraffin2 - 2π(0.3794) 0.59

1 assumed as an absolute well-know given value

2 modeling a less than one plasma refraction index
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New launching schemes: the experiment on the

Flexible Plasma Trap at LNS

With the aim to study and design alternative plasma heating mechanisms for ECRIS,

this chapter describes numerical simulations and experimental tests, carried out on an

innovative ECRIS-like device, called Flexible Plasma Trap (FPT) installed at LNS. In

particular a microwave launcher has been electromagnetically characterized to excite

Electrostatic Bernstein Waves (EBW) inside the FPT.

The microwave launcher represents the matching element between plasma and the

transmission components, exactly in the same way a more usual antenna represents,

for radiation, the transition between lines and propagating media. As we will show, the

difficulties firstly arises for the compactness of the plasma chamber in which the waves

should be irradiated. The mechanical constraints also complicate the positioning of

the overall launching system. The solution proposed consists of a phased waveguide

“array” of two elements: using a relative phase shift between them, a steering of the

radiated beam can be produced, in order to obtain an optimum incidence angle. Actu-

ally the EBW generation may be optimized in terms of O-mode insertion angle with

respect to the external magnetic field direction.The proposed launcher represents an

alternative to the fixed radiation lobe of the classical rectangular waveguide currently

feeding ECR ion sources plasmas. The electric field inside the plasma chamber cavity

excited by the designed antenna has been measured by using ad-hoc designed and

constructed microwave probes.

6.1 Motivation for a new microwave launcher

As we explained in chapter 1, an important topic of the research on axisymmetric

magnetized plasmas of ion source is the heating of so-called overdense plasmas through

the excitation of electron Bernstein waves (EBW) [12]. For these waves there exists no

density cutoff. Furthermore, they are very well absorbed at the cyclotron resonance

and its harmonics [132].
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The EB waves are, however, electrostatic modes and need to be excited via a inner

plasma mode-conversion process, starting from eletromagnetic waves (the X mode) at

the upper hybrid resonance (UHR) layer, where ωUH =
√
ω2
p + ω2

g . Their generation

may involve one (XB) or two mode conversion scenarios (OXB) that are efficient

only in a narrow window of the following parameters: frequency, polarization and

angle of incidence.
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Fig. 6.1. Representation on the CMA diagram of the generation mechanism and of the

allowed region of propagation for EBW.

The problem is, therefore, how to lead the incident waves efficiently to the UHR

layer and couple them to B waves according to the scheme depicted in Fig. 6.1.

When the scale length of the density gradient near the UHR layer, Ln =

∣∣∣∣ ne∇ne

∣∣∣∣,
is equal or larger than the free space wavelength, λ0 = 2πc/ω, oblique injection of O

wave at an optimal angle can be adjusted such that the wave has the parallel refractive

index at the plasma cutoff layer suitable for a complete mode conversion into an X

mode [133]. This method is referred to as the OXB method, since the wave power

reaches the UHR layer after conversion from an O wave to an X wave at the plasma

O-cutoff layer. The mode conversion rate of this method deteriorates as Ln decreases

below λ0, while for the extremely steep density gradient case, such as Ln ∼ 0.1λ0,

the perpendicular injection of X waves is effective.

Numerous experiments were performed in fusion plasma [13], toroidal devices

where ray tracing approximation allows to compute the electromagnetic waves trav-

eling inside the plasma. In these very large (L� λ) scenarios some well-established

optical techniques (e. g. grooved miirrors, lenses and grating polycromator), were
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adopted to optimize the O-X-B conversion, in terms of wave polarization and inci-

dence angle.

On the contrary, as ir was mentioned during the previous chapters, in ECRIS , the

wavelength is comparable not only with the Ln but even with the plasma minor radius.

Therefore, optical approximation is not applicable, and the full-wave calculations must

be applied to simulate the wave behaviour in the plasma. The presence of resonant

cavity additionally causes the polarization scrambling thus strongly complicating the

OXB modeling; the above issues make unpractical some straightforward solutions

already adopted for fusion plasma applications. When the condition λ0 ∼ Lp ∼ Lc

holds, other researchers [134] have demonstrated that even the CMA diagram starts

to fail in describing waves propagation properties.

We hereinfater describe the followed approach:

• Preparatory virtual experiment : a standard selfconsistent approach followed by

stellarator or tokamak scientists which is based on the assumption of a given

ne/B profile, then verifying the consistency of the assumed scenario with modal

conversion constraints;

Numerical simulations, useful to identify the location in the FPT plasma chamber

of cut-offs and resonances; moreover, the full-wave code developed in the frame of

this thesis and described in chapter 4 has been applied to solve waves propagation

in the magnetized plasma of FPT, taking into account also the mode conversion

mechanism of OX-conversion for the generation of EBW;

• Proper coupling of the microwave power to the ECRIS plasma to obtain mode

conversion and EBW heating: a launcher antenna will be described, and results of

these investigations in terms of antenna pattern and behaviour in cavity will be

presented;

• Microwave measurements of the wave amplitude irradiated by the microwave

launcher in FPT plasma chamber cavity were performed through a “special”microwave

probe: we measured the electromagnetic field profiles radiated field in cavity by

the launcher and it will help to argue if the mode conversion occurs and where the

resonance absorption zones are placed.

6.2 Flexible Plasma Trap (FPT) assembly

The installation at LNS of a source designed for the possible excitation of EBW will

allow to study their properties in still unexplored physical context. The availability

of a compact plasma trap with flexible magnetic field, able to excite either the ECR

and off-resonance plasmas, is absolutely necessary to understand the ability to obtain

a high density plasma.
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The investigation of EBW-heating under different magnetic field configurations

will be carried out by means of a plasma trap made of three solenoids (fig. 6.2 and

6.3) which allow the tuning of the magnetic field profile.

Fig. 6.2. A sketch of the microwave input in the plasma chamber with respect to the

magnets.

Fig. 6.3. FPT magnetic coils system

In particular we can considered three magnetic field profiles (fig. 6.4):

1. “Off-Resonance configuration” will permit the studies on plasma dynamics in

case of parrallel/perpendicular launching in a B field configuration like that of MDIS;

2. “Simple mirror” for multiply charged ions production;

3. “Magnetic Beach” for exploiting mode conversion at UHR and EBW absorp-

tion in higher harmonics; to be converted into a BW, the X mode requires a rapidly

dropping magnetic field which makes possible either UHR and second harmonic ab-

sorption.

The FPT plasma chamber can be coupled to three different waveguide inputs, in-

cluding the possibility to have contemporary input of microwaves in three directions
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Fig. 6.4. Off-resonance, simple mirror and magnetic beach field profiles.

one perpendicular to the other, to have an adequate water cooling in the microwave

windows location, and to permit at the same time to host different type of diagnos-

tics, optical, X-ray and microwave probes diagnostics, then, in the next future,also

microwave interferometry.

The plasma chamber is shown in fig. 6.5(a) and 6.5(b) . Its dimensions are 82.0

mm in diameter and 260.1 mm in length. It is made of oxygen free high conductivity

copper The plasma chamber has been equipped by a stainlesssteel made pre-chamber

in order to host the vacuum system and the diagnostics tools.

(a) FPT pre-chamber, plasma chamber, and

solenoid rendering

(b) Oxygen free high

conductivity copper

FPT plasma cham-

ber

Fig. 6.5. FPT plasma chamber
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Waves-launching inside the FPT

The FPT plasma will be generated using two different microwave systems, through

parallel and perpendicular microwave injections: one operates at a central frequency

of 5 GHz and the other around 14 GHz, to explore also the aspects of resonant

absorption of waves’ energy by electrons at the second-harmonic. Furthermore, it will

be possible to operate with a double mode ECRIS: a fraction of power provided to

the plasma by means of the usual ECR-heating process, and the remaining amount of

power injected along the perpendicular direction with respect to the axis-symmetric

magnetic field, in order to excite EB-waves through OXB.

The general ensamble of the FPT setup is shown in figure 6.6; it can be seen

that the design is very compact but versatile. The TWT providing frequency-variable

electromagnetic waves, the waveguides for parallel and perpendicular launching, the

magnetic system and the support for diagnostics hosting are illustrated in the picture

Fig. 6.6. A view of the general ensemble of the FPT setup, including the RF system.

6.3 Numerical modeling

The virtual experiment consists in assuming the desired density profile, then self-

consistently checking that the resonance/cutoff layers displacements are compatible

with the assumed profile. If the desired profile is a single peaked gaussian with max-

imum in the central part of the plasma chamber (because of energy transport issues,

center-peaked profile is greatly preferable in order to have a hot plasma core), the

compatibility check consists in verifying - that the energy deposition that occurs at

the ECR harmonics - is placed in proximity of the assumed density peak. The cutoff

layers where the conversion may happen, as well as the resonance layers for absorp-

tion of the electromagnetic waves, can be predict thanks to our full-wave code and



6.3 Numerical modeling 151

could be controlled by proper adjustment of the magnetic induction inside the plasma

during the experimental phase.

The OXB mode conversion scenario on FPT plasma chamber has been obtained

by numerical simulations. These latter simulations represent an example of the appli-

cation of the full-wave code for the OXB process modeling. Fig. 6.7 and 6.8 display the

electron density ne and magnetostatic field B0, used as simulation input parameters.

(a) Gaussian electron density profile along z-axis used in

the simulation

(b) Dimensionless electron density X=ω2
p/ω

2 on xz plane

(y=0)

Fig. 6.7. Profile of electron density ne along the longitudinal z-axis along the line (x = 0,

y = 0, z) on the upper plot, and X= ω2
p/ω2 (proportional to ne) on xz plane on the lower

plot, used as input parameters to compute the cutoff and resonance zones.

We used a gaussian electron density profile for the simulation with a maximum

density of nmax = 1.5ncutoff in order to simulate an overdense plasma. The numerical

results are obtained for the configuration of “simple mirror” magnetic field (see fig.

6.8(a) and 6.8(b)) and a microwave injection frequency fRF = 14 GHz.

In Fig. 6.9 and 6.10 the situation for FPT plasma is shown. Density is normalized

to ncutoff and magnetic field to a Bres. The vertical lines show the positions of the

cutoffs and resonances defined by the equations described in Chapter 2.



152 6 New launching schemes: the experiment on the Flexible Plasma Trap at LNS

(a) ‘Simple mirror” magnetic field B on z-axis, used in

the simulation

(b) Magnetic field B on xz (y=0) plane

Fig. 6.8. Profile of magnetic field B along the longitudinal z-axis along the line (x = 0,

y = 0, z) on the upper plot, and a magnetic B-isosurface on xz plane on the lower plot, used

as input parameters to compute the cutoff and resonance zones.

The self-consistency check has been performed by virtue of such plots. It seems the

reciprocal displacement of cutoffs and resonances is suitable for RF power conversion

through OXB mechanism, with a following deposition of energy at the second har-

monic of the 14 GHz cyclotron resonance. Therefore, we proceed to the following step,

consisting in the full-wave simulation of the field structure into the plasma chamber.

Indeed, it is needed to know the O-cutoff layer position, if there are way to access

the inner side of the plasma without reflection of the electromagnetic mode by the

cutoff layers (R or L-cutoff), and find the possible way to obtain the EB-mode via

the OXB mode conversion process. In our case, the microwave power will be launched

from the lateral side of the FPT plasma chamber.

Therefore, the full system of Maxwells equations, including the cold magnetized

plasma already described in chapter 4, has been solved in the geometry of the FPT

plasma chamber (see figure 6.12).

We performed a mesh refinement study, exploiting the adaptive mesh refinement,

based on an error estimate during the solution stage. As it is possible to see in figure
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(a) Cutoffs and resonances along x-axis

(b) Cutoffs and resonances along z-axis

Fig. 6.9. Cutoffs and resonances in FPT linear plasma along 1D directions, assuming the

density and B-field profiles of fig. 6.8 for frequencies normalized to heating wave angular

frequency 14 GHz

6.13, an extremely fine mesh on the ECR and UHR surface has been obtained, thanks

to “functional evaluation based” on the electric field gradient.

In figure 6.14, it is shown the electric field distribution in the chamber: effectively,

the electric field has a strong gradient near the UHR layer that corresponds to a

X-mode wavelength shortening near the UHR layer itself. Moreover we can clearly

see the peaks in UHR region where X-wave is absorbed after OX conversion in the

O-cutoff layer.

These simulations represent a very important example to show how the developed

full-wave code can be fundamental to investigate EBW generation schemes in the

overdense plasma FPT.
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(a) Cutoffs and resonances on xy-plane

(b) Cutoffs and resonances on xz-plane

Fig. 6.10. Cutoffs and resonances in FPT linear plasma along 1D directions, assuming the

density and B-field profiles of fig. 6.8 for frequencies normalized to heating wave angular

frequency 14 GHz

Fig. 6.11. Cutoffs and resonances in FPT linear plasma along 1D directions, assuming the

density and B-field profiles of fig. 6.8 for frequencies normalized to heating wave angular

frequency 14 GHz
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Fig. 6.12. Simulated Geometry: Cavity and microwave WRD350 waveguide injections (axial

and radial ports) on FPT.

Fig. 6.13. Mesh size [m] generated using adaptive mesh refinement

Fig. 6.14. Simuated distribution of electric field amplitude |E| in log scale to emphasize the

strong gradient near the resonance layer
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6.4 The new microwave launcher based on a

two-waveguides-array

This section is devoted to the microwave transmission line of the heating antenna. Sim-

ulations showed O-X-B-like scenarios are possibile by properly launching the pumping

O-wave from the radial port. As mentioned in the previous section, the antenna should

be optimized in order to emit the heating power with an optimal k(r) angle with re-

spect to the external magnetic field B0. The absorption of the waves in the vicinity of

the resonance layer should be almost complete in a single “pass”, if the proper mode

of irradiation is chosen. If the single pass absorption is not fully exploited, the mul-

tiple reflections, from cavity walls may be helpful to increase the overall conversion

efficiency.

Since the mechanical tilt of the antenna is impossible due to the several constraints,

the antenna optimization must be done in order to ensure tilting of the emission lobe

without any physical movement.

In addition, the launcher handling of high power radiation (hundreds of Watts),

with a proper transmission line system, is needed.

Taking inspiration from phased multi-waveguide structures (nicknamed waveguide

“grill”) [135],[136] designed to launch microwaves at the lower hybrid resonance to

heat large toroidal plasmas, a double-waveguide antenna system has been proposed

hereinafter for the FPT. It consists of an array of two properly phased rectangular

WR62 with their small side parallel to the magnetic field direction of the linear plasma

chamber. The microwave transmission line is schematically shown in fig. 6.15

Fig. 6.15. Schematic diagram of the microwave circuit which energizes the double-waveguide

array
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The two waveguide driven in TE10 mode with relative phase controlled by a cal-

ibrate phase shifter, a loaded four-port power divider and two flexible and twistable

WR62 waveguide compose the launcher layout, are shown in Figure 6.15.

The table 6.1 lists in detail the microwave components used for the layout arrange-

ment.

WR62 Straight sections

WR62 bends

WR62 custom E-plane Miter Bends

WR62 hybrid coupler (3 dB power splitter)

WR62 termination 250 Avg. Power (Watts)

WR62 high power waveguide phase shifters

WR62 Flex-Twist Waveguide Assemblies

WR62 Dual Crossguide Directional Couplers

TWT amplifier 13.75 - 14.5 GHz Max O/Pr: 675 W

Table 6.1. Launcher transmission line microwave components

The phase shifter that allow to have a minimum phase adjustment from 0-360 de-

grees with low insertion loss and low VSWR for waveguide WR62 (see figure 6.16(a)

and 6.16(b)). The double-waveguide antenna systems could give a fundamental im-

provement in the control of the power spectrum obtained, by using a properly phase

between waveguides and should produce a more effective coupling than a single guide.

A photograph of the double-waveguide arrays is shown in fig. 6.16.

(a) A photograph of the double-waveguide

arrays

(b) A photograph of the power divider,

phase shifter and double-waveguide arrays

Fig. 6.16. photographs of the power divider, phase shifter

The antenna will be fixed inside the transversal microwave injection camera port.

At first, the antenna design was investigated numerically, and then the antenna pat-

tern was investigated in the lab. At first, the antenna design was designed on the bases

of numerical simulation, then the antenna pattern was measured in free-space and fi-
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nally, the electric field was measured in cavity thank to “homemade” high frequency

probes.

6.4.1 Antenna design

CST microwave studio was used for the free-space antenna characteristics investiga-

tion. The k direction for different phase shift can be simulates as well. Fig. 6.17 shows

that, for example, with a 45◦ of phase shift, a clear tilt of the radiated wave in the

near-field region can be produced with respect to the 0◦ case. A series of simula-

tions were then performed for different phase-shifts (see the next section for a direct

comparison with experimental measurements).

(a) E-field for 0◦ of phase shift

(b) E-field in vacuum for 45◦ of phase shift

Fig. 6.17. Simulated E-field distribution in the near field region in vacuum for 0◦ and 45◦

of phase shift between the two TE01 rectangular WR62 waveguides

6.4.2 Antenna measurements

We use the Agilent 2-Port PNA-L Microwave Network Analyzer to characterize the

phased array. From Figure 6.18 it is possible to see that the antenna is well matched

from 13.75 GHz and above 14.5 GHz for a over 5% impedance bandwidth.

The behavior of the double waveguide radiating into a vacuum can be simply

described in terms of partial waves that are reflected at each aperture, cross-coupled

to the neighboring guide, or radiated. The two return waves in each guide interfere

destructively when ∆Φ = 0◦ producing a total reflection minimum, and constructively

for ∆Φ = 180◦ producing a total reflection maximum.
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Fig. 6.18. Reflection coefficient versus frequency for the double waveguide antenna when

the phase difference between guides is ∆φ = 0◦and ∆φ = 180◦.

To experimentally evaluate the radiation pattern, the phased array was illuminated

by a pyramidal horn antenna tuned on the same bandwidth. The horn antenna was

placed at steps of 10◦ along a circle of radius 12 mm, corresponding to the maximum

distance between the mouth of the launcher and the chamber walls. This system allows

to measure the EM field amplitude distribution along the arc of the fixed radius equals

to 12 cm, with the centre of the arc at the antenna end. The Anritsu MG3693C 2-31.8

GHz synthesized signal generator was attached to the antenna through a coaxial-to-

waveguide transition. The antenna emits the HF in free space and a horn antenna

measures the EM field amplitude in the region near the antenna. The amplitude signal

from the horn was picked up by Rohnde&Schwarz power meter NZP22.

In Figure 6.19, both measured and simulated radiation pattern for different ∆Φ

are shown. The most significant tilt-angles measured experimentally are shown in

Figure 6.20 (a). The maximum tilt-angle achieved is θ0 = 40◦ for a phase difference

equal to ∆Φ = 120◦; the power difference with the secondary lobe is about 7.5 dB.

By set-up a phase difference ∆Φ = 48◦ it is possible to rotate the radiation up to

20 ◦ with a power of secondary lobe negligible. As it can be seen, the experimental

characterization are in very good agreement with the CST simulation results.

The 0◦ shift case has a radiation pattern which is mostly directed along the axis

of the waveguide. It means that the wave is emitted into the plasma perpendicularly
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to the external magnetostatic field vector. At ∆Φ = 48◦ a maximum of emitted power

along the direction θ0=13◦ is visible.

The ∆Φ = 180◦ case has two lobes along the the direction θ0=57◦.

(a) Simulated vs measured radiation patterns at∆Φ = 0◦

and ∆Φ = 20◦

(b) Simulated vs measured radiation patterns at ∆Φ =

30◦ and ∆Φ = 48◦

(c) Simulated vs measured radiation patterns at ∆Φ =

180◦ and ∆Φ = 120◦

Fig. 6.19. Comparison between simulated and measured radiation patterns
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(a) Simulated vs measured radiation patterns at ∆Φ =

48◦ and ∆Φ = 120◦

(b) Simulated vs measured radiation patterns at ∆Φ =

0◦ and ∆Φ = 180◦

Fig. 6.20. Comparison between simulated and measured radiation patterns

6.5 Antenna measurements inside the FPT plasma chamber

To improve the mechanical matching of the phased array with the plasma chamber,

a new “customized” adaptor has been designed and realized at INFN-LNS. It allows

to adapt a WRD350 standard flange into two standard WR62 waveguides by a H-

shaped septum. The Figures 6.21 and 6.22 show renderings of the new perpendicular

microwave injection on FPT system ion source .

Fig. 6.21. Laucher arrangement in FPT: two-waveguide array, vacuum plasma chamber
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(a)

(b) Laucher arrangement in FPT: two-waveguide array,

vacuum plasma chamber

Fig. 6.22. Laucher arrangement in FPT: two-waveguide array, vacuum plasma chamber.
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The measurements of the power irradiated by the antenna inside the plasma cham-

ber have been performed by means of ad-hoc designed probes mounted on the chamber

endplate. The detailed description of the probes is given in the following section.

6.5.1 High frequency Electromagnetic Probes

This section describes the measurement system developed to investigate the wave field

distribution in FPT plasma chamber.

To measure the field amplitude radiated by the launcher inside the plasma cham-

ber cavity, a movable microwave probe, sensitive to the short wavelengths and small

enough to achieve the desired spatial resolution has been designed. The measurement

setup is shown in figures 6.23 and 6.24

A 2-pin probe shown in fig. 6.25 is used to measure the wave field. The 2-pin probe

has one pin grounded and another connected to the inner wire of a coaxial transmission

line. The length of both pins is 3.5 mm. This enables measurement of the potential

difference in the radial direction and so the E-field component perpendicular to the

pins.

Fig. 6.23.

Sketch of the microwave probes introduced axially inside the plasma chamber of the FPT. A

bellow is used for ensuring step-by-step movements of the probe under vacuum conditions.

A motorized stage is able to place the probes at the desired position, while a feedthrough

operated over a standard DN-40 (CF) flange allows to collect the detected signal.

A computer controlled step motor provides the 0.1 mm precision positioning of the

probe set. The HF probes are connected to vacuum feedthrough that was mounted on

a CF-40 flange. A bellow allows movements under vacuum conditions. In the current

setup, the probes penetrate into the plasma chamber along a line parallel to the

chamber axis.
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The results of the amplitude measurements with 2-pin probe are shown in fig. 6.26

for different phase shift.

Fig. 6.24. A picture of the complete FPT assembly, showing the system used to hold and

move the HF probes inside the plasma chamber.

6.5.2 Measured electric field

After introduced inside the plasma chamber, the probes were axially moved over a

total excursion of 220 mm (i.e. covering almost the entire plasma chamber length).

The phase-shift of the double-waveguide array was arranged to 0-60-120-180 degrees,

i.e. at the most meaningful shift values according to the numerical simulations and

free-space measurements.

The results of the measurements are shown in figure 6.26

The picture shows that at 60 and 120 degrees clear peaks arise in the peripheral

part of the chamber, while for ∆Φ = 180◦ a well-pronounced maximum appears at

z = 130mm. Despite the high-control lobe direction evidenced by the simulation

and by the free-space measurements, the reflections caused by the plasma chamber

metallic walls complicate the waves patterns and introduce a strong scattering. It is

worth mentioning in case of plasma contained into the chamber most of the launched
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(a) 2-pin microwave probe

view 1

(b) 2-pin microwave probe

view 2

(c) 2-pin microwave view 3:

detail on the ”sensitive” part

Fig. 6.25. Different views of the assembly of the 2-pin microwave probes

Fig. 6.26. Measured amplitude and phase of HF with different phase shift types

radiation will be hopefully converted/absorbed after a single-pass through the O-

cutoff/UHR layer, thus restoring a situation more similar to the free space case.

In any case, these preliminary results already demonstrate that the way-to-launch

microwave radiations can be externally controlled even in case of irradiation into the

compact-size plasma chamber of an ECRIS.

The next step will consist in the measurements of the irradiated pattern in presence

of the plasma load, and then, finally, in the optimization of the launching for exciting

EBWs into the plasma. The generation of the EBWs, according to what done in the

past, will be monitored by using the X-ray diagnostics for highlighting the plasma



166 6 New launching schemes: the experiment on the Flexible Plasma Trap at LNS

heating boost, as well as the interferometer developed in the frame of the present

thesis for measuring the jump of the plasma density above the value imposed by the

electromagnetic cutoff.



7

Conclusion and Perspectives

The modeling of waves in magnetized anisotropic plasma for microwave heating and

diagnostic has been the main argument developed in this PhD thesis.

The relation Lp ∼ Lc ∼ λ0 (where Lp and Lc are the plasma and plasma chamber

lengths, and λ0 is the RF vacuum wavelength) has required a “3D full-wave approach”

based on a “finite element method”. The RF modeling was matched to a kinetic code

for solving the electron motion thus obtaining for the first time a quasi-self-consistent

solution for electron density and energy distribution. The collected results explain a

number of experimental observations. These results have also addressed the design

of an innovative microwave launcher – consisting of a two-phased-waveguides array –

as an alternative to the classical solutions. The launcher has been characterized by

measuring the impedance matching and radiation patterns, in very good agreement

with simulations. Theory and numerical models of microwave propagation in this

kind of plasmas have been additionally valuable for the design of the novel microwave

interferometer, able to probe plasmas contained inside compact chambers. The in-

terferometer has permitted to measure the plasma refractive index with a precision

around 10%. It will be also very useful for checking the effectiveness of the designed

new launching scheme.

The present work may relevantly contribute to consolidate the leading role of

INFN (and of the LNS group working on ion source development) in the field of ion

source science and technology.

The results obtained in the framework of the thesis activities have permitted to

shade additional light on the complexity of wave–to–plasma interaction in the resonant

plasma chamber of ECRIS machines.

The actual picture of power transfer rising to the plasma that occurs in a real

ECRIS is much more complex than the pure absorption of energy from right hand

circularly polarized (RHCP), because this transfer can occur under conditions that

deviate significantly from a pure ECR heating view (upper hybrid resonance (UHR),

higher harmonic resonances, non liner power absorption). Such an approach is based
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on semiempirical and general scalings, summarized by the Geller’s scaling laws based

on the increasing of frequency and of magnetic field. Although this has given valuable

results in the last two-three decades ensuring a constant rise of performances, on the

other hand, this “brute force” approach is nowadays showing its many limitations.

For istance, it is now clear that currently the microwave launching systems in ECRIS

devices are affected by a lack of optimization processes, still evidencing a scientific

and technological gap with respect to large-size fusion devices.

For these reasons, this PhD thesis has been carried out with the aim to inves-

tigate the microwave coupling to the plasma, to analyze and design new techniques

to improve the performances of the ECRISs and new microwave diagnostic tech-

niques putting us on a road that takes beyond what achieved so far, i. e. towards a

“microwave-absorption oriented” design of future ion sources.
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K. Tinschert, R. Lang, J. Mäder, J. Roßbach, S. Barbarino, R. S. Catalano,



178 References

and D. Mascali. Observations of the frequency tuning effect in the 14 GHz

CAPRICE ion source. Rev Sci. Instrum., 79:023305, 2008.
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