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A B S T R A C T

In-network caching, natively enabled by Named Data Networking (NDN), is effective to speed up content
retrieval in vehicular environments, where a large variety of contents are typically transient, i.e., they expire
after a certain amount of time, and may exhibit different popularity profiles. Lifetime and popularity play a
crucial role in the content caching decision: intuitively, caching a popular content with long lifetime can be
more useful than caching an unpopular one that is ready to expire and then to be dropped from the content
store. At the same time, making nearby nodes caching different contents and, therefore, improving the caching
diversity, can be crucial to get better delivery performance over the broadcast wireless medium. In this paper,
we devise a novel distributed caching strategy where vehicles autonomously decide which content is to be
locally cached according to the content residual lifetime, its popularity and the perceived availability of the
same content in the neighborhood. The target is to cache with higher probability more popular contents with
a longer lifetime, which are not already cached by a nearby node, thus improving the caching diversity in the
neighborhood. As a result, vehicles can find the majority of distinct fresh and popular contents nearby, without
flooding the network with content requests that have to reach the original source. Performance evaluation
shows that the conceived solution outperforms representative benchmark schemes, by guaranteeing, among
others, the shortest content retrieval time and the lowest network traffic load.
1. Introduction

Characterized by high mobility, intermittent connectivity and un-
reliable wireless channel, vehicular environments require robust and
smart content delivery solutions in order to distribute among vehicles
relevant information, such as high-definition maps, parking lots avail-
ability, traffic jam notifications, etc. Thanks to the native in-network
caching and routing-by-name mechanisms, the Information Centric
Networking (ICN) [1] architecture called Named Data Networking
(NDN) [2] well copes with situations in which the content provider and
the consumer are not simultaneously connected, and candidates itself
as a prominent solution for such challenging environments [3].

The idea of using NDN in a vehicular context, let us refer to it as
Vehicular NDN (VNDN), was originally devised in the pioneering works
in [4,5]. VNDN leverages broadcast transmissions of request packets
called Interests to retrieve contents by name. Any node owning a copy
of the content can broadcast a Data packet to answer the request,
otherwise it can further re-transmit the Interest according to proper
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routines, defined at the forwarding plane, that cope with possible
broadcast storm issues [6,7].

As a result, in VNDN, data delivery is aligned with the intrinsic
broadcast nature of the wireless channel [8]: by receiving and process-
ing the broadcast Data packets, carrying the NDN name, each vehicle
may infer what contents are available in its neighborhood. Based on this
information, the vehicle could diversify the selection of the contents
to cache. For example, if a content is transmitted over the wireless
medium by close cachers, there is in principle less need for further
caching it locally, since a consumer could retrieve it from those cachers.

In-network caching plays a crucial role in improving the network
performance. Unlike other wireless mobile terminals such as smart-
phones, tablets, or Internet of Things (IoT) devices like sensors and
actuators, vehicles do not have stringent limitations in terms of stor-
age and power and, therefore, caching operations can be more easily
supported. Notwithstanding, the number of contents to be exchanged
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is expected to be much bigger than the storage capacity of vehicles and
selective caching decisions must be devised.

In recent years, different strategies have been designed for VNDN
that consider content-related attribute(s) (e.g., the popularity [9]) or
node-related feature(s) (e.g., the topological centrality), or a combi-
nation of them, as metrics for taking the caching decision [10,11].
While these caching metrics have been widely studied, less attention
has been paid to the content availability measure, which captures the
presence of the same content cached/owned in the vehicle’s neighborhood.
If neighboring vehicles cache the same contents redundantly, the dis-
tributed storage resources are not properly used. In a broadcast wireless
environment like VNDN, it is instead crucial to improve the caching
diversity, i.e., storing different contents in the caches of neighboring
ehicles. This would imply that consumers have a higher chance to
ind distinct contents nearby, with no need of flooding the network
ith content requests traversing multiple hops towards the content
wners. Diversifying the caching decision among nearby vehicles and
herefore, limiting the caching redundancy in the vicinity, translates
nto better network performance in terms of reduced traffic load and
ontent retrieval delay.

Moreover, we focus on a specific category of vehicular contents, the
ransient ones, i.e., those having a limited temporal validity (lifetime),
hose importance is expected to grow in the near future due to the rise
f multiple Internet of Vehicles (IoV) applications. With the exception
f very few works [12–14], existing strategies typically apply to static
ontents like multimedia files and do not capture the transient nature
f many vehicular contents. Parking lots availability and intelligent
riving assistance are just examples of services that, due to the variation
f the driving environment, take as input contents that change with
ime [15–17]. Also, pollution and road congestion measurements expire
fter a short time period since they have been generated at the source.
uch a transient feature may largely impact on the performance of
he data retrieval by determining cache inconsistency issues and lower
ache hit ratio. Long-lasting contents should have higher probability
o be cached. Indeed, caching contents that are ready to expire could
selessly waste storage resources and cause a high number of content
eplacement operations.

In NDN, the data producers can include in the packets a Freshness
eriod parameter, which identifies, in seconds, the lifetime of the con-
ent. In our previous work [12], we deployed a simple caching strategy
hat computes the caching probability based on the Freshness Period,
ut wiser decisions could be taken if this information is used together
ith other notable content’s parameters. Therefore, in this work, we
efine a composite caching decision metric based on lifetime, popularity
nd availability parameters, which are crucial in the considered VNDN
nvironment.

This paper provides the following contributions:

• We conceive a novel caching strategy, referred to as Diversity-
improved cAchiNg of popular Transient contEnts (DANTE), which
is specifically designed for VNDN and aims to create content di-
versity in the neighborhood of vehicles. It also privileges caching
popular contents with a longer lifetime, in order to better use the
storage space and limit the number of packet replacements forced
by the content lifetime expiration.

• We design a set of minor modifications in the NDN node archi-
tecture and packet fields to support DANTE operations. Caching
decisions are taken by vehicles autonomously, i.e., without the
exchange of additional signaling messages.

• We conduct a wide simulation campaign in ndnSIM [18], the
official simulator deployed by the NDN community, to compare
the performance of the proposed strategy against other repre-
sentative benchmark schemes in the literature. We consider two
distinct vehicular scenarios, urban and highway, with vehicles
implementing NDN over the IEEE 802.11 access interface. In
both scenarios, results show that our solution reduces the content
retrieval latency while maintaining the traffic load very low under
all the considered settings.
2

The remainder of the paper is organized as follows. Section 2
rovides an overview of the main basics of the NDN paradigm, with
pecial focus on its customization to the vehicular environments. The
iterature addressing caching strategies is scanned in Section 3, by
issecting the main open issues. The proposal is presented in Section 4
nd evaluated in Section 5, before concluding the paper in Section 6.

. Vehicular NDN

.1. The access layer technology for VNDN

Vehicle-to-Everything (V2X) communications refer to the exchange
f data between a vehicle and various elements in the surroundings,
ncluding other vehicles, pedestrians, Internet gateways, and trans-
ort infrastructure, such as traffic lights, signs, and Road-Side Units
RSUs). IEEE 802.11 is considered among the mainstream V2X connec-
ivity solutions. In particular, IEEE 802.11p, conceived as amendment
f the IEEE 802.11 standard, now superseded and part of the IEEE
02.11 standard [19], was initially considered, due to its operation
implicity and the native support for ad hoc communications. 802.11p
upports communications among vehicles (Vehicle-to-Vehicle, V2V)
nd between vehicles and RSUs (Vehicle-to-Infrastructure, V2I). More
ecently, the interest for 802.11-based V2X connectivity revamped
hanks to the creation of a new IEEE task group, aiming to investigate
dvanced physical-layer technologies that enhance the .11p throughput
nd coverage [20]. Therefore, in the following we refer to 802.11 as
he access layer technology of VNDN, in agreement with the existing
iterature [3].

At the Medium Access Control (MAC) layer, 802.11p relies on a
ontention-based access leveraging the Carrier Sense Multiple Access
ith Collision Avoidance (CSMA/CA) protocol. A node wishing to

ransmit senses the medium to detect its occupancy status. An immedi-
te transmission is allowed, if it is idle, otherwise, a mechanism based
n random backoff is performed to reduce the probability of colli-
ions. Collisions and contention over the wireless channel, becoming
articularly severe under heavy traffic load conditions, highly affect
he performance of broadcast transmissions, that are crucial for content
issemination in many vehicular applications.

.2. Forwarding fabric in VNDN

Communication in VNDN [4,5] is pull-based and consists of the
roadcasting of two messages: the Interest, issued by consumers to re-

quest a content by name, and Data, which carries the requested contents
and is sent back by any node owning the content, either the original
producer or a cacher, in the following both referred to as providers.

Each VNDN node maintains three tables at the forwarding plane: the
Content Store (CS), which caches incoming Data packets; the Pending
Interest Table (PIT), which temporary stores the transmitted Interests
that have not been consumed by the Data yet, and the Forwarding
Information Base (FIB), which is used to forward the Interests. In wired
NDN deployments, a routing protocol is implemented to fill the FIB en-
tries. However, due to the dynamics of vehicular ad hoc environments,
VNDN forwarding strategies in the literature, e.g., [4–6,21], usually
work without a routing protocol and leverage controlled-based flooding
and overhearing to limit packet collision and redundancy.

Without loss of generality, in this paper, we consider the pioneering
work in [4] as the reference forwarding process in VNDN. More specif-
ically, at the Interest reception, a VNDN node 𝑁 looks for a matching
Data in the CS and, if the content if found, it directly broadcasts the
Data. Otherwise, 𝑁 looks for a matching in the PIT. If this is the
case, the Interest is discarded since there is an equal request pending.
Otherwise, the node includes the Interest in the PIT and issues a new
Interest broadcasting but delays the transmission of a defer time. If,
during the defer time, 𝑁 overhears the Data packet or the same Interest
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transmitted by another node, then it cancels its own transmission and
the related PIT entry.

To speed up the Interest dissemination, in [4], the computation
of the defer time for Interest transmissions depends on the distance
from the Interest sender. When broadcasting the Interest, each sender 𝑆
ncludes its Global Positioning System (GPS) coordinates. The receiving
ode calculates its distance from 𝑆 and sets a random defer time that is
nversely proportional to such distance. By doing so, the farthest node
rom the sender has higher transmission priority.

Interest rebroadcasting is used also as implicit acknowledgment for
he sender 𝑆. In case no rebroadcasting is overheard, then 𝑆 will
etransmit the packet up to 7 times before giving up.

Data packets follow the PIT entries back to the consumer(s) and they
an be potentially cached by any node in the content delivery path to
erve future requests.

. Literature overview

In NDN, the caching system is composed of two main parts: the
aching decision algorithm, which identifies the contents to be cached,
nd the replacement policy, which selects the contents to be replaced
hen the CS is full.

The default caching algorithm in VNDN is Cache Everything Every-
here (CEE), where every incoming Data is indiscriminately cached.
ackets are replaced according to the Least Recently Used (LRU) policy,
hich organizes the items in order of use and removes the one that has
ot been used for the longest amount of time.

The work in [22] compares, in a urban vehicular scenario, the CEE
olicy against No Caching, Random Caching and some notable coordi-
ated caching schemes like Leave Copy Down and Move Copy Down.
urprisingly, results show that, due to the dynamics of the scenario,
EE performances are comparable to those obtained with the other
chemes. Moreover, the authors show that, despite its simplicity, LRU
eplacement outperforms Least Frequently Used (LFU) and Random
eplacements.

To adapt the caching decision to the peculiarities of the broadcast
obile environment, multiple strategies have been proposed in the

iterature. For instance, mobility-aware caching approaches, such as the
nes in [11,23], leverage vehicular mobility prediction algorithms to
dentify the cachers (RSUs or vehicles) and the contents to be stored.
ther recent works, e.g., [24], apply deep learning models to formulate
ptimal caching strategies. These approaches, however, introduce a not
egligible complexity in the system and may require the exchange of
ultiple signaling messages. This can become an issue in real VNDN

mplementations, where caching operations must be performed on-line,
.e., during the forwarding process, and network conditions rapidly
hange due to the high mobility of vehicles.

To simplify and speed up the caching process, autonomous proba-
ilistic schemes have been proposed that consider, among other fea-
ures, the content popularity as crucial decision metric [9,25]. How-
ver, these approaches are designed for static information and do not
onsider the fact that many vehicular contents can be characterized
y an application-specific lifetime. For instance, the time validity of
oad traffic information (e.g., mean speed in a given road segment) or
arking lots availability information span a few seconds or minutes [26,
7].

To deal with transient contents, NDN defines in the Data packet
eader the so-called Freshness Period field, which can be set by the
roducer to indicate, in seconds, the lifetime of the generated content.

replacement policy that honors content freshness is also defined,
here Data packets are erased from the CS when their Freshness Pe-
iod, treated like a timeout, expires. Freshness-based replacement is
upported in addition to a standard replacement policy like LRU.
herefore, in principle, transient packets can be removed before their
3

ifetime expires.
In addition to popularity and lifetime, another crucial caching de-
ision metric for VNDN is the content availability that, as previously
ntroduced, allows to improve the caching diversity. Contents that are
stimated to be available and closer to the vehicle should be cached
ith lower probability, since it is likely that other caching vehicles will

eply with the requested contents to consumers. The three metrics have
een already considered in the caching literature, but their combined
ffect has not been discussed and evaluated in vehicular scenarios. In
he following, per each one of the considered metrics, we introduce
ome notable research works.

.1. Popularity-based solutions

A large body of literature considered content popularity to drive
he caching decision in wired and wireless information-centric net-
orks [9]. Indeed, by preferably caching more popular contents, it
as been shown that the cache hits at intermediate routers increase,
hus reducing the content retrieval delay, the load of requests arriving
o the original source and hence, reducing also the amount of traffic
rossing the network to reach the source and to carry Data back to the
onsumers.

A pioneering NDN autonomous caching scheme based on popularity
s Most Popular Contents (MPC) in [28]. It assumes that every NDN
ode maintains locally the number of received Interests for each con-
ent name, and stores the pair {Content Name; Popularity Count} into
Popularity Table. If the number of requests for a given content name

eaches locally a fixed popularity threshold, the content is marked as
opular and it is cached. To further improve the hitting rate and adapt
he caching threshold dynamically, a new strategy called Dynamic Fine-
rained Popularity-based Caching (D-FGPC) has been defined in [29].
-FGPC assumes that non-popular contents are stored if there is space

n the CS and it periodically adjusts the popularity threshold according
o the frequency of received Interests and the available cache capacity.
he threshold decreases when the cache capacity increases to allow
aching more data and quickly fill up the available memory. Vice versa,
he threshold increases when the number of distinct requests increases
o improve the filtering of the popular contents. The PopCache strategy
n [30], instead, implements a popularity-based decision according to
he position of the caching nodes in the network. The most popular
ontents are stored in the nodes closer to the consumers, thus guaran-
eeing that the majority of requests are served in very short time. The
npopular contents are cached in the rest of the nodes to reduce the
oad on the origin producer.

The work in [25] applies the popularity-based caching at the RSUs
o pre-fetch the highly requested contents and reduce the retrieval
elay for vehicles passing nearby. Vice versa, the work in [31] en-
bles popularity-based caching at vehicles in a hybrid autonomous/
oordinated way. When a vehicle becomes congested by the increasing
equests for a certain popular content, it explicitly asks the neighbors
or caching that content. This allows distributing the traffic load on
istinct nodes. In [32], instead, the strategy called WAVE leverages
newly defined caching bit in the Data packet header to guide the

istributed caching decision. When a node identifies a content as
opular, it sets the bit to recommend the caching operation to the
ownstream neighbor.

.2. Lifetime-based solutions

A pioneering work analyzing the feasibility of caching in presence
f transient contents is [33]. The authors focus on a static NDN network
nvironment and demonstrate that, even in presence of highly transient
ontents, caching can be extremely useful to improve the network
erformance. They also propose a caching strategy that takes decision
ccording to a cost function based on two contradictory parameters,
he freshness cost and the communication cost. The freshness cost is the
owest when the data is retrieved directly from the producer, while the
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communication cost is the highest in the same condition and reduces
when the data is fetched from the cachers closer to the consumer.
The impact of lifetime in the caching decision has been also studied
in static NDN IoT environments [34–36], where sensor nodes define a
caching probability that is proportional to the residual lifetime of the
Data packet. The higher the residual lifetime the higher the caching
probability. Conversely, in VNDN, the topic is still at its very infancy
and only a very few works dealing with this topic can be found in
the literature. A cache replacement strategy is defined in [13] that
considers the Freshness Period, in addition to content popularity and
istance between the content provider and the cacher, to select the
ackets to evict from the CS. A similar scheme, but for RSUs only, is
eployed in [14].

These works, however, apply the CEE algorithm and do not con-
ider the effects of lifetime in the caching decision process. In our
revious work [12], we designed a simple autonomous scheme called
reshness-Driven Caching (FDC), which caches with higher probability
he contents with longer residual lifetimes. Contents are classified into
wo categories, long- or short-lasting, and the distinction is done by set-
ing a dynamic threshold value, obtained as the exponential weighted
oving average (EWMA) of the lifetimes carried by the received Data
ackets. Long-lasting contents are cached with a probability equal to 1,
hile short-lasting contents are cached with a probability equal to the

atio between their lifetime and the threshold.

.3. Availability-based solutions

A pioneering caching proposal centered about the availability met-
ic is Hamlet, in [37]. It is designed for wireless ad hoc networks (not
ased on NDN) where only consumer nodes cache packets according
o the so-called content presence index, a parameter in the range [0, 1]

that is inversely proportional to the hop count distance to the content
providers. Value zero means that the content was not detected in an
observation window; while value one means that a one-hop far away
provider of that content has been sensed. In case multi-hop far away
providers are available, the index is between 0 and 1. Basically, the
lower the content presence index, the higher the caching probability.
The hop count distance is inferred when receiving the packets and it
is updated over time according to a weighted smoothing average. By
doing so, Hamlet improves the content diversity and allows to resolve
content requests by limiting the number of multi-hop transmissions,
which is crucial in a wireless broadcast network to reduce the content
retrieval latency and improve the overall network performance. In-
deed, although broadcast storm mitigation techniques can be enabled,
e.g., [6,38], packet redundancy and congestion cannot be completely
suppressed, due to vehicles’ mobility or hidden terminal phenomena.

Similarly to Hamlet, but focusing on a wired network environment,
the ProbCache strategy in [39] aims at maximizing the caching diver-
sity by defining a metric based on the hop count. ProbCache caches
contents probabilistically in order to fairly distribute the overall storage
space among the different data flows sharing (part of) the same path. It
tracks the number of hops that the packets travel, from the server to the
consumer, and uses this information to estimate the caching capability
of the path, under the assumption that all the on-path nodes have the
same amount of storage space. The caching probability is then com-
puted autonomously by each node by jointly considering the number of
hops traveled by the packets and the amount of traffic served per unit
time. Basically, the conceived probability is inversely proportional to
the distance from the consumer and the potential cacher: the higher the
closeness to the consumer the higher the chance of caching the packet.
Moreover, the probability reduces if the incoming traffic increases.
4

4. Our proposal

4.1. DANTE in a nutshell

In this paper, we propose DANTE, a probabilistic strategy imple-
mented in each vehicle that autonomously decides whether caching
contents according to a composite metric that estimates their popular-
ity, lifetime, and availability in the vehicular neighborhood.

In our design, the neighborhood of a target vehicle 𝑣 identifies the
network nodes (vehicles or RSUs) that can be reached by the packets
sent by 𝑣 through single-hop or multi-hop transmissions. Of course,
depending on the mobility of the nodes, the neighborhood of a vehicle
can largely vary over time. According to [4], to avoid the excessive
spreading of requests in VNDN, Interests have an hop count limit equal
to 5, consequently limiting also the hops traversed by Data packets.
Therefore, in this paper the neighborhood of 𝑣 covers the nodes that
are at most 5 hops far away.

The idea of DANTE builds upon the Hamlet proposal [37] and
advances it in the VNDN environment. In particular, we propose a
caching strategy revolving around the following main design principles:

• Caching with higher probability long-lasting popular con-
tents. DANTE uses the information about content lifetime and
popularity, captured by nodes according to the received NDN
packets, in order to privilege caching popular long-lasting contents,
which can likely serve more requests during their lifetime, and do
not waste precious caching resources. Jointly accounting for the
two parameters is a novelty compared to the literature that in-
stead either targeted popularity only, while being agnostic of the
content lifetime, or limited the usage of the lifetime information
in the replacement strategy.

• Caching with higher probability the contents which are less
available in the neighborhood. In order to limit the data redun-
dancy which could occur if all the nodes cache the same popular
contents, in DANTE, the nodes estimate the content availability
and the caching probability reduces as closer the content is. We
integrate and extend the concept of content presence index in the
caching scheme of the VNDN architecture where, unlike Hamlet,
both consumers and forwarders can perform caching operations
at the reception of Data packets.

• Caching with higher probability contents which are leaving
the neighborhood. Due to the dynamics of the vehicular envi-
ronment, which leads to varying network topology and volatile
connectivity, the content presence index, expressed only in terms
of number of hops as in [37], may not be sufficient to take
the caching decision. Indeed, vehicles may travel on the same
road, but in opposite directions, and have a very limited contact
opportunity between each other. Hence, DANTE also considers
the travel direction of the content providers to perform a wiser
caching decision. Each candidate cacher checks whether the con-
tent provider is expected to travel along the same direction or not,
and a higher caching probability is considered in the latter case.

• Per-packet autonomous caching decisions. Caching decisions,
applied on a per-packet basis as required by VNDN, are au-
tonomous and do not need any explicit coordination between
vehicles, which is difficult to maintain in dynamic networks.
Therefore, DANTE departures from the existing cooperative ap-
proaches, e.g., [40], where additional signaling is envisioned to
coordinate caching operations.

4.2. System model

We consider the reference VNDN architecture as graphically
sketched in Fig. 1.

Each VNDN node, either vehicle or RSU, runs the VNDN protocol
stack. The implemented forwarding strategy is the one described in
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Fig. 1. Reference scenario (dashed modules are the ones specifically conceived by DANTE).
Section 2 and briefly summarized here. Vehicles, acting as consumers,
broadcast Interest packets over an IEEE 802.11 access interface to
retrieve contents by name. Vehicles or RSUs receiving the requests
can act as providers or forwarders. To limit redundancy and collisions,
packets broadcasting is deferred, with Data having higher transmission
priority (i.e., lower defer times) than Interests [41], and overhearing
with suppression is applied. The conceived caching strategy is, how-
ever, independent from the implemented forwarding scheme and it can
work also with other approaches.

The same data structures foreseen in the legacy NDN, i.e., CS,
PIT, FIB, are kept by each VNDN node. In addition, each VNDN node
maintains the so-called DANTE Table that records the information
needed to the caching decision, as it will be clarified in the following.

We consider a catalog of transient vehicular contents as 𝐶 =
{𝑐1,… , 𝑐𝑘}, with each content 𝑐𝑘 composed of one or more Data packets
𝑑𝑐𝑘1 ,… , 𝑑𝑐𝑘𝑛 . Here, we focus on relatively high volatile contents whose
lifetime may span from a few seconds to a few minutes, like parking
lots availability [26] or real-time traffic information [27].

Each Data packet 𝑑𝑐𝑘𝑛 carries the Freshness Period (FP) set by the
original producer, as in the legacy NDN, and the following additional
fields that are used by the caching scheme (Fig. 2):

- Timestamp, 𝑇𝑆(𝑑𝑐𝑘𝑛 ), set by the original producer, which identifies
the time the transient packet has been originated, and allows to cal-
culate its residual lifetime. Time coordination is ensured by the fact
that all vehicles maintain strict synchronization with the Coordinated
Universal Time (UTC) that can be acquired from the Global Navigation
Support System (GNSS) [42].

- HopCount, 𝐻(𝑑𝑐𝑘𝑛 ), which is set equal to zero by the provider
(i.e., original producer or cacher) and increased of one unit, hop by
hop, at each receiver. We recall that, since the Interest hop count limit
is set to 5 [4], Data packets can cover at most 5 hops.

- KinematicsInfo, 𝐾(𝑑𝑐𝑘𝑛 ), which includes two kinematics information
(position, in terms of latitude and longitude coordinates, and driving
direction) of the provider carrying the content, as given by the on-board
positioning system.

4.3. The caching decision

As in the legacy NDN implementation, when receiving a Data packet
𝑑𝑐𝑘𝑛 , a vehicle, either a consumer or a forwarder, first checks its PIT.
If a name matching is found, the vehicle decides whether caching the
packet or not according to a caching probability, taking into account
three content attributes, namely lifetime index, availability index and
popularity index. The computation of the attributes is performed au-
tonomously at each node, by monitoring the received Interest and Data
5

packets. The resulting information is maintained in the DANTE Table,
which records, per each requested content name, the three indexes. The
DANTE Table can be reset on a trip basis.

If the PIT matching fails, the Data packet is unsolicited and it can
be discarded. However, the packet is still useful to the caching policy
to estimate the availability of that content in the neighborhood and its
freshness. Therefore, before discarding the packet, the vehicle accesses
the packet header and extracts the relevant information that is needed
to fill the DANTE Table.

In the following, we describe how the three indexes are calculated
and taken into account in the caching probability.

4.3.1. Lifetime index
This parameter reflects the transient nature of packet 𝑑𝑐𝑘𝑛 and allows

each potential cacher to determine if 𝑑𝑐𝑘𝑛 is long-lasting or short-lasting
with respect to the previously received packets.

Similarly to our proposal in [12], when a Data packet, 𝑑𝑐𝑘𝑛 , traverses
a node, the lifetime index, 𝐿(𝑑𝑐𝑘𝑛 ), is computed as:

𝐿(𝑑𝑐𝑘𝑛 ) = 𝑚𝑖𝑛
{

1,
𝑅𝐿(𝑑𝑐𝑘𝑛 )
𝑇ℎ𝐿

}

, (1)

where:

• 𝑅𝐿(𝑑𝑐𝑘𝑛 ) is the residual lifetime of 𝑑𝑐𝑘𝑛 , computed starting from the
fields carried by the packet itself, as follows:

𝑅𝐿(𝑑𝑐𝑘𝑛 ) = 𝐹𝑃 (𝑑𝑐𝑘𝑛 ) + 𝑇𝑆(𝑑𝑐𝑘𝑛 ) − 𝑡, (2)

where t is the time instant in which the vehicle receives the Data
packet.

• 𝑇ℎ𝐿 is the current value of the so-called lifetime threshold, which is
dynamically updated by each potential cacher at the reception of
each Data packet, independently from the outcome of the caching
decision, and tracks the average residual lifetime of the received
packets. More specifically, 𝑇ℎ𝐿 is obtained as EWMA of the RL
values of the previously received Data packets, as follows:

𝑇ℎ𝐿 = (1 − 𝛾)𝑇ℎ𝐿,𝑜𝑙𝑑 + 𝛾 ⋅ 𝑅𝐿(𝑑
𝑐𝑦
𝑥 ), (3)

where: (i) parameter 𝛾 ∈ (0, 1) is set to 0.125 to avoid large
fluctuations in the estimation and give more relevance to the
historical values in front of the instantaneous ones [12], (ii)
𝑇ℎ𝐿,𝑜𝑙𝑑 is the previous value of the lifetime threshold, (iii) 𝑅𝐿(𝑑𝑐𝑦𝑥 )
is the residual lifetime of the previously received Data packet.1

1 We use the subscripts 𝑥 and 𝑦 to indicate a generic previously received
Data packet 𝑑𝑐𝑦 , which may belong to a content, 𝑐 , different from 𝑐 .
𝑥 𝑦 𝑘
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Fig. 2. Structure of the overhauled NDN Data packet (fields with text in orange are those added by DANTE). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
Eq. (1) states that, if the residual lifetime of packet 𝑑𝑐𝑘𝑛 is larger
than the current lifetime threshold, then the packet is labeled as long-
lasting and the index is set to 1. Otherwise, the packet is labeled as
short-lasting and 𝐿(𝑑𝑐𝑘𝑛 ) is set to a value lower than 1.

After the caching decision is taken, regardless of its outcome, the
node updates the lifetime threshold with the new value 𝑅𝐿(𝑑𝑐𝑘𝑛 ). At the
reception of a subsequent Data packet, the novel value of the lifetime
threshold will be used for the caching decision.

4.3.2. Availability index
The content availability index, 𝐴𝑐𝑘 , accounts for the presence of con-

tent 𝑐𝑘 in the neighborhood of a vehicle. Being each content generally
composed of several Data packets, sometimes distributed and replicated
in different nodes, this attribute is a collection of the contributions from
the single packets, expressed in terms of hop count. More specifically, at
the reception of Data packet 𝑑𝑐𝑘𝑛 , the node checks the hop count 𝐻(𝑑𝑐𝑘𝑛 )
carried in the packet and computes the packet availability index as:

𝐴(𝑑𝑐𝑘𝑛 ) = 𝛿 1
𝐻(𝑑𝑐𝑘𝑛 )

. (4)

According to Eq. (4), the higher the hop count the lower the avail-
ability of the packet. In addition, each potential cacher, 𝑁 , weights the
hop count with the smoothing factor 𝛿 (with 𝛿 ∈ [0,1]), set according
to its driving direction compared to the one of the content provider, 𝑃
(as conveyed in the Data packet).

It should be set differently in the two following cases: (a) when 𝑃
and 𝑁 move in the same direction and (b) when 𝑃 and 𝑁 move in
divergent directions. In particular, we have:

𝛿 =
{

1 𝑖𝑓 𝑠𝑎𝑚𝑒 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛
0.75 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

(5)

More details about the specific setting of the parameter 𝛿 are
reported in Section 4.4.1.

Then, the node updates the content availability index 𝐴𝑐𝑘 according
to the following EWMA formula:

𝐴𝑐𝑘 = (1 − 𝛽)𝐴𝑐𝑘
𝑜𝑙𝑑 + 𝛽 ⋅ 𝐴(𝑑𝑐𝑘𝑛 ), (6)

with the smoothing factor 𝛽 ∈ (0, 1), set to 0.8 to better reflect the actual
content availability in the time-varying neighborhood and smooth out
past observations of the content availability index, which get quickly
outdated due to the volatility of vehicular topology. It is worth to
observe that the availability index is not used to infer network topology
or per-neighbor state information, as instead is done by several caching
strategies deployed in more static network environments, e.g., [39]. It
only serves to estimate if contents are available in the neighborhood
and how close to the vehicle.

4.3.3. Popularity index
Each node observes all the Interests passing through itself to esti-

mate the content popularity.
Given a content 𝑐𝑘, the popularity index for that content, 𝐹 𝑐𝑘 , is

defined as the ratio between the current number of received requests
for 𝑐𝑘, 𝑅𝑐𝑘 , and the maximum number of requests received for a content
of the catalog:

𝐹 𝑐𝑘 = 𝑅𝑐𝑘
𝑐 . (7)
6

𝑚𝑎𝑥∀𝑐𝑖∈𝐶 (𝑅 𝑖 )
Eq. (7) sorts contents according to their popularity as locally per-
ceived by each node: 𝐹 𝑐𝑘 = 1 if 𝑐𝑘 is the most requested content,
whereas it is lower than 1 for contents receiving a lower number of
requests.

4.3.4. Caching probability and replacement policy
A node (either a consumer or a potential forwarder) receiving a Data

packet 𝑑𝑐𝑘𝑛 , caches it with a probability 𝑝𝑐 (𝑑
𝑐𝑘
𝑛 ), which is calculated as

follows:

𝑝𝑐 (𝑑
𝑐𝑘
𝑛 ) =

[

1 − (1 − 𝐹 𝑐𝑘 ) ⋅ 𝐴𝑐𝑘
]

⋅ 𝐿(𝑑𝑐𝑘𝑛 ). (8)

Eq. (8) ensures that the caching probability gets smaller as the
lifetime index decreases. If the content is long-lasting, i.e., 𝐿(𝑑𝑐𝑘𝑛 ) = 1,
the caching probability depends only on the popularity and availabil-
ity indexes. In particular, popular contents that are also located (or
moving) far away from the potential cacher, i.e., when 𝐹 𝑐𝑘 → 1 and
𝐴𝑐𝑘 → 0, are cached with higher probability. Vice versa, the probability
reduces when the content popularity decreases and the availability
index increases. Only in presence of the most popular and long-last
content(s), i.e., 𝐹 𝑐𝑘 = 1 and 𝐿(𝑑𝑐𝑘𝑛 ) = 1, the caching probability is equal
to 1.

The conceived probability is simple on purpose because of the ob-
jectives of (i) ensuring a quick and low-overhead computation, (ii)
supporting a distributed and autonomous decision, without the need of
explicit coordination (and hence, signaling) between vehicles or per-
neighbor state information, (iii) enucleating how the metrics interact
and their specific individual and joint effects.

In summary, the caching probability lets vehicles cache with a lower
probability those contents which are estimated to be easily reachable
in their neighborhood, while the probability increases in the opposite
case. A direct consequence of this behavior is the improvement of the
caching diversity in the vehicular neighborhood of the VNDN nodes.
Contents are not cached redundantly and distinct ones can be stored
by distinct vehicles, implying that a content request can be more
likely satisfied nearby with no need to resort to the original source.
At the same time, DANTE well trades off between the popularity and
availability indexes, by guaranteeing that the availability of popular
contents in the network is not compromised.

When a node caches a Data packet 𝑑𝑐𝑘𝑛 in the CS, it sets a valid-
ity timeout equal to the residual lifetime 𝑅𝐿(𝑑𝑐𝑘𝑛 ). When the timeout
expires, 𝑑𝑐𝑘𝑛 is removed from the CS. We call this policy RL-based
eviction.

However, if a new packet is selected to be cached and the CS
is full, then an existing one must be replaced before it expires. In
DANTE, the RL-based eviction is integrated with the traditional LRU
replacement which, despite its simplicity, is highly effective even in
vehicular environments [22].

4.4. Early results

Before analyzing the performance of the proposal against selected
benchmark schemes under realistic vehicular settings, in the following
we report preliminary results aiming at (i) tuning the smoothing factor
𝛿 and (ii) disclosing how the combination of the three devised indexes
affects the caching probability.
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Fig. 3. Caching probability when varying the 𝛿 parameter, for different hop count (𝐻)
values (popularity index set to 0.25, long lasting content).

4.4.1. Tuning the 𝛿 parameter
The rationale behind the usage of the smoothing factor 𝛿 in Eq. (6) is

to specifically account for the fact that the number of hops information
must be complemented with further information in order to estimate
more precisely the availability of a given content in a time-varying
neighborhood. In particular, 𝛿 has the role of differently weighting
the availability index by considering the direction of movement of a
provider, 𝑃 , of a content packet with regard to a receiving/forwarding
node 𝑁 . Specifically, the 𝛿 setting should ensure that the following con-
ditions are met that take into account both the hop distance between
𝑃 and 𝑁 and their directions of movement:

• If 𝑃 and 𝑁 follow divergent directions, it is reasonable to expect
that the provider carrying the content is leaving the neighborhood
of 𝑁 , hence the related availability index should be scaled down,
so that the caching probability gets higher. We can summarize
such a requirement as follows:

𝛿 ∶ 𝑝𝑐 (𝑃 ←, 𝑁 →) > 𝑝𝑐 (𝑃 →, 𝑁 →), (9)

being the arrows indication of the moving directions of 𝑃 and 𝑁 .
This requirement translates in 𝛿 different than 1 if 𝑃 and 𝑁 move
in divergent directions.

• The availability index computed for the content carried by a
provider 𝑃𝑎 at a hop distance from node 𝑁 equal to ℎ𝑎 and moving
in divergent direction compared to 𝑁 should be always higher
than the availability index computed for the content carried by
a provider 𝑃𝑏 at a hop distance ℎ𝑏 = ℎ𝑎 + 1 and moving in
the same direction. Correspondingly, the caching probability for
the content carried by provider 𝑃𝑎 should be always lower than
the caching probability for the content carried by provider 𝑃𝑏.
This constraint can be formulated as follows, where 𝐻 is the hop
distance between the providers and 𝑁 :

𝛿 ∶ 𝑝𝑐 (𝑃𝑎 ←, 𝑁 →,𝐻 = ℎ𝑎) < 𝑝𝑐 (𝑃𝑏 →, 𝑁 →,𝐻 = ℎ𝑎 + 1). (10)

To justify the specific setting of 𝛿, we report in Fig. 3 the caching
robability computed as in Eq. (8), as a function of 𝛿 for hop distance
alues, 𝐻 , from 1 to 5, as typically considered in VNDN environments.
olid lines refer to the case when 𝑃 and 𝑁 move in divergent directions,
ashed lines to the case of nodes moving in the same direction. Results
how that setting 𝛿 in the range [0.75, 1) ensures that the afore-
entioned second condition is met for all values of the hop distance
7

.

For instance, let us consider the blue solid line corresponding to
the caching probability for the case in which the provider 𝑃𝑎 and the
receiving node 𝑁 move in opposite directions and the hop count 𝐻
is equal to 3. For values of 𝛿 lower than 0.75, this curve is always
above the green dashed curve corresponding to a provider 𝑃𝑏 with
an hop count 𝐻 equal to 4 and moving in the same direction as 𝑁 .
The same holds for all the other hop count values. This is not the
desired behavior. Values of 𝛿 in the range [0.75,1) are only acceptable
to satisfy the requirement in Eq. (10) above. Therefore, among values
in the restricted range [0.75,1) we opt for the lower bound of the range,
i.e., 0.75 and used this value in the conducted simulations.

4.4.2. Understanding the caching probability
To figure out how the three conceived indexes affect the caching

probability, we performed a preliminary simulation campaign in Mat-
lab, when considering contents requested according to a Zipf-based
popularity distribution [43].

Fig. 4 reports the caching probability when vehicles move in the
same direction and the availability index is set to different values aimed
to reflect an hop count ranging from 1 to 5 (as shown in the plots). The
lifetime index is varied to account for a content lifetime in the range [0–
150] s, while the popularity index is in the range [0–1]. Two different
settings are considered for the Zipf’s skewness parameter 𝛼, i.e., 0.4 and
.

It can be clearly observed that the farther the content (the greater
he hop count of a received packet), the higher the caching probability.
his is even more true as the residual lifetime of the content increases.
or contents which are, instead, available in the one-hop neighborhood
he caching probability is close to zero, regardless of the content
ifetime.

Since Zipf-distributed content requests are assumed, for 𝛼 equal to
, the popularity index results very low with the exception of a few
ontents, which are the most requested ones. In particular, there are a
ew very highly requested contents (a few caching probability points
re shown corresponding to high popularity index values), whereas
ther contents receive less requests (caching probability points are con-
entrated in correspondence with low popularity index values). With
passing from 1 to 0.4, the caching probability points are reported

panning different popularity index values. In other words, the number
f requests is more uniformly distributed. Moreover, the number of
oints increases because a higher number of distinct contents from the
atalog is requested.

For contents with a residual lifetime longer than the average, the
umber of hops from the content provider, as expressed by the con-
ent availability index, is the parameter mainly affecting the caching
robability.

The previous statements hold when the content provider and the
andidate cacher move in the same direction. If it is not the case, the
aching probability gets higher as shown in Fig. 5.

Fig. 6, instead, reports the caching probability for different settings
f availability and popularity indexes, when considering only long-
asting contents. It can be clearly observed that the caching probability
s equal to one in presence of the most popular content(s) and reduces
hen the popularity index decreases or the availability index increases.

Hence, the achieved trends confirm the capability of the conceived
aching probability to target the objectives of the designed caching
olicy.

. Performance evaluation

.1. Simulation settings and tools

Extensive simulations have been conducted in ndnSIM, the official
DN simulator [18]. We properly overhauled the simulator to imple-
ent the proposal and the considered benchmark schemes. We consider

wo distinct vehicular scenarios, where vehicles move according to the
imulation of Urban MObility (SUMO) model [44].
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Fig. 4. Caching probability for different values of lifetime, popularity and availability
indexes (Zipf distribution, |𝐶| = 106, 20 000 content requests, content lifetime exponen-
tially distributed with mean 𝜇 = 50 s), when the content is provided by a node following
the same direction as the receiving node for different 𝛼 settings. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)

• The first one is a Manhattan grid of size 1 km2 with 2 lanes per
direction, where 100 vehicles move at speeds ranging between 10
and 20 km/h. An RSU deployed in the middle of the topology is
the only original producer of contents.

• As a second scenario we consider a 4 km-long highway road
segment, where 100 vehicles move at a maximum speed of 90
km/h. One RSU deployed along the highway, in the middle of
the topology, is the only original content producer.

Vehicles and RSUs implement IEEE 802.11p as access layer technol-
ogy and interact through the broadcast transmissions of Interest/Data
packets according to the VNDN [4] forwarding strategy, described in
Section 2.

We consider the Freshness Period of contents uniformly varying
in the range [10 − 200] s to match a vehicular data traffic pattern
with heterogeneous transient contents. These latter exhibit different
lifetimes to reflect the temporal scope of different application types,
ranging from traffic assistance to infotainment [15,26,27].
8

Fig. 5. Caching probability for different values of lifetime, popularity and availability
indexes (Zipf distribution, |𝐶| = 106, 20 000 content requests, content lifetime expo-
nentially distributed with mean 𝜇 = 50 s), when the content is provided by a node
following a divergent direction compared to the receiving node, for different 𝛼 settings.
(For interpretation of the references to color in this figure legend, the reader is referred
to the web version of this article.)

A variable number of vehicles, ranging from 20 to 80, request con-
tents according to the Zipf popularity distribution [43], with skewness
parameter 𝛼 = 1. At the beginning of the simulation, the CSs of vehicles
are empty but, after receiving and caching Data packets, they can act
as providers, in their turn.

The main simulation settings are reported in Table 1.

5.2. Benchmark schemes and metrics

We compare the proposed scheme against three distinct autonomous
benchmark schemes: (i) CEE, which represents the legacy caching strat-
egy implemented in NDN, (ii) the Freshness-Driven Caching (FDC) [12],
which implements freshness-aware decisions but it is oblivious of the
content popularity and availability, (iii) a baseline popularity-based
caching scheme [9], labeled as POP in the following, which uses the
popularity as decision metric but it is not aware of the content freshness
and availability, (iv) the topology-based ProbCache scheme [39], which
is oblivious of popularity and lifetime information but, similarly to our
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Fig. 6. Caching probability for different values of the content popularity index and
vailability index (Zipf distribution, 𝛼 = 1, |𝐶| = 104, 200 content requests, long-lasting
ontent).

ork, it improves the caching diversity by considering the number of
ops that the packets travel from the data source to the consumer.

While FDC aims at caching the long-lasting contents, POP aims at
aching the most popular ones and ProbCache aims at diversifying the
ontents cached by on-path nodes.

For the sake of evaluation, the following metrics have been derived:

• Cache hits: it is computed as the ratio, in percentage, between the
received Interests satisfied by the local CS and the total number
of received Interests.

• Content retrieval delay: it is computed as the average time for
retrieving a content.

• Number of hops: it is computed as the average number of hops
traveled by the Interest packets for retrieving the requested con-
tent since the first Interest is issued.
9

Table 1
Main simulation settings.

Parameter Value

Content catalog size 10 000 contents
Content size 100 Data packets
Data packet size 1000 bytes
Content popularity Zipf-distributed with 𝛼 = 1
Content lifetime Uniformly distributed in [10 − 200] s
Propagation Nakagami fading
Scenario Urban topology (1 km2 grid)

Highway topology (4 km-long road segment)
Number of vehicles 100
Number of consumers 20–80
Number of producers 1 RSU
Caching capacity 5% of the content catalog

• Number of Interest packets: it captures the total number of Inter-
est packets broadcasted by vehicles in the simulation.

• Interest retransmissions ratio: it is the average number of Inter-
ests retransmitted by consumers normalized over the expected
number of Interests needed to retrieve the overall content.

• Number of CS replacements: it indicates the number of replace-
ment events in the CS of the simulated vehicles.

The first three metrics measure the effectiveness of the compared
protocols, whereas the others allow to figure out their efficiency. In
addition, it is worth to observe that higher cache hits translate into
a reduction of the requests arriving at the original producer (the
RSU in our scenarios). Moreover, a reduction in the hop number and
retrieval delay implies that more distinct contents are available closer
to the consumers. Therefore, these metrics also reflect the ability of
the caching strategy to improve the caching diversity and, in turn, to
reduce the caching redundancy.

Results are averaged over ten independent runs and reported with
95% confidence intervals.

5.3. Results

5.3.1. Urban scenario
Results in Figs. 7 and 8 refer to the urban scenario.
Fig. 7. Effectiveness metrics in the Manhattan scenario, when varying the number of consumers.
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Fig. 8. Efficiency metrics in the Manhattan scenario, when varying the number of consumers.
It can be clearly observed that, as expected, the CEE scheme exhibits
the poorest performance for all the considered metrics. By allowing
all packets to be cached indiscriminately, the strategy tends to host
homogeneous contents in the CSs of neighbor vehicles. This translates
in the highest content retrieval delay (see Fig. 7(a)), the lowest cache
hit ratio (see Fig. 7(b)) and the highest number of hops (see Fig. 7(c)).
CEE is also the least efficient scheme in terms of network resources
usage. It generates the highest load of Interest packets. This is espe-
cially true as the number of consumers increases, confirming its poor
scalability, Fig. 8(a). Moreover, it triggers a significantly higher number
of retransmissions compared to the other schemes, under all settings,
Fig. 8(b). The simplicity of the strategy is also paid in terms of the
highest number of cached content replacements (see Fig. 8(c)), since it
always happens that, when a new Data packet arrives and the CS of the
vehicle is full, a replacement operation must be performed.

Similarly to CEE, also ProbCache performs poorly compared to the
other schemes. Indeed, ProbCache implements topology-based deci-
sions that depend on the forwarding path and are oblivious of lifetime
and popularity information. The mechanism works well in static wired
topologies with non-transient contents, where the routers can properly
multiplex their storage space between competitive flows. Conversely,
in VNDN, forwarding paths are highly dynamic and Data packets may
travel across different vehicles depending on their ephemeral ad hoc
connections. Therefore, it is difficult for a vehicle to take the right
decisions with the ProbCache policy.

For lower number of consumers, the other two probabilistic-based
benchmark schemes exhibit similar performance, although for different
reasons. Indeed, FDC caches long-lasting contents with higher probabil-
ity, while POP privileges the most popular ones. In both cases, however,
the selective decision improves the performance compared to CEE and
ProbCache. As the number of consumers increases, the POP strategy
outperforms FDC, by experiencing a shorter delay, a higher cache hit
ratio and a lower number of hops (see, respectively, Figs. 7(a)–7(c)).
Such trends are due to the fact that under the simulated settings, due
to the Zipf distribution, a higher number of requests, from different
consumers, concentrate on the same few contents, the most popular
ones. Hence, such a strategy achieves better performance by prioritizing
10

the caching of popular contents.
Fig. 9. Content completion ratio in the highway scenario, when varying the number
of consumers.

The proposed DANTE outperforms the benchmark schemes under
all the considered settings. This achievement confirms that accounting
for the content popularity, availability and lifetime allows to take
more judicious content caching decisions. By improving the caching
diversity, with DANTE, it is more likely to find a requested content
in the CS of a neighbor vehicle and, hence, to retrieve it with a
shorter latency, with no need to contact the original producer. Such
improvements also translate in less wastage of network resources for
transmitting Interest packets.

5.3.2. Highway scenario
The highway scenario encompasses a wider topology and more

dynamic connectivity conditions than the urban one: vehicles can ex-
perience longer disconnection periods or not stable contacts and some
of them could not be able to complete the content retrieval within the
simulation time (400s). Therefore, in addition to the previous metrics,
we compute the Content Completion Ratio, which identifies the average
portion of vehicles that are able to complete the content retrieval
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Fig. 10. Effectiveness metrics in the highway scenario, when varying the number of consumers.
Fig. 11. Efficiency metrics in the highway scenario, when varying the number of consumers.
within the simulation time. Fig. 9 shows that DANTE, compared to
the benchmark schemes, allows to a larger set of vehicles (between
85%–90%) to complete the content retrieval, thus demonstrating how
crucial can be the role of a wiser caching strategy in highly dynamic
vehicular environments. Moreover, performance also better scales with
the number of consumers compared to the benchmark schemes.

Figs. 10 and 11 show, respectively, the effectiveness and efficiency
metrics for the considered schemes, when varying the number of con-
sumers. The same trends observed for the urban scenario hold here,
with DANTE outperforming the benchmark schemes under all the
considered settings.
11
Compared to the urban scenario, a higher delay for all the consid-
ered schemes can be observed in Fig. 10(a). It is mainly due to the fact
that, when vehicles start to retrieve a content, there are no guarantees
that a stable path towards a provider exists. Similarly, the hop count is
lower than the one observed in the previous case: it is around 1.6 − 2.8
in the urban scenario, while it is in the range 1.4−1.7 in Fig. 10(c). This
is due to the fact that it is difficult to maintain multi-hop connectivity
in a highway scenario and the content retrieval occurs when the vehicle
is closer to a provider.

Moreover, vehicles are scattered in a wider topology and there are

less opportunities for packet collisions. This is why the number of
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Table 2
Overhead analysis: DANTE Vs. benchmark schemes.

Strategy Additional Overhead per Additional Tables
fields (size) Data packet (footprint)

CEE – – –
ProbCache HopCount (2 bytes) 0.18% –
FDC Timestamp (4 bytes) 0.35% –
POP – – Popularity Table (480 kB)
DANTE Timestamp (4 bytes) 2.6% DANTE Table (640 kB)

HopCount (2 bytes)
KinematicsInfo (24 bytes)

Interest packets, retransmissions and cache replacements in Fig. 11 are
generally lower than the ones observed in the urban scenario.

5.4. Overhead assessment

Table 2 summarizes the main differences between the compared
schemes in terms of incurred overhead. DANTE entails three additional
fields to be carried in Data packets. Such fields incur an additional
overhead per Data packet. In particular, by assuming a legacy VNDN
header with an average content name length of 40 bytes and a 4 bytes-
long signature [45,46], the additional overhead is around 2.6%. It is
worth observing that nonetheless such small additional overhead per
Data packet, in DANTE the number of exchanged Interest packets is
significantly reduced compared to the CEE scheme and also smaller
than the one experienced by other lighter benchmark solutions. Hence,
overall, DANTE is more efficient than the compared schemes in terms
of exchanged bytes in the network.

Moreover, DANTE leverages a table tracing, per each requested con-
tent, the envisioned indexes, which represent, in a cumulative fashion,
its popularity, availability and transient nature.

A rough estimation of the DANTE Table storage footprint is pro-
vided, for a content catalog size |𝐶| = 104 and a content name length
et to 40 bytes [45,46], when considering three additional 8 bytes-long
ields for the three envisioned indexes. The resulting storage footprint
f 640 kB is quite negligible, especially for vehicular devices. Moreover,
uch an estimation is an upper bound, since it considers the whole
atalog, whereas only requested contents are tracked in practice. Vice
ersa, CEE and FDC do not maintain any per-content information, while
robCache leverages only the hop count information. POP only traces
he content popularity in a popularity table [28] and the estimated
verhead is around 480 kbytes for the same settings as before.

. Conclusions

In this paper we presented DANTE, a novel caching strategy specifi-
ally designed for VNDN that privileges caching popular contents with
longer lifetime, not available in the neighborhood. Such a choice

s meant to better use the storage space and limit the number of
acket replacements forced by the content lifetime expiration, while
mproving content diversity.

The proposal is shown to outperform three representative bench-
ark solutions in two different vehicular scenarios. DANTE succeeds

n reducing the content retrieval delay, thanks to the higher cache hit,
s well as the number of exchanged Interests. Such improvements are
chieved at the expenses of a few additional bytes per packet and of
eeping an additional light data structure.

As a future work, we plan to consider a more sophisticated estima-
ion of the availability index, by letting a potential cacher dynamically
et 𝛿 as a function of the residual contact time with the provider from
hich the content is received.

Moreover, the investigation of the benefits of DANTE in a vehicular
loud scenario supporting both caching and computing services will be
12

further research direction.
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