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Abstract: We consider parametric Dirichlet problems driven by the sum of a Laplacian and a nonhomogeneous differential operator ( $(a, 2)$-type equation) and with a reaction term which exhibits arbitrary polynomial growth and a nonlinear dependence on the parameter. We prove the existence of three distinct nontrivial smooth solutions for small values of the parameter, providing sign information for them: one is positive, one is negative and the third one is nodal.
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## 1 Introduction

In this paper we study the following Dirichlet problem

$$
\left\{\begin{array}{l}
-\operatorname{div} a(\nabla u)-\Delta u=f_{\lambda}(x, u) \quad \text { in } \Omega \\
\left.u\right|_{\partial \Omega}=0,
\end{array}\right.
$$

where $\Omega \subseteq \mathbb{R}^{N}$ is a bounded domain with a $C^{2, \alpha}$ boundary $\partial \Omega, 0<\alpha \leq 1$, $-\operatorname{div}(a(\nabla u))$ is a nonhomogeneous operator with $a: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ continuous, strictly monotone satisfying certain regularity conditions which are listed in hypotheses $H(a)$ below and $f_{\lambda}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function (i.e., for all $x \in \mathbb{R}, \lambda>0, x \rightarrow f_{\lambda}(x, s)$ is measurable and for almost all $x \in \Omega, \lambda>0$, $s \rightarrow f_{\lambda}(x, s)$ is continuous) involving a positive parameter $\lambda$.

The operator $-\operatorname{div}(a(\nabla u))$ generalizes the $p$-Laplacian operator to a possibly nonhomogeneous setting. The sum $-\operatorname{div} a(\nabla u)-\Delta u$ forms the so called ( $a, 2$ )type operator and generalizes in a natural way the ( $p, 2$ )-operator, which arises in problems of mathematical physics: see [3] (quantum physics), [35] (double phase problems in elasticity theory), [6], [33] (plasma physics). Some recent results on

[^0]existence and multiplicity of solutions for $(p, 2)$-equations are obtained in [1], [7], [16], [23], [24], [25], [26], [30], [31], [34]. In our setting, the ( $p, 2$ )-Laplacian is a particular case of the ( $a, 2$ )-operator provided that $2<p<+\infty$, see Examples 2.4 (a). However, the main difference between these two operators is located in the "nonlinear part", that is, the operator $a(\cdot)$ may be nonhomogeneous (the novelty here is given by $H(a)(i)$ ), on the contrary of the $p$-Laplacian, may be nonomogeneous. A meaningful example of nonhomogeneous operator is the ( $p, q$ )-Laplacian, see Example 2.4 (b). Moreover, Examples 2.4 (c) and (d) involve nonlinear nonhomogeneous differential operators that cannot be reduced to a $p$-Laplacian type operator.

The aim of this paper is to establish the existence of at least three nontrivial solutions for problem $\left(P_{f, \lambda}\right)$ under a suitable sublinear conditions at zero on the reaction term $f_{\lambda}$ and without assuming any asymptotic condition at infinity (Theorem 3.3). Hence, a global supercritical growth on $f_{\lambda}$ is also allowed (Theorem 3.1) and, as it is well known, this is not a standard situation. Indeed, a critical and/or a supercritical growth condition at infinity produce, for instance, a lack of compactness which makes more difficult the application of the classical tools of nonlinear analysis. Here, by the way of a suitable combination of sub-super solutions and truncation techniques, we adopt the direct methods in calculus of variations, in conjunction with Lieberman's regularity results [21], the strong maximum principle and the boundary point Lemma of Pucci-Serrin (Theorems 2.8, 2.9), to obtain the existence of at least one strictly positive and one strictly negative solution, see Theorem 3.1 and the preparatory Lemmas 2.6 and 2.10. In particular, adapting a reasoning of [16], we exploit the strong regularity property of the solutions of the Laplace equation to construct suitable sub-super solutions for problem $\left(P_{f, \lambda}\right)$. However, here the conditions at zero on the reaction term are slightly more general (Lemma 2.11).

At the best of our knowledge, there are not other papers dealing with $(a, 2)$ operators and the result concerning the existence of a third nodal solution (Theorem 4.1) seems to be new also for a $(p, 2)$-equation.

Finally, in comparison with the above mentioned papers and the references therein, see also [17], [19] and [27], the main differences that one could point out consist in:
(I) a more specific assumption on $\partial \Omega$;
(II) the particular and new structure of the ( $a, 2$ )-operator;
(III) suitable conditions on the reaction term, so that $f_{\lambda}(x, \cdot)$ can assume both linear (see $H(f)(i i)$ ) or sublinear (see $\left.H(f)(i i)^{\prime}\right)$ behaviour near at zero;
(IV) $f_{\lambda}(x, \cdot)$ does not satisfies any particular asymptotic condition at infinity.

## 2 Mathematical background and preliminary lemmas

In the study of problem $\left(P_{f, \lambda}\right)$ in addition to the Sobolev space $W_{0}^{1, p}(\Omega)$ equipped with the norm

$$
\|u\|=\|\nabla u\|_{p}, \quad \forall u \in W_{0}^{1, p}(\Omega)
$$

we will also use the ordered Banach space

$$
C_{0}^{1}(\bar{\Omega})=\left\{u \in C^{1}(\bar{\Omega}):\left.u\right|_{\partial \Omega}=0\right\}
$$

whose positive cone is given by

$$
\left(C_{0}^{1}(\Omega)\right)_{+}=\left\{u \in C_{0}^{1}(\bar{\Omega}): u(x) \geqslant 0 \text { for all } x \in \bar{\Omega}\right\} .
$$

This cone has a nonempty interior, given by
$D_{+}=\left\{u \in\left(C_{0}^{1}(\Omega)\right)_{+}: u(x)>0\right.$ for all $x \in \Omega, \frac{\partial u}{\partial n}(x)<0$ for all $\left.x \in \partial \Omega\right\}$.
Here $n(\cdot)$ denotes the outward unit normal on $\partial \Omega$.
Next, we introduce the conditions on the function $a(\cdot)$ involved in the definition of the differential operator. So, let $\eta \in C^{1}(0,+\infty)$ be a function satisfying

$$
\begin{align*}
& 0<\widehat{c} \leqslant \frac{t \eta^{\prime}(t)}{\eta(t)} \leqslant c_{0} \quad \forall t>0  \tag{2.1}\\
& c_{1} t^{p-1} \leqslant \eta(t) \leqslant c_{2}\left(1+t^{p-1}\right) \quad \forall t>0 \tag{2.2}
\end{align*}
$$

with $\widehat{c}, c_{0}, c_{1}, c_{2}>0$ and $p>2$, see Remark 2.1. Denote with $|y|$ the euclidian norm of $y \in \mathbb{R}^{N}$. The hypotheses on the function $a(\cdot)$ are the following:
$H(a): a(y)=a_{0}(|y|) y$ for all $y \in \mathbb{R}^{N}$, with $a_{0}(t)>0$ for all $t>0$ and
(i) $a_{0} \in C^{1}(0,+\infty)$, the function $t \longmapsto t a_{0}(t)$ is strictly increasing,

$$
\lim _{t \searrow 0} \frac{t a_{0}^{\prime}(t)}{a_{0}(t)}=A_{0} \in \mathbb{R},
$$

and there exist two constants $\varrho_{1}, \varrho_{2} \in(0,1)$ such that

$$
\begin{equation*}
\lim _{t \searrow 0} t^{\varrho_{1}} a_{0}^{\prime}(t)=0 \quad \text { and } \quad \lim _{t \searrow 0} \frac{a_{0}(t)}{t^{\varrho_{2}}}=0 \tag{2.3}
\end{equation*}
$$

(ii) there exists $c_{3}>0$, such that

$$
|\nabla a(y)| \leqslant c_{3} \frac{\eta(|y|)}{|y|} \quad \forall y \in \mathbb{R}^{N} \backslash\{0\}
$$

(iii) we have

$$
(\nabla a(y) \xi, \xi)_{\mathbb{R}^{N}} \geqslant \frac{\eta(|y|)}{|y|}\|\xi\|^{2} \quad \forall y \in \mathbb{R}^{N} \backslash\{0\}, \xi \in \mathbb{R}^{N}
$$

(iv) if $G_{0}(t)=\int_{0}^{t} s a_{0}(s) d s$ for all $t>0$, then there exist $\tau \in(1, p]$ and $\sigma \in(0,+\infty)$ such that

$$
\lim _{t \searrow 0} \frac{\tau G_{0}(t)}{t^{\tau}}=\sigma
$$

Remark 2.1. Assumptions $H(a)$ force to have $2<\tau \leq p$. Indeed, from the second limit in (2.3) it follows that

$$
\begin{equation*}
a_{0}(t) \longrightarrow 0 \text { as } t \longrightarrow 0, \tag{2.4}
\end{equation*}
$$

and, if it was $1<\tau \leq 2$, by the L'Hôpital's rule one would have

$$
\sigma=\lim _{t \searrow 0} \frac{\tau G_{0}(t)}{t^{\tau}}=\lim _{t \searrow 0} \frac{a_{0}(t)}{t^{\tau-2}}=0
$$

in contradiction with $H(a)(i v)$.
Remark 2.2. It is clear from the above hypotheses that the primitive $G_{0}(\cdot)$ is strictly convex and strictly increasing. If we set

$$
G(y)=G_{0}(|y|) \quad \forall y \in \mathbb{R}^{N},
$$

then $G(\cdot)$ is convex and

$$
\nabla G(y)=G_{0}^{\prime}(|y|) \frac{y}{|y|}=a_{0}(|y|) y=a(y) \quad \forall y \in \mathbb{R}^{N} \backslash\{0\}
$$

Therefore $G(\cdot)$ is the primitive of $a(\cdot)$.
The above hypotheses on $a(\cdot)$ lead to the following lemma summarizing the main properties of the function $a(\cdot)$ (see [18, Lemma 3.2 and Corollary 3.3]).

Lemma 2.3. If hypotheses $H(a)(i)-(i i i)$ hold, then
(a) the function $y \longmapsto a(y)$ is maximal monotone and strictly monotone;
(b) there exists $c_{4}>0$, such that

$$
|a(y)| \leqslant c_{4}\left(1+|y|^{p-1}\right) \quad \forall y \in \mathbb{R}^{N}
$$

(c) we have

$$
(a(y), y)_{\mathbb{R}^{N}} \geqslant \frac{c_{1}}{p-1}|y|^{p} \quad \forall y \in \mathbb{R}^{N}
$$

(d) there exists $c_{5}>0$, such that

$$
\frac{c_{1}}{p(p-1)}|y|^{p} \leqslant G(y) \leqslant c_{5}\left(1+|y|^{p}\right) \quad \forall y \in \mathbb{R}^{N}
$$

Next we present some examples of maps $a(\cdot)$ which satisfy hypotheses $H(a)$ above. These examples illustrate the generality of our conditions on $a(\cdot)$.

Example 2.4. The following maps $y \longmapsto a(y)$ satisfy hypotheses $H(a)$.
(a) $a(y)=|y|^{p-2} y$ with $2<p<+\infty$. This map corresponds to the $p$-Laplacian differential operator defined by

$$
\Delta_{p} u=\operatorname{div}\left(|\nabla u|^{p-2} \nabla u\right) \quad \forall u \in W^{1, p}(\Omega)
$$

Note that hypothesis $H(a)(i)$ holds with $\varrho_{1} \in(\max \{0,3-p\}, 1)$ and $\varrho_{2} \in$ $(0, \min \{p-2,1\})$.
(b) $a(y)=|y|^{p-2} y+|y|^{q-2} y$ with $2<q<p<+\infty$. This map corresponds to the $(p, q)$-Laplace differential operator defined by

$$
\Delta_{p} u+\Delta_{q} u \quad \forall u \in W^{1, p}(\Omega) .
$$

Note that hypothesis $H(a)(i)$ holds with $\varrho_{1} \in(\max \{0,3-q\}, 1)$ and $\varrho_{2} \in$ $(0, \min \{q-2,1\})$.
(c) $a(y)=\left(1+|y|^{2}\right)^{\frac{p-2}{2}} y-y$ with $4 \leq p<+\infty$. This map corresponds to the generalized $p$-mean curvature differential operator plus the Laplace operator defined by

$$
\operatorname{div}\left(\left(1+|\nabla u|^{2}\right)^{\frac{p-2}{2}} \nabla u\right)-\Delta u \quad \forall u \in W_{0}^{1, p}(\Omega)
$$

Hypothesis $H(a)(i)$ holds with any $\varrho_{1}, \varrho_{2} \in(0,1)$ and with

$$
\lim _{t \searrow 0} \frac{t a_{0}^{\prime}(t)}{a_{0}(t)}=2
$$

(d) $a(y)=|y|^{p-2} y+\frac{|y|^{p-2} y}{1+|y|^{p}}$ with $2<p<+\infty$. This map corresponds to the following differential operator

$$
\Delta_{p} u+\operatorname{div}\left(\frac{|\nabla u|^{p-2} \nabla u}{1+|\nabla u|^{p}}\right) \quad \forall u \in W_{0}^{1, p}(\Omega),
$$

which arises in problem of plasticity. Also here hypothesis $H(a)(i)$ holds with $\varrho_{1} \in(\max \{0,3-p\}, 1)$ and $\varrho_{2} \in(0, \min \{p-2,1\})$.

Let $A: W_{0}^{1, p}(\Omega) \longrightarrow W^{-1, p^{\prime}}(\Omega)=W_{0}^{1, p}(\Omega)^{*}\left(\right.$ with $\left.\frac{1}{p}+\frac{1}{p^{\prime}}=1\right)$ be the nonlinear function defined by

$$
A(u)=-\operatorname{div} a(\nabla u), \quad \forall u \in W_{0}^{1, p}(\Omega)
$$

that is

$$
\langle A(u), y\rangle=\int_{\Omega}(a(\nabla u), \nabla y)_{\mathbb{R}^{N}} d x, \quad \forall u, y \in W_{0}^{1, p}(\Omega) .
$$

We have the following properties of $A$ (see [11, p. 746]).

Proposition 2.5. If hypotheses $H(a)(i)-(i i i)$ hold, then $A: W_{0}^{1, p}(\Omega) \longrightarrow$ $W^{-1, p^{\prime}}(\Omega)$ is bounded (maps bounded sets to bounded ones), continuous, strictly monotone (hence maximal monotone) and of type $(S)_{+}$, i.e., if $u_{n} \longrightarrow u$ weakly in $W_{0}^{1, p}(\Omega)$ and

$$
\limsup _{n \rightarrow+\infty}\left\langle A\left(u_{n}\right), u_{n}-u\right\rangle \leqslant 0
$$

then $u_{n} \longrightarrow u$ in $W_{0}^{1, p}(\Omega)$.
Now, we recall some basic definitions and results concerning the following Dirichlet problem

$$
\left\{\begin{array}{l}
-\operatorname{div} a(\nabla u)-\Delta u=\widehat{f}(x, u), \quad \text { in } \Omega,  \tag{f}\\
\left.u\right|_{\partial \Omega}=0,
\end{array}\right.
$$

where $a \in C^{1}(0,+\infty)$ is a function satisfying hypotheses $H(a)$ and $\widehat{f}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a function with subcritical growth, namely it satisfies the following hypotheses: $\underline{H(\widehat{f}):} \widehat{f}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is a Carathéodory function such that
(i) there exist $\alpha \in L^{\infty}(\Omega)_{+}, c>0$ and $1 \leqslant r<p^{*}$, s.t.

$$
|\widehat{f}(x, s)| \leqslant \alpha(x)+c|s|^{r-1}, \quad \text { for a.a. } x \in \Omega \text { and all } s \in \mathbb{R}
$$

where $p^{*}=\frac{p N}{N-p}$, if $p<N$ and $p^{*}=+\infty$, if $p \geqslant N$.
(ii) $\widehat{f}(x, 0)=0$ for almost all $x \in \Omega$,

We recall that the Nemytskij map corresponding to a measurable function $\widehat{f}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ is indicated as

$$
N_{\widehat{f}}(u)(\cdot)=\widehat{f}(\cdot, u(\cdot)), \quad \text { for all } u \in W_{0}^{1, p}(\Omega)
$$

Set

$$
\widehat{F}(x, s)=\int_{0}^{s} \widehat{f}(x, t) d t, \quad \text { for all }(x, s) \in \Omega \times \mathbb{R}
$$

It is well-known that the critical points of the $C^{1}$-functional

$$
I(u)=\int_{\Omega} G(\nabla u(x)) d x+\frac{1}{2}\|\nabla u\|_{2}^{2}-\int_{\Omega} \widehat{F}(x, u(x)) d x \quad \forall u \in W_{0}^{1, p}(\Omega)
$$

are the weak solutions of problem $\left(P_{\widehat{f}}\right)$, i.e., $u \in W_{0}^{1, p}(\Omega)$ is a weak solution of problem $\left(P_{\widehat{f}}\right)$ if

$$
A(u)-\Delta u=N_{\widehat{f}}(u), \quad \text { in } W^{-1, p^{\prime}}(\Omega)
$$

We say that $u \in W^{1, p}(\Omega)$ is a super (sub) solution of problem $\left(P_{\widehat{f}}\right)$ if $u_{\mid \partial \Omega} \geqslant 0$ $\left(u_{\mid \partial \Omega} \leqslant 0\right)$ and

$$
A(u)-\Delta u \geqslant(\leqslant) N_{\hat{f}}(u), \quad \text { in } W^{-1, p^{\prime}}(\Omega) .
$$

We impose $u \geqslant 0$ (resp. $u \leqslant 0$ ) on $\partial \Omega$ in the sense of trace operator.
Now, our aim is to localize some critical points of the functional $I$, see [5].
Let $\underline{u}$ and $\bar{u}$ be two functions in $W_{0}^{1, p}(\Omega)$, with $\underline{u} \leqslant \bar{u}$. We consider the following three Carathéodory functions $\widehat{f^{\bar{u}}}, \widehat{f_{\underline{u}}}, \widehat{f_{\underline{u}}^{u}}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ defined, for every $(x, s) \in \Omega \times \mathbb{R}$ by

$$
\begin{gathered}
\widehat{f}^{\bar{u}}(x, s)=\left\{\begin{array}{lll}
\widehat{f}(x, s), & s \leqslant \bar{u}(x) ; \\
\widehat{f}(x, \bar{u}(x)), & s>\bar{u}(x),
\end{array} \quad \widehat{f_{u}}(x, s)= \begin{cases}\widehat{f}(x, \underline{u}(x)), & s<\underline{u}(x) ; \\
\widehat{f}(x, s), & s \geqslant \underline{u}(x),\end{cases} \right. \\
\widehat{f_{\underline{u}}^{u}}(x, s)= \begin{cases}\widehat{f}(x, \underline{u}(x)), & s<\underline{u}(x) ; \\
\widehat{f}(x, s), & \underline{u}(x) \leqslant s \leqslant \bar{u}(x) ; \\
\widehat{f}(x, \bar{u}(x)), & s>\bar{u}(x) .\end{cases}
\end{gathered}
$$

Moreover, denote by $\widehat{F}^{\bar{u}}, \widehat{F}_{\underline{u}}$ and $\widehat{F}_{\underline{u}}^{\bar{u}}$ the primitives of $\widehat{f^{\bar{u}}}, \widehat{f_{\underline{u}}}$ and $\widehat{f_{\underline{u}}^{\bar{u}}}$ respectively, (for instance, $\widehat{F}^{\bar{u}}(x, \xi)=\int_{0}^{\xi} \widehat{f}^{\bar{u}}(x, s) d s$ for every $(x, \xi) \in \Omega \times \mathbb{R}$ ). We consider the following functionals defined on $W_{0}^{1, p}(\Omega)$,

$$
\begin{aligned}
I^{\bar{u}}(w) & =\int_{\Omega} G(\nabla w) d x+\frac{1}{2}\|\nabla w\|_{2}^{2}-\int_{\Omega} \widehat{F}^{\bar{u}}(x, w) d x, \\
I_{\underline{u}}(w) & =\int_{\Omega} G(\nabla w) d x+\frac{1}{2}\|\nabla w\|_{2}^{2}-\int_{\Omega} \widehat{F}_{\underline{u}}(x, w) d x, \\
I_{\underline{u}}^{\bar{u}}(w) & =\int_{\Omega} G(\nabla w) d x+\frac{1}{2}\|\nabla w\|_{2}^{2}-\int_{\Omega} \widehat{F}_{\underline{u}}^{\bar{u}}(x, w) d x
\end{aligned}
$$

for all $w \in W_{0}^{1, p}(\Omega)$. Such functionals are weakly lower semicontinuous and continuously Gateâux differentiable on $W_{0}^{1, p}(\Omega)$.

Let $x \in \mathbb{R}$. We set $x^{ \pm}:=\max \{ \pm x, 0\}$ and for $u \in W_{0}^{1, p}(\Omega)$, we define $u^{ \pm}(\cdot)=u(\cdot)^{ \pm}$. We know that $u^{ \pm} \in W_{0}^{1, p}(\Omega),|u|=u^{+}+u^{-}$and $u=u^{+}-u^{-}$.

Lemma 2.6. Let $\underline{u}$ and $\bar{u}$ be respectively a sub-solution and a super-solution of problem $\left(P_{\widehat{f}}\right)$. Then we have:

1) If $u$ is a critical point of $I^{\bar{u}}$ in $W_{0}^{1, p}(\Omega)$, then $u \leqslant \bar{u}$.
2) If $u$ is a critical point of $I_{\underline{u}}$ in $W_{0}^{1, p}(\Omega)$, then $\underline{u} \leqslant u$.
3) Provided that $\underline{u} \leqslant \bar{u}$, if $w$ is a critical point of $I_{\underline{u}}^{\bar{u}}$ in $W_{0}^{1, p}(\Omega)$, then one has that $\underline{u} \leqslant w \leqslant \bar{u}$.

Proof. We only show that 1) holds, the proof of 2) is similar, while 3) follows at once combining 1) and 2). Let $u$ be a critical point of $I^{\bar{u}}$. Since $I^{\bar{u}}$ is a $C^{1}$-functional, this means that

$$
A(u)-\Delta u=N_{\widehat{f^{u}}}(u) .
$$

Testing such equation with $(u-\bar{u})^{+} \in W_{0}^{1, p}(\Omega)$ and using the fact that $\bar{u}$ is a super-solution for problem $\left(P_{\widehat{f}}\right)$, we have

$$
\begin{gathered}
\left\langle A(u)-\Delta u,(u-\bar{u})^{+}\right\rangle=\int_{\Omega} \widehat{f}^{\bar{u}}(x, u(x))(u-\bar{u})^{+} d x \\
=\quad \int_{\Omega} \widehat{f}^{\bar{u}}(x, \bar{u}(x))(u-\bar{u})^{+} d x \leqslant\left\langle A(\bar{u})-\Delta \bar{u},(u-\bar{u})^{+}\right\rangle,
\end{gathered}
$$

which forces

$$
\begin{aligned}
& \int_{\{\bar{u}<u\}}\langle a(u)-a(\bar{u}), \nabla u-\nabla \bar{u}\rangle d x+\left\|\nabla(u-\bar{u})^{+}\right\|_{2}^{2} \\
= & \left\langle A(u)-A(\bar{u})-\Delta u+\Delta \bar{u},(u-\bar{u})^{+}\right\rangle \leqslant 0 .
\end{aligned}
$$

On the other hand, due to Proposition 2.5, we have that the operator $A$ is strictly monotone that implies

$$
\int_{\{\bar{u}<u\}}\langle a(u)-a(\bar{u}), \nabla u-\nabla \bar{u}\rangle d x \geqslant 0 .
$$

Putting together the last two inequalities, we have that $|\{\bar{u}<u\}|_{\mathbb{R}^{N}}=0$. Hence, we conclude that $u \leqslant \bar{u}$ in $W_{0}^{1, p}(\Omega)$.

The following proposition is a modification of the result due to GasińskiPapageorgiou [13, Proposition 2.6] and its proof can be obtained using the regularity results due to Lieberman [21].

Proposition 2.7. If $u_{0} \in W_{0}^{1, p}(\Omega)$ is a local $C_{0}^{1}(\bar{\Omega})$-minimizer of $I$, i.e., there exists $r_{1}>0$ s.t.

$$
I\left(u_{0}\right) \leqslant I\left(u_{0}+\varphi\right), \quad \text { for all } \varphi \in C_{0}^{1}(\bar{\Omega}) \text { with }\|\varphi\|_{C_{0}^{1}(\bar{\Omega})} \leqslant r_{1}
$$

then $u_{0} \in C_{0}^{1, \eta}(\bar{\Omega})$ with $\eta \in(0,1)$ and it is a local $W_{0}^{1, p}(\Omega)$-minimizer of $I$, i.e., there exists $r_{2}>0$ s.t.

$$
I\left(u_{0}\right) \leqslant I\left(u_{0}+\varphi\right), \quad \text { for all } \varphi \in W_{0}^{1, p}(\Omega) \text { with }\|\varphi\|_{W_{0}^{1, p}(\Omega)} \leqslant r_{2}
$$

A further analysis, based on the previous proposition, on the maximum principle, and on the boundary point lemma of Pucci-Serrin ([29]), leads to some qualitative properties of suitable critical points of $I$. For the reader convenience, before to detail these properties, we recall suitable versions of the regularity results, due to Pucci-Serrin, when the following differential inequality is considered

$$
\begin{equation*}
\operatorname{div}(\tilde{a}(|\nabla u|) \nabla u)+\tilde{b}(x, u) \leq 0 \tag{2.5}
\end{equation*}
$$

in $\Omega$, where
$(\tilde{a})_{1} \tilde{a} \in C^{1}\left(\mathbb{R}^{+}\right) ;$
$(\tilde{a})_{2} t \longmapsto t \tilde{a}_{0}(t)$ is strictly increasing in $\mathbb{R}^{+}$and $t \tilde{a}_{0}(t) \longrightarrow 0$ as $t \searrow 0 ;$
while $\tilde{b} \in L_{\text {loc }}^{\infty}\left(\Omega \times \mathbb{R}^{+}\right)$is such that
$(\tilde{b})_{1} \tilde{b}(x, s) \geq-b(s)$ for a.a. $x \in \Omega$ and for all $s \geq 0$,
with $b$ being a function such that
$(b)_{1} b(0)=0$ and $b$ is continuous and non-decreasing on some interval $\left(0, \delta_{1}\right)$, $\delta_{1}>0$.

Theorem 2.8 (Strong maximum principle [29], page 111). Suppose that

$$
\begin{equation*}
\lim _{t \searrow 0} \frac{t \tilde{a}^{\prime}(t)}{\tilde{a}(t)}=0 . \tag{2.6}
\end{equation*}
$$

Let $(\tilde{a})_{1},(\tilde{a})_{2},(\tilde{b})_{1}$ and $(b)_{1}$ be satisfied. For the strong maximum principle to be valid for (2.5) it is sufficient that

$$
\begin{equation*}
\int_{0}^{\delta_{1}} \frac{1}{H^{-1}(B(s))} d s=\infty \tag{2.7}
\end{equation*}
$$

where $H(t)=t^{2} \tilde{a}(t)-\int_{0}^{t} \xi \tilde{a}(\xi) d \xi, t \geq 0$, and $B(s)=\int_{0}^{s} b(t) d t$.
Theorem 2.9 (Boundary point lemma [29], page 120). Assume (2.6). Suppose that $(\tilde{a})_{1},(\tilde{a})_{2},(\tilde{b})_{1}$ and (b) hold and that (2.7) is satisfied.

Let $u$ be a $C^{1}$ solution of (2.5) in $\bar{\Omega}$, with $u>0$ in $\Omega$ and $u(x)=0$, where $x \in \partial \Omega$. If $\Omega$ satisfies an interior sphere condition at $x$, then $\frac{\partial u}{\partial n}<0$ at $x$.

Let us now point out a variational property of certain solutions of $\left(P_{\widehat{f}}\right)$.
Lemma 2.10. Let $\underline{u}$ and $\bar{u}$ be as in Lemma 2.6. Assume that there exists $\delta>0$ such that

$$
\begin{equation*}
s \widehat{f}(x, s) \geq 0 \quad \text { for a.a. } x \in \Omega, \text { for all } s \in[-\delta, \delta] . \tag{2.8}
\end{equation*}
$$

Then we have:
(1) If $0=\underline{u}<\bar{u}$ and $u_{0} \in W_{0}^{1, p}(\Omega)$ is a nontrivial global minimizer for $I_{0}^{\bar{u}}$, then $u_{0}$ is a local minimizer of $I^{\bar{u}}$ and $u_{0} \in D_{+}$.
(2) If $\underline{u}<\bar{u}=0$ and $u_{0} \in W_{0}^{1, p}(\Omega)$ is a nontrivial global minimizer for $I_{\underline{u}}^{0}$, then $u_{0}$ is a local minimizer of $I_{\underline{u}}$ and $u_{0} \in-D_{+}$.

Proof. Let us prove only (1), the proof of (2) being similar. Let $u_{0} \in W_{0}^{1, p}(\Omega)$ be a nontrivial global minimizer for $I_{0}^{\bar{u}}$. From Lemma 2.6 it follows that $u_{0} \in[0, \bar{u}]$, hence it is a weak solution of $\left(P_{\widehat{f}}\right)$. Applying the results of [10], see also [20, p. 286], we have that $u_{0} \in L^{\infty}(\Omega)$. Hence, from the regularity theory of Lieberman [21] one has that

$$
\begin{equation*}
u_{0} \in C_{0}^{1}(\bar{\Omega}) \tag{2.9}
\end{equation*}
$$

We claim that

$$
\begin{equation*}
u_{0} \in D_{+} . \tag{2.10}
\end{equation*}
$$

To verify (2.10) put

$$
\tilde{a}(t)=a_{0}(t)+1 \text { for all } t>0
$$

and observe that, in view of $H(a)$, both $(\tilde{a})_{1}$ and $(\tilde{a})_{2}$ hold (Remark 2.1). Moreover, in view of $H(a)(i)$

$$
\lim _{t \searrow 0} \frac{t \tilde{a}^{\prime}(t)}{\tilde{a}(t)}=\lim _{t \searrow 0} \frac{t a_{0}^{\prime}(t)}{a_{0}(t)} \cdot \frac{a_{0}(t)}{a_{0}(t)+1}=0
$$

namely (2.6) holds.
Reasoning as in [4, Lemma 3.1], from $H(\widehat{f})(i)$ and (2.8) it follows that for any $M>0$ there exists $c_{M}>0$ such that

$$
\begin{equation*}
\widehat{f}(x, s)+c_{M} s^{p-1} \geq 0 \quad \text { for a.a. } x \in \Omega, \text { all } s \in[0, M] . \tag{2.11}
\end{equation*}
$$

Indeed, fixed $M>0$, if $M \leq \delta$ then (2.11) trivially holds with arbitrary $c_{M}>0$, since

$$
\widehat{f}(x, s)+s^{p-1} \geq \widehat{f}(x, s) \geq 0 \quad \text { for a.a. } x \in \Omega, \text { all } s \in[0, M] \subseteq[0, \delta] .
$$

If $M>\delta$, put $K=\|\alpha\|_{\infty}+c|M|^{r-1}, c_{M}=\max \left\{1, \frac{K}{\delta^{p-1}}\right\}$ and observe that $\widehat{f}(x, s)+c_{M} s^{p-1} \geq \widehat{f}(x, s)+s^{p-1} \geq \widehat{f}(x, s) \geq 0 \quad$ for a.a. $x \in \Omega$, all $s \subseteq[0, \delta]$.

Moreover,

$$
\begin{equation*}
-\widehat{f}(x, s) \leq|\widehat{f}(x, s)| \leq K \leq \frac{K}{\delta^{p-1}} s^{p-1} \leq c_{M} s^{p-1} \quad \text { for a.a. } x \in \Omega, \forall s \in[\delta, M] \tag{2.13}
\end{equation*}
$$

Hence, (2.12) and (2.13) imply (2.11).
Consider $M=\left\|u_{0}\right\|_{\infty}$, then one has

$$
\operatorname{div} \tilde{a}\left(\left|\nabla u_{0}\right| \nabla u_{0}\right)=\operatorname{div} a\left(\nabla u_{0}\right)+\Delta u_{0}=-\widehat{f}\left(x, u_{0}\right) \leq c_{M}\left|u_{0}\right|^{p-1}
$$

for a.a. $x \in \Omega$. Namely, $u_{0}$ solves (2.5), where $\tilde{b}(x, s)=-c_{M} s^{p-1}$, so that $(\tilde{b})_{1}$ is verified with $b=-\tilde{b}$.

For every $t>0$, exploiting $H(a)(i i i)$ and (2.2), with $y=(t, 0, \ldots, 0)$ and $\xi=(1,0, \ldots, 0)$, one has

$$
\begin{aligned}
c_{1} t^{p-2} & \leq \frac{\eta(t)}{t}=\frac{\eta(\|y\|)}{\|y\|}\|\xi\|^{2} \leq(\nabla a(y) \xi, \xi)_{\mathbb{R}^{N}} \\
& =a_{0}^{\prime}(\|y\|) \frac{y_{i} y_{j}}{\|y\|} \xi_{i} \xi_{j}+a_{0}(\|y\|) \delta_{i j} \xi_{i} \xi_{j} \\
& =\frac{a_{0}^{\prime}(t)}{t} t^{2}+a_{0}(t)
\end{aligned}
$$

that is

$$
t^{2} a_{0}^{\prime}(t)+t a_{0}(t) \geq c_{1} t^{p-1} \quad \text { for all } t>0
$$

and integrating one has

$$
t^{2} a_{0}(t)-\int_{0}^{t} \xi a_{0}(\xi) d \xi \geq \frac{c_{1}}{p} t^{p} \quad \text { for all } t>0
$$

that leads to

$$
\begin{align*}
H(t) & =t^{2} \tilde{a}(t)-\int_{0}^{t} \xi \tilde{a}(\xi) d \xi \\
& =t^{2} a_{0}(t)+t^{2}-\int_{0}^{t} \xi a_{0}(\xi) d \xi-\frac{t^{2}}{2} \\
& =t^{2} a_{0}(t)-\int_{0}^{t} \xi a_{0}(\xi) d \xi+\frac{t^{2}}{2} \\
& \geq \frac{c_{1}}{p} t^{p} \quad \text { for all } t>0 \tag{2.14}
\end{align*}
$$

A direct computation shows that

$$
H^{\prime}(t)=t a_{0}(t)\left(1+\frac{t a_{0}^{\prime}(t)}{a_{0}(t)}\right)+t \quad \text { for all } t>0
$$

and, in view of $H(a)(i)$, there exits $\delta_{2}>0$ such that $H$ is continuous and strictly increasing in $\left(0, \delta_{2}\right]$. Put $H_{0}(t)=\frac{c_{1}}{p} t^{p}$ for all $t \in\left(0, \delta_{2}\right]$. Then,

$$
\begin{equation*}
H^{-1}(s) \leq H_{0}^{-1}(s) \quad \text { for all } s \in\left(0, H_{0}\left(\delta_{2}\right)\right] \tag{2.15}
\end{equation*}
$$

If not, let $\bar{s} \in\left(0, H_{0}\left(\delta_{2}\right)\right]$ be such that

$$
H^{-1}(\bar{s})>H_{0}^{-1}(\bar{s})
$$

Hence, thanks to the monotonicity of $H$ and in view of (2.14), we achieve

$$
\bar{s}>H\left(H_{0}^{-1}(\bar{s})\right) \geq H_{0}\left(H_{0}^{-1}(\bar{s})\right)=\bar{s}
$$

a contradiction, and so (2.15) holds. At this point one has

$$
\frac{1}{H^{-1}(B(s))} \geq \frac{1}{H_{0}^{-1}(B(s))}=\left(\frac{c_{1}}{c_{M}}\right)^{1 / p} \frac{1}{s} \quad \text { for all } s \in\left(0,\left(c_{1} / c_{M}\right)^{1 / p} \delta_{2}\right)
$$

Finally, if $\delta_{1} \in\left(0,\left(c_{1} / c_{M}\right)^{1 / p} \delta_{2}\right)$, it is clear that (2.7) holds. Hence, we can apply Theorem 2.8 and get $u_{0}>0$ in $\Omega$. Taking in mind (2.9), because of Theorem 2.9 one can conclude that claim (2.10) is verified.

Let $U$ be a $C^{1}$-neighborhood of $u_{0}$ such that $u_{0} \in U \subset D_{+}$. Then

$$
I^{\bar{u}}\left(u_{0}\right)=I_{0}^{\bar{u}}\left(u_{0}\right) \leqslant I_{0}^{\bar{u}}(u)=I^{\bar{u}}(u),
$$

for every $u \in U$, that is $u_{0}$ is a $C_{0}^{1}(\Omega)$ local minimizer of $I^{\bar{u}}$. Therefore, Proposition 2.7 ensures that $u_{0}$ is also a $W_{0}^{1, p}(\Omega)$ local minimizer of $I^{\bar{u}}$.

The next lemma will be useful for producing nontrivial solutions.
Lemma 2.11. Let $\widehat{f}: \Omega \times \mathbb{R} \rightarrow \mathbb{R}$ be a Carathéodory function satisfying conditions $H(\widehat{f})$. Let $a: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ be an operator fulfiling hypotheses $H(a)$. Assume that
(i) there exist $\delta_{0}>0$ and $c>0$ with $c>\lambda_{1} / 2$, where $\lambda_{1}$ is the first eigenvalue of $\left(-\Delta, W_{0}^{1,2}(\Omega)\right)$ such that

$$
c|s| \leqslant \widehat{F}(x, s), \quad \text { for all }|s| \leqslant \delta_{0} \text { and for a.a. } x \in \Omega
$$

Then, zero is not a local $W_{0}^{1, p}(\Omega)$-minimizer for the functional $I$.
Proof. By using hypothesis $H(a)(i v)$, we have that there exists $\bar{\delta}_{0} \in\left(0, \delta_{0}\right)$ such that

$$
\begin{equation*}
\frac{G_{0}(t)}{t^{\tau}}<\frac{2 \sigma}{\tau}, \quad \text { for all } \quad 0<t<\bar{\delta}_{0} . \tag{2.16}
\end{equation*}
$$

Let $\phi_{1}$ be the positive eigenfunction related to $\lambda_{1}$ and normalized in $L^{2}(\Omega)$. Recall that $\phi_{1} \in D_{+}$. Hence, for every
$0<\rho<\bar{\rho}:=\min \left\{\frac{\bar{\delta}_{0}}{\max _{x \in \Omega}\left|\phi_{1}(x)\right|}, \frac{\bar{\delta}_{0}}{\max _{x \in \Omega}\left|\nabla \phi_{1}(x)\right|},\left[\frac{\tau}{2 \sigma\left\|\nabla \phi_{1}\right\|_{\tau}^{\tau}}\left(c-\frac{\lambda_{1}}{2}\right)\right]^{1 /(\tau-2)}\right\}$,
owing to (2.16) and (i), one has

$$
\begin{aligned}
& I\left(\rho \phi_{1}\right)=\int_{\Omega} G_{0}\left(\left|\nabla \rho \phi_{1}(x)\right|\right) d x+\frac{1}{2}\left\|\nabla \rho \phi_{1}(x)\right\|_{2}^{2}-\int_{\Omega} \widehat{F}\left(x, \rho \phi_{1}(x)\right) d x \\
\leqslant & \frac{2 \sigma \rho^{\tau}}{\tau} \int_{\Omega}\left|\nabla \phi_{1}(x)\right|^{\tau} d x+\frac{\rho^{2}}{2} \int_{\Omega}\left|\nabla \phi_{1}(x)\right|^{2} d x-c \rho^{2} \int_{\Omega}\left|\phi_{1}(x)\right|^{2} d x \\
= & \rho^{2}\left(\frac{2 \sigma \rho^{\tau-2}}{\tau} \int_{\Omega}\left|\nabla \phi_{1}(x)\right|^{\tau} d x+\frac{\lambda_{1}}{2}-c\right) .
\end{aligned}
$$

From this, recall also that, as observed in Remark 2.1, $\tau>2$, we see that

$$
I\left(\rho \phi_{1}\right)<0=I(0)
$$

for every $\rho \in(0, \bar{\rho})$, that is, the zero function is not a local $C_{0}^{1}(\bar{\Omega})$-minimizer for I. By the embedding of $C_{0}^{1}(\bar{\Omega})$ in $W_{0}^{1, p}(\Omega)$, it is clear that $\rho \phi_{1} \rightarrow 0$ in $W_{0}^{1, p}(\Omega)$, as $\rho \rightarrow 0^{+}$. Hence, the conclusion is achieved.

Remark 2.12. From the proof of Lemma 2.11 it follows that condition $H(a)(i v)$ could be replaced by the more general

$$
\lim _{t \searrow 0} \frac{G(t)}{t^{\tau}}=0
$$

for some $\tau \in(1, p)$, provided $\widehat{F}(x, \cdot)$ satisfies a more restrictive condition, namely it is $(\gamma)$-linear at zero, with $\gamma \in(1, \min \{\tau, 2\})$. This kind of conditions will be assumed in Section 4.

## 3 Multiplicity Results

In this section we proof the existence of at least three nontrivial smooth solutions for problem $\left(P_{f, \lambda}\right)$, staring with the two of constant sign. The assumptions for the nonlinearity $f$ are the following:
$H(f):$ For every $\lambda>0, f_{\lambda}: \Omega \times \mathbb{R} \longrightarrow \mathbb{R}$ is a Carathéodory function, such that $f_{\lambda}(x, 0)=0$ for almost all $x \in \Omega$ and
(i) there exists $\tilde{c}>0$ such that for every $\lambda>0$

$$
\left|f_{\lambda}(x, s)\right| \leqslant a_{\lambda}(x)+\tilde{c}|s|^{r_{\lambda}-1}
$$

for almost all $x \in \Omega$, all $s \in \mathbb{R}$, with $a_{\lambda} \in L^{\infty}(\Omega)_{+}$and $\left\|a_{\lambda}\right\|_{\infty} \longrightarrow 0$ as $\lambda \searrow 0$, as well as $2<r_{\lambda}<+\infty$ and $r_{\lambda} \longrightarrow r>2$ as $\lambda \searrow 0$;
(ii) for every $\lambda>0$, there exists $\theta_{\lambda}>\frac{\lambda_{1}}{2}$ such that

$$
\liminf _{s \rightarrow 0} \frac{f_{\lambda}(x, s)}{s}=\theta_{\lambda}
$$

uniformly for a.a. $x \in \Omega$.
We start with the existence of two nontrivial constant sign solutions.
Theorem 3.1. If hypotheses $H(a)$ and $H(f)$ hold, then there exists $\lambda^{*}>0$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$ problem $\left(P_{f, \lambda}\right)$ admits at least two nontrivial constant sign smooth solutions

$$
u_{\lambda} \in D_{+} \quad \text { and } \quad v_{\lambda} \in-D_{+} .
$$

Proof. First we consider the following auxiliary Dirichlet problem

$$
\left\{\begin{array}{l}
-\Delta e(z)=1 \text { in } \Omega,  \tag{3.1}\\
\left.e\right|_{\partial \Omega}=0 .
\end{array}\right.
$$

This problem has a unique solution $e \in D_{+}$. In fact since we assumed that $\partial \Omega$ is a $C^{3}$-manifold, standard regularity theory (see Troianiello [32, Theorem 3.23, page 189]) implies that $e \in C^{2}(\bar{\Omega})$.

Claim 1. There exists $\varrho>1$ such that

$$
\begin{equation*}
M_{A}=\sup _{t \in[0,1]} \frac{\|A(t e)\|_{\infty}}{t^{\varrho}}<+\infty \tag{3.2}
\end{equation*}
$$

We have

$$
\begin{gathered}
A(t e)_{=-\operatorname{div}\left(a_{0}(|\nabla t e|) \nabla t e\right)}^{=} \\
=-t \cdot \sum_{i=1}^{N}\left[a_{0}^{\prime}(t|\nabla e|) \frac{t\left(\nabla e, \nabla \frac{\partial e}{\partial x_{i}}\right)_{\mathbb{R}^{N}}}{|\nabla e|} \frac{\partial e}{\partial x_{i}}+a_{0}(|t \nabla e|) \frac{\partial^{2} e}{\partial x_{i}^{2}}\right]
\end{gathered}
$$

$$
=-\sum_{i=1}^{N}\left[t^{2-\varrho_{1}} t^{\varrho_{1}} a_{0}^{\prime}(t|\nabla e|) \frac{\left(\nabla e, \nabla \frac{\partial e}{\partial x_{i}}\right)_{\mathbb{R}^{N}}}{|\nabla e|} \frac{\partial e}{\partial x_{i}}+t^{1+\varrho_{2}} \frac{a_{0}(|t \nabla e|)}{t^{\varrho_{2}}} \frac{\partial^{2} e}{\partial x_{i}^{2}}\right] .
$$

As $e \in C^{2}(\bar{\Omega})$, we have that all first and second partial derivatives of $e$ are continuous and thus bounded on $\bar{\Omega}$. Using also hypothesis $H(a)(i)$, we get that $A(t e) \in C(\bar{\Omega})$ and (3.2) holds with $\varrho=\min \left\{2-\varrho_{1}, 1+\varrho_{2}\right\}>1$. This proves Claim 1.

Claim 2. There exists $\lambda^{*}>0$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$, we can find $\xi_{0}^{\lambda} \in(0,1)$ for which we have

$$
\left\|a_{\lambda}\right\|_{\infty}+c\left(\xi_{0}^{\lambda}\|e\|_{\infty}\right)^{r_{\lambda}-1}<\xi_{0}^{\lambda}-\left(\xi_{0}^{\lambda}\right)^{\varrho} M_{A}
$$

where $M_{A}$ and $\varrho>1$ are given by Claim 1.
Arguing by contradiction, suppose that we can find a sequence $\left\{\lambda_{n}\right\}_{n \geqslant 1} \subseteq$ $(0,1)$ such that $\lambda_{n} \searrow 0$ and

$$
\left\|a_{\lambda_{n}}\right\|_{\infty}+c\left(\xi\|e\|_{\infty}\right)^{r_{\lambda_{n}}-1} \geqslant \xi-\xi^{\varrho} M_{A} \quad \forall n \geqslant 1, \xi>0 .
$$

Letting $n \rightarrow+\infty$ and using hypothesis $H(f)(i)$ we obtain

$$
c\left(\xi\|e\|_{\infty}\right)^{r-1} \geqslant \xi\left(1-\xi^{\varrho-1} M_{A}\right)
$$

so

$$
c \xi^{r-2}\|e\|_{\infty}^{r-1} \geqslant 1-\xi^{\varrho-1} M_{A}
$$

But recall that $r>2, \varrho>1$ and $\xi>0$ is arbitrary. So, we let $\xi \searrow 0$ and we reach a contradiction. This proves Claim 2.

Fix $\lambda \in\left(0, \lambda^{*}\right)$ and let $\bar{u}_{\lambda}=\xi_{0}^{\lambda} e \in D_{+} \cap C^{2}(\bar{\Omega})$. From Claims 1 and 2 and hypothesis $H(f)(i)$ we have

$$
\begin{align*}
A \bar{u}_{\lambda}(x)-\Delta \bar{u}_{\lambda}(x) & \geqslant \xi_{0}^{\lambda}-\left\|A\left(\xi_{0}^{\lambda} e\right)\right\|_{\infty}=\xi_{0}^{\lambda}-\left(\xi_{0}^{\lambda}\right)^{\varrho} \frac{\left\|A\left(\xi_{0}^{\lambda} e\right)\right\|_{\infty}}{\left(\xi_{0}^{\lambda}\right)^{\varrho}} \\
& \geqslant \xi_{0}^{\lambda}-\left(\xi_{0}^{\lambda}\right)^{\varrho} M_{A} \geqslant\left\|a_{\lambda}\right\|_{\infty}+c\left(\xi_{0}^{\lambda}\|e\|_{\infty}\right)^{r-1} \\
& \geqslant f_{\lambda}\left(x, \bar{u}_{\lambda}(x)\right) \text { for a.a. } x \in \Omega . \tag{3.3}
\end{align*}
$$

Hence, we have that $\bar{u}_{\lambda}$ is a super-solution of problem $\left(P_{f, \lambda}\right)$ and $\underline{u}_{\lambda}=0$ is obviously a sub-solution.

For $\lambda \in\left(0, \lambda^{*}\right)$ we consider truncation $\left(f_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}$ of the reaction $f_{\lambda}(x, \cdot)$ : and the $C^{1}$-functional $\left(I_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}: W_{0}^{1, p}(\Omega) \longrightarrow \mathbb{R}$ defined by

$$
\left(I_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}(u)=\int_{\Omega} G(\nabla u) d z+\frac{1}{2}\|\nabla u\|_{2}^{2}-\int_{\Omega}\left(\widehat{F}_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}(z, u) d z \quad \forall u \in W_{0}^{1, p}(\Omega) .
$$

Evidently $\left(I_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}$ is coercive (Lemma 2.3(d)) and by the Sobolev embedding theorem, we see that it is also sequentially weakly lower semicontinuous. So, by the Weierstrass theorem, we can find $u_{\lambda} \in W_{0}^{1, p}(\Omega)$ such that

$$
\begin{equation*}
\left(I_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}\left(u_{\lambda}\right)=\inf _{u \in W_{0}^{1, p}(\Omega)}\left(I_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}(u) \tag{3.4}
\end{equation*}
$$

and Lemma 2.6 ensures that

$$
\begin{equation*}
u_{\lambda} \in\left[0, \bar{u}_{\lambda}\right] \tag{3.5}
\end{equation*}
$$

where $\left[0, \bar{u}_{\lambda}\right]=\left\{u \in W_{0}^{1, p}(\Omega): 0 \leqslant u(x) \leqslant \bar{u}_{\lambda}(x)\right.$ for almost all $\left.x \in \Omega\right\}$. Assumption $H(f)(i i)$ implies that condition $(i)$ of Lemma 2.11 holds with $\widehat{F}=$ $\left(\widehat{F}_{\lambda}\right)_{0}^{\bar{u}_{\lambda}}$, so that, $u_{\lambda}$ is nontrivial. Moreover, Lemma 2.10, implies that

$$
u_{\lambda} \in D_{+}
$$

and it is a local minimizer of $\left(I_{\lambda}\right)^{\bar{u}_{\lambda}}$ that concludes the first part of the proof.
In a similar fashion, using this time $\underline{u}_{\lambda}=-\bar{u}_{\lambda} \in\left(-D_{+}\right) \cap C^{2}(\bar{\Omega})$, we produce a negative solution $v_{\lambda} \in-D_{+}$.

Remark 3.2. We wish to explicitly point out that assumption $(H)(f)(i i)$ is verified when, in particular, $f_{\lambda}(x, \cdot)$ is sublinear at zero, namely, for example, if
$(\text { ii) })^{\prime}$ for every $\lambda>0$, there exist $\gamma_{\lambda} \in(1,2), \theta_{\lambda}>0$ such that

$$
\liminf _{s \rightarrow 0} \frac{f_{\lambda}(x, s)}{|s|^{\gamma_{\lambda}-2} s}=\theta_{\lambda}
$$

uniformly for a.a. $x \in \Omega$.
In fact, in this case, the more restrictive condition holds

$$
\begin{equation*}
\lim _{s \rightarrow 0} \frac{f_{\lambda}(x, s)}{s}=+\infty \tag{3.6}
\end{equation*}
$$

uniformly for a.a. $x \in \Omega$, for every $\lambda>0$.
We conclude pointing out a further multiplicity result, provided $f$ is sublinear at zero.

Theorem 3.3. If hypotheses $H(a)$ and $H(f)(i)$ hold in addition to (3.6). Then there exists $\lambda^{*}>0$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$ problem $\left(P_{f, \lambda}\right)$ admits at least three distinct nontrivial smooth solutions

$$
u_{\lambda} \in D_{+}, v_{\lambda} \in-D_{+} \quad \text { and } \quad \widehat{w}_{\lambda} \in\left[\underline{u}_{\lambda}, \bar{u}_{\lambda}\right] \cap C_{0}^{1}(\bar{\Omega}) .
$$

Proof. From Theorem 3.1 we obtain $\lambda^{*}>0$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$ there exists the solutions $u_{\lambda} \in D_{+}$and $v_{\lambda} \in-D_{+}$. Fix $\lambda \in\left(0, \lambda^{*}\right)$ and let us prove the existence of a third nontrivial solution $\widehat{w}_{\lambda} \in\left[\underline{u}_{\lambda}, \bar{u}_{\lambda}\right] \cap C_{0}^{1}(\bar{\Omega})$. Clearly, because of Lemma 2.6, we can obtain our conclusion verifying that

$$
\begin{equation*}
I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}} \text { admits a nontrivial critical point } \widehat{w}_{\lambda} \text { such that } \widehat{w}_{\lambda} \neq v_{\lambda} \text { and } \widehat{w}_{\lambda} \neq u_{\lambda}, \tag{3.7}
\end{equation*}
$$

where $\underline{u}_{\lambda}$ and $\bar{u}_{\lambda}$ are as in the proof of Theorem 3.1. Preliminary, we observe that from the proof of Theorem 3.1 we can emphasize the following further
properties: $u_{\lambda}$ and $v_{\lambda}$ are nonzero global minimizers of $I_{0}^{\bar{u}_{\lambda}}$ and $I_{\underline{u}_{\lambda}}^{0}$ respectively, such that

$$
\begin{equation*}
I_{\underline{u}_{\lambda}}^{0}\left(v_{\lambda}\right)<0 \quad I_{0}^{\bar{u}_{\lambda}}\left(u_{\lambda}\right)<0 . \tag{3.8}
\end{equation*}
$$

Hence, since $u_{\lambda} \in D_{+} \cap\left[0, \bar{u}_{\lambda}\right]$ and $v_{\lambda} \in-D_{+} \cap\left[\underline{u}_{\lambda}, 0\right]$, it is clear that they are local minimizers of $I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}$ with respect to the $C_{0}^{1}(\bar{\Omega})$-topology. Thus, applying Proposition 2.7, we can $\stackrel{\underline{u}}{\text { conclude }}$ that

$$
\begin{equation*}
v_{\lambda} \text { and } u_{\lambda} \text { are } W_{0}^{1, p}(\Omega)-\text { local minimizers of } I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}} . \tag{3.9}
\end{equation*}
$$

Furthermore, observe that

$$
\begin{equation*}
I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}} \text { satisfies the Palais-Smale condition. } \tag{3.10}
\end{equation*}
$$

In fact, let $\left\{w_{n}\right\} \subset W_{0}^{1, p}(\Omega)$ be a sequence such that $\left\{I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(w_{n}\right)\right\}$ is bounded and $\left(I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\right)^{\prime}\left(w_{n}\right) \longrightarrow 0$. Hence, since $I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}$ is coercive (exploit the definition of the truncation and condition d) of Lemma 2.3), there exists $w \in W_{0}^{1, p}(\Omega)$ such that $w_{n} \longrightarrow w$ weakly in $W_{0}^{1, p}(\Omega)$ and $w_{n} \longrightarrow w$ in $L^{p}(\Omega)$ (where a subsequence is considered if necessary). Observe that

$$
\begin{aligned}
\limsup _{n \rightarrow+\infty}\left\langle A\left(w_{n}\right), w_{n}-w\right\rangle & =\limsup _{n \rightarrow+\infty}\left[\left\langle A\left(w_{n}\right), w_{n}-w\right\rangle+\left\langle-\Delta w, w_{n}-w\right\rangle\right] \\
& \leq \limsup _{n \rightarrow+\infty}\left[\left\langle A\left(w_{n}\right), w_{n}-w\right\rangle+\left\langle-\Delta w_{n}, w_{n}-w\right\rangle\right] \\
& =\lim _{n \rightarrow+\infty} \int_{\Omega} f_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(x, w_{n}(x)\right)\left(w_{n}(x)-w(x)\right) d x=0
\end{aligned}
$$

where we exploited the monotonicity of $-\Delta$, the convergence of $\left(I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\right)^{\prime}\left(w_{n}\right)$, the definition of the truncation $f_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(x, \cdot)$, assumption $H(f)(i)$ and the convergence properties of $\left\{w_{n}\right\}$. At this point, (3.10) follows directly from Proposition 2.5.

Summarizing, we can apply [28, Corollary 1] to the $C^{1}$-functional $I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}$, so that it possesses a third critical point $\widehat{w}_{\lambda}$, being

$$
I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(\widehat{w}_{\lambda}\right)=\mu=\inf _{\eta \in \Gamma} \max _{t \in[0,1]} I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(\eta(t)),
$$

where $\Gamma=\left\{\eta \in C^{0}\left([0,1], W_{0}^{1, p}(\Omega)\right): \eta(0)=v_{\lambda}, \eta(1)=u_{\lambda}\right\}$. Let us now show that assuming (3.7) false we achieve a contradiction. The negation of (3.7), in combination with (3.9), implies that

$$
\begin{equation*}
K=\left\{w \in W_{0}^{1, p}(\Omega):\left(I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\right)^{\prime}(w)=0\right\}=\left\{v_{\lambda}, 0, u_{\lambda}\right\}, \tag{3.11}
\end{equation*}
$$

namely, $\widehat{w}_{\lambda}=0$ and, in particular,

$$
\begin{equation*}
\mu=0 \tag{3.12}
\end{equation*}
$$

We will conclude producing a path $\widehat{\eta} \in \Gamma$ such that

$$
\begin{equation*}
\max _{t \in[0,1]} I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(\widehat{\eta}(t))<0, \tag{3.13}
\end{equation*}
$$

thus the following contradiction occurs

$$
0=\mu \leq \max _{t \in[0,1]} I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(\widehat{\eta}(t))<0 .
$$

Let $z_{1}, z_{2} \in C_{0}^{1}(\Omega)$ be two linearly independent functions, normalized in $W_{0}^{1, p}(\Omega)$ and such that

$$
\left\|z_{1}\right\|=\left\|z_{2}\right\|=1, z_{1} \in-\left(C_{0}^{1}(\bar{\Omega})\right)_{+}, \quad z_{2} \in\left(C_{0}^{1}(\bar{\Omega})\right)_{+}
$$

Put $Z=\operatorname{span}\left\{z_{1}, z_{2}\right\}$ and consider suitable positive constants $d_{i}, i=1, \ldots, 4$, such that for every $z \in Z$

$$
\begin{gathered}
d_{1}\|z\| \leq\|z\|_{C_{0}^{1}(\bar{\Omega})} \leq d_{2}\|z\|, \\
d_{3}\|z\| \leq\|z\|_{2} \leq d_{4}\|z\| .
\end{gathered}
$$

Fix $M>k_{2}^{2} / d_{3}^{2}$, where $k_{2}$ is the constant of the embedding $W_{0}^{1, p}(\Omega) \hookrightarrow W_{0}^{1,2}(\Omega)$ (remember that $p>2$ ), and exploit (3.6) to find $\bar{\delta}=\bar{\delta}(\lambda, M)>0$ such that

$$
\frac{f_{\lambda}(x, s)}{s} \geq M
$$

for a.a. $x \in \Omega$ and every $s \in[-\bar{\delta}, \bar{\delta}] \backslash\{0\}$. Hence,

$$
F_{\lambda}(x, s) \geq \frac{M}{2} s^{2}
$$

for a.a. $x \in \Omega$ and every $s \in[-\bar{\delta}, \bar{\delta}]$.
Assumption $H(a)(i v)$ assures the existence of $\overline{\bar{\delta}}>0$ such that

$$
G_{0}(t) \leq \frac{2 \sigma}{\tau} t^{\tau} \quad \forall t \in[0, \overline{\bar{\delta}}] .
$$

Recalling that $u_{\lambda} \in D_{+}$and $v_{\lambda} \in-D_{+}$, fix $\varepsilon \in(0, \min \{\bar{\delta}, \overline{\bar{\delta}}\})$ such that

$$
\begin{equation*}
u_{\lambda}+\varepsilon B_{C_{0}^{1}}(0,1) \subset\left(C_{0}^{1}(\bar{\Omega})\right)_{+}, \quad-v_{\lambda}+\varepsilon B_{C_{0}^{1}}(0,1) \subset\left(C_{0}^{1}(\bar{\Omega})\right)_{+}, \tag{3.14}
\end{equation*}
$$

where $B_{C_{0}^{1}}(0,1)=\left\{u \in C_{0}^{1}(\bar{\Omega}):\|u\|_{C_{0}^{1}(\bar{\Omega})} \leq 1\right\}$.
Fix $\rho \in\left(0, \min \left\{\frac{\varepsilon}{d_{2}},\left[\frac{\tau}{4 \sigma k_{\tau}}\left(M d_{3}^{2}-k_{2}^{2}\right)\right]^{1 /(\tau-2)}\right\}\right)$, where $k_{\tau}$ is constant of the embedding $L^{p}(\Omega) \hookrightarrow L^{\tau}(\Omega)$. Put

$$
S_{\rho}(Z)=\{z \in Z:\|z\|=\rho\}
$$

and observe that for every $z \in S_{\rho}(Z)$

$$
\begin{equation*}
\|z\|_{C_{0}(\bar{\Omega})} \leq \bar{\delta}, \quad\|z\|_{C_{0}^{1}(\bar{\Omega})} \leq \varepsilon \tag{3.15}
\end{equation*}
$$

in addition to

$$
\begin{equation*}
v_{\lambda}(x) \leq z(x) \leq u_{\lambda}(x), \quad \forall x \in \bar{\Omega} \tag{3.16}
\end{equation*}
$$

as well as

$$
\begin{equation*}
I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(z)<0 . \tag{3.17}
\end{equation*}
$$

In fact, if $z \in S_{\rho}(Z)$ one has

$$
\|z\|_{C_{0}(\bar{\Omega})} \leq\|z\|_{C_{0}^{1}(\bar{\Omega})} \leq d_{2}\|z\|=d_{2} \rho \leq \varepsilon<\bar{\delta}
$$

and (3.15) holds. Moreover, taking in mind (3.14),

$$
u_{\lambda}-z \geq 0, \quad-v_{\lambda}+z \geq 0
$$

namely (3.16) holds. Finally,

$$
\begin{aligned}
I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(z) & =\int_{\Omega} G_{0}(|\nabla z(x)|) d x+\frac{1}{2}\|\nabla z\|_{2}^{2}-\int_{\Omega} F_{\lambda}(x, z(x)) d x \\
& \leq \frac{2 \sigma}{\tau}\|\nabla z\|_{\tau}^{\tau}+\frac{k_{2}^{2}}{2}\|z\|^{2}-\frac{M}{2}\|z\|_{2}^{2} \\
& \leq \frac{2 \sigma}{\tau} k_{\tau}^{\tau}\|z\|^{\tau}+\frac{1}{2}\left(k_{2}^{2}-M d_{3}^{2}\right)\|z\|^{2} \\
& =\rho^{2}\left(\frac{2 \sigma}{\tau} k_{\tau}^{\tau} \rho^{\tau-2}+\frac{k_{2}^{2}-M d_{3}^{2}}{2}\right)<0
\end{aligned}
$$

and (3.17) holds too.
Put $\widehat{z}_{1}=\rho z_{1}$ and $\widehat{z}_{2}=\rho z_{2}$. It is obvious that $\widehat{z}_{i} \in S_{\rho}(Z)(i=1,2)$. Moreover,

$$
m_{1, \lambda}=I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(v_{\lambda}\right)=I_{\underline{u}_{\lambda}}^{0}\left(v_{\lambda}\right) \leq I_{\underline{u}_{\lambda}}^{0}\left(\widehat{z}_{1}\right)=I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(\widehat{z}_{1}\right)=\widehat{\mu}_{1}<0 .
$$

From (3.11) it follows that

$$
m_{1, \lambda}<\widehat{\mu}_{1},
$$

and every $\nu \in\left(m_{1, \lambda}, \widehat{\mu}_{1}\right)$ is not a critical value of $I_{\underline{u}_{\lambda}}^{0}$ (see also Lemma 2.6). If

$$
S\left(I_{\underline{u}_{\lambda}}^{0}, \widehat{\mu}_{1}\right)=\left\{w \in W_{0}^{1, p}(\Omega): I_{\underline{u}_{\lambda}}^{0}(w) \leq \widehat{\mu}_{1}\right\},
$$

applying the second deformation lemma to $I_{\underline{u}_{\lambda}}^{0}$, there exists a suitable $\eta \in$ $C^{0}\left([0,1] \times S\left(I_{\underline{u}_{\lambda}}^{0}, \widehat{\mu}_{1}\right), S\left(I_{\underline{u}_{\lambda}}^{0}, \widehat{\mu}_{1}\right)\right)$ such that $\eta(0, w)=w, \eta(1, w)=v_{\lambda}$ for every $w \in S\left(I_{\underline{u}_{\lambda}}^{0}, \widehat{\mu}_{1}\right)$ and $I_{\underline{u}_{\lambda}}^{0}(\eta(t, w)) \leq I_{\underline{u}_{\lambda}}^{0}(w)$ for every $t \in[0,1]$ and $w \in S\left(I_{\underline{u}_{\lambda}}^{0}, \widehat{\mu}_{1}\right)$. Let us define the path $\eta_{-}:[0,1] \rightarrow W_{0}^{1, p}(\Omega)$ by putting

$$
\eta_{-}(t)(x)=\min \left\{\eta\left(t, \widehat{z}_{1}\right)(x), 0\right\}
$$

for every $t \in[0,1], x \in \Omega$. Obviously $\eta_{-} \in C^{0}\left([0,1], W_{0}^{1, p}(\Omega)\right)$ such that $\eta_{-}(0)=$
$\widehat{z}_{1}$ and $\eta_{-}(1)=v_{\lambda}$. Moreover, for every $t \in[0,1]$ one has

$$
\begin{aligned}
I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}(\eta-(t))= & \int_{\left\{\eta\left(t, \widehat{z}_{1}\right)<0\right\}} G_{0}\left(\left|\eta\left(t, \widehat{z}_{1}\right)(x)\right|\right) d x+\frac{1}{2} \int_{\left\{\eta\left(t, \widehat{z}_{1}\right)<0\right\}}\left|\nabla \eta\left(t, \widehat{z}_{1}\right)(x)\right|^{2} d x \\
& -\int_{\left\{\eta\left(t, \widehat{z}_{1}\right)<0\right\}} F_{\lambda}\left(x, \eta\left(t, \widehat{z}_{1}\right)(x)\right) d x \\
= & \int_{\left\{\eta\left(t, \widehat{z}_{1}\right)<0\right\}} G_{0}\left(\left|\eta\left(t, \widehat{z}_{1}\right)(x)\right|\right) d x+\frac{1}{2} \int_{\left\{\eta\left(t, \widehat{z}_{1}\right)<0\right\}}\left|\nabla \eta\left(t, \widehat{z}_{1}\right)(x)\right|^{2} d x \\
& -\int_{\Omega} F_{\lambda_{\underline{u}_{\lambda}}^{0}}^{0}\left(x, \eta\left(t, \widehat{z}_{1}\right)(x)\right) d x \\
\leq & I_{\underline{u}_{\lambda}}^{0}\left(\eta\left(t, \widehat{z}_{1}\right)\right) \leq I_{\underline{u}_{\lambda}}^{0}\left(\widehat{z}_{1}\right)=I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(\widehat{z}_{1}\right)=\widehat{\mu}_{1}<0
\end{aligned}
$$

In similar way one can prove the existence of a path $\eta_{+} \in C^{0}\left([0,1], W_{0}^{1, p}(\Omega)\right)$ such that $\eta_{+}(0)=\widehat{z}_{2}, \eta_{+}(1)=u_{\lambda}$ and $I_{\underline{u}_{\lambda}}^{\bar{u}_{\lambda}}\left(\eta_{+}(t)\right) \leq \widehat{\mu}_{2}<0$ for every $t \in[0,1]$.

Take a path $\eta_{Z} \in C^{0}\left([0,1], W_{0}^{1, p}(\underline{\Omega})\right)$ having range in the (arc-wise connected) set $S_{\rho}(Z)$ and jointing $\widehat{z}_{1}$ and $\widehat{z}_{2}$. Finally, the juxtaposition of $\eta_{-}, \eta_{Z}$ and $\eta_{+}$produces the path $\widehat{\eta}$ stated in (3.13) and the proof is complete.

## 4 Nodal solutions

We devote this section to a deeper analysis with the aim of pointing out a sign information on the third solution established in Theorem 3.3.

We will assume a slightly more restrictive condition on the nonlinear term $f$ as well as on the function $a(\cdot)$ related to the differential operator. In particular, we will replace $H(a)(i v)$ with
$(i v)^{\prime}$ There exists $\tau \in(1, p)$ such that the function $t \mapsto G_{0}\left(t^{1 / \tau}\right)$ is convex and

$$
\lim _{t \searrow 0} \frac{G_{0}(t)}{t^{\tau}}=0
$$

Moreover, we will require
$H^{\prime}(f):$ For every $\lambda>0, f_{\lambda}: \Omega \times \mathbb{R} \longrightarrow \mathbb{R}$ is a Carathéodory function, such that $f_{\lambda}(x, 0)=0$ for almost all $x \in \Omega$ and
$(i)^{\prime}$ there exists $\tilde{c}>0$ such that for every $\lambda>0$

$$
\left|f_{\lambda}(x, s)\right| \leqslant a_{\lambda}(x)+\tilde{c}|s|^{r_{\lambda}-1}
$$

for almost all $x \in \Omega$, all $s \in \mathbb{R}$, with $a_{\lambda} \in L^{\infty}(\Omega)_{+}$and $\left\|a_{\lambda}\right\|_{\infty} \longrightarrow 0$ as $\lambda \searrow 0$, as well as $p \leq r_{\lambda}<+\infty$ and $r_{\lambda} \longrightarrow r \geq p$ as $\lambda \searrow 0$;
(ii) ${ }^{\prime}$ for every $\lambda>0$, there exist $\gamma_{\lambda} \in(1, \min \{\tau, 2\}), \theta_{\lambda}>0$ such that

$$
\liminf _{s \rightarrow 0} \frac{f_{\lambda}(x, s)}{|s|^{\gamma_{\lambda}-2} s}=\theta_{\lambda}
$$

uniformly for a.a. $x \in \Omega$.

Theorem 4.1. Assume that hypotheses $H(a)(i)-(i i i), H(a)(i v)^{\prime}$ and $H^{\prime}(f)$ hold. Then there exists $\lambda^{*}>0$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$ problem $\left(P_{f, \lambda}\right)$ admits at least three distinct nontrivial smooth solutions

$$
\left.u_{\lambda}^{*} \in D_{+}, v_{\lambda}^{*} \in-D_{+} \quad \text { and } \quad w_{\lambda} \in\right] v_{\lambda}^{*}, u_{\lambda}^{*}\left[\cap C_{0}^{1}(\bar{\Omega}) \backslash\{0\}\right. \text { is nodal. }
$$

Proof. Since $H^{\prime}(f)$ implies $H(f)$, bearing in mind Remark 2.12, one can follows the same arguments of Theorem 3.3, and conclude that there exists $\lambda^{*}>0$ such that for every $\lambda \in\left(0, \lambda^{*}\right)$ problem $\left(P_{f, \lambda}\right)$ admits at least two nontrivial constant sign smooth solutions

$$
u_{\lambda} \in D_{+} \quad \text { and } \quad v_{\lambda} \in-D_{+}
$$

In particular, recall that

$$
\underline{u}_{\lambda} \leq v_{\lambda} \leq 0 \leq u_{\lambda} \leq \bar{u}_{\lambda},
$$

with $\bar{u}_{\lambda}=\xi_{0}^{\lambda} e$ and $\underline{u}_{\lambda}=-\xi_{0}^{\lambda} e$ for some $\xi_{0}^{\lambda} \in(0,1)$ and $e \in C^{2}(\bar{\Omega})$ is the unique solution of (3.1). Fix $\lambda \in\left(0, \lambda^{*}\right)$ and consider the nonempty sets

$$
\begin{aligned}
& S_{+}(\lambda)=\left\{u \in W_{0}^{1, p}(\Omega): 0 \leq u \leq \bar{u}_{\lambda} \text { and } u \text { is a solution of problem }\left(P_{f, \lambda}\right)\right\} \\
& S_{-}(\lambda)=\left\{u \in W_{0}^{1, p}(\Omega): \underline{u}_{\lambda} \leq u \leq 0 \text { and } u \text { is a solution of problem }\left(P_{f, \lambda}\right)\right\}
\end{aligned}
$$

The rest of proof is split in several steps.

Step 1. There exist $\hat{u}_{\lambda} \in D_{+} \cap\left[0, \bar{u}_{\lambda}\right]$ and $\hat{v}_{\lambda} \in-D \cap\left[-\bar{u}_{\lambda}, 0\right]$ such that

$$
v \leq \hat{v}_{\lambda}, \quad \hat{u}_{\lambda} \leq u
$$

for every $v \in S_{-}(\lambda), u \in S_{+}(\lambda)$.
Step 2. $S_{+}(\lambda)$ and $S_{-}(\lambda)$ are downward and upward directed respectively.
Step 3. $S_{+}(\lambda)$ admits a minimal element $u_{\lambda}^{*}$ and $S_{-}(\lambda)$ admits a maximal element $v_{\lambda}^{*}$. In particular, $u_{\lambda}^{*} \in D_{+}$is the smallest positive solution of $\left(P_{f, \lambda}\right)$ and $v_{\lambda}^{*} \in-D_{+}$is biggest negative solution of $\left(P_{f, \lambda}\right)$.

Step 4. Problem $\left(P_{f, \lambda}\right)$ admits a nontrivial solution $w_{\lambda}$ in the ordered interval $\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right]$.

Step 5. The function $w_{\lambda}$ is a nodal solution of $\left(P_{f, \lambda}\right)$.
Proof of Step 1. Let us prove the existence of $\hat{u}_{\lambda}$. Assumption $H^{\prime}(f)$ assures that for every $M>0$ there exists $C_{M}>0$ such that for every $s \in[0, M]$ and uniformly for a.a. $x \in \Omega$

$$
\begin{equation*}
s f_{\lambda}(x, s) \geq \frac{\theta}{2} s^{\gamma_{\lambda}}-c_{M} s^{r_{\lambda}} \tag{4.1}
\end{equation*}
$$

Indeed, let $\delta \in(0, M)$ be such that

$$
\begin{equation*}
s f_{\lambda}(x, s) \geq \frac{\theta_{\lambda}}{2} s^{\gamma_{\lambda}} \tag{4.2}
\end{equation*}
$$

for every $s \in[0, \delta]$ and uniformly a.a. $x \in \Omega$. Let $c_{M}>0$ be such that

$$
\left(c_{M}-\tilde{c}\right) \delta^{r} \geq \frac{\theta_{\lambda}}{2} M^{\gamma_{\lambda}}+\left\|a_{\lambda}\right\|_{\infty} M
$$

A direct computation shows that for all $s \in[\delta, M]$ and uniformly for a.a. $x \in \Omega$

$$
\left(c_{M}-\tilde{c}\right) s^{r} \geq\left(c_{M}-\tilde{c}\right) \delta^{r} \geq \frac{\theta_{\lambda}}{2} M^{\gamma_{\lambda}}+\left\|a_{\lambda}\right\|_{\infty} M \geq \frac{\theta_{\lambda}}{2} s^{\gamma_{\lambda}}+a_{\lambda}(x) s
$$

namely

$$
\begin{equation*}
s f(x, s)-s a_{\lambda}(x)-\tilde{c} s^{r_{\lambda}} \geq \frac{\theta_{\lambda}}{2} s^{\gamma_{\lambda}}-c_{M} s^{r_{\lambda}} . \tag{4.3}
\end{equation*}
$$

Conditions (4.2) and (4.3) lead to (4.1).
Fix $M=\left\|\bar{u}_{\lambda}\right\|_{\infty}$ and claim that the function $\hat{u}_{\lambda}$ is the unique positive solution in $\left[0, \bar{u}_{\lambda}\right]$ of the auxiliary problem

$$
\left\{\begin{array}{l}
-\operatorname{div} a(\nabla u)-\Delta u=\frac{\theta_{\lambda}}{2}|u|^{\gamma_{\lambda}-2} u-c_{M}|u|^{r_{\lambda}-2} u \quad \text { in } \Omega,  \tag{AP}\\
\left.u\right|_{\partial \Omega}=0
\end{array}\right.
$$

Put

$$
J_{\lambda}(w)=\int_{\Omega} G(\nabla w) d x+\frac{1}{2}\|\nabla w\|_{2}^{2}-\int_{\Omega} P_{\lambda}(x, w(x)) d x
$$

for every $w \in W_{0}^{1, p}$, where $P_{\lambda}(x, s)=\int_{0}^{s} p_{\lambda}(x, s) d s$ and

$$
p_{\lambda}(x, s)= \begin{cases}0 & \text { if } s \leq 0 \\ \frac{\theta_{\lambda}}{2} s^{\gamma_{\lambda}-1}-c_{M} s^{r_{\lambda}-1} & \text { if } 0<s<\bar{u}_{\lambda}(x) \\ \frac{\theta_{\lambda}}{2} \bar{u}_{\lambda}^{\gamma_{\lambda}-1}(x)-c_{M} \bar{u}_{\lambda}^{r_{\lambda}-1}(x) & \text { if } s \geq \bar{u}_{\lambda}(x)\end{cases}
$$

Arguing as in (3.3) and exploiting (4.1) one has that for a.a. $x \in \Omega$

$$
A\left(\bar{u}_{\lambda}\right)-\Delta \bar{u}_{\lambda} \geq f_{\lambda}\left(x, \bar{u}_{\lambda}\right) \geq p_{\lambda}\left(x, \bar{u}_{\lambda}\right) .
$$

Hence $\bar{u}_{\lambda}$ is a super-solution of problem (AP). Moreover, it is clear that $J_{\lambda}$ is a $C^{1}$, coercive and sequentially weakly lower semicontinuous functional. Thus, there exists $\hat{u}_{\lambda} \in W_{0}^{1, p}(\Omega)$ such that

$$
J_{\lambda}\left(\hat{u}_{\lambda}\right)=\inf _{W_{0}^{1, p}(\Omega)} J_{\lambda}(w)
$$

A simple rearrangement of the proof of Lemma 2.11 assures that, since $\gamma_{\lambda}<$ $\min \{\tau, 2\}<p<r_{\lambda}$,

$$
J_{\lambda}\left(\hat{u}_{\lambda}\right)<0
$$

so $\hat{u}_{\lambda} \neq 0$. Moreover, from Lemma 2.6 it follows that

$$
0 \leq \hat{u}_{\lambda} \leq \bar{u}_{\lambda},
$$

that is $\hat{u}_{\lambda}$ is a nontrivial, positive solution of (AP) and the regularity theory assures that $\hat{u}_{\lambda} \in\left(C_{0}^{1}(\bar{\Omega})\right)_{+}$. Moreover, observe that (again recall that $p \leq r_{\lambda}$ )

$$
\operatorname{div} a\left(\nabla \hat{u}_{\lambda}\right)+\Delta \hat{u}_{\lambda} \leq c_{M} \hat{u}_{\lambda}^{r_{\lambda}-1} \leq c_{M}\left\|\hat{u}_{\lambda}\right\|_{\infty}^{r_{\lambda}-p} \hat{u}_{\lambda}^{p-1}
$$

We can apply Theorem 2.9 and conclude that $\hat{u}_{\lambda} \in D_{+}$.
Let us verify the uniqueness. Observe that it is not restrictive assume that the number $\tau$ in assumption $H(a)(i v)^{\prime}$ is such that $1<\tau<2$. Following the idea developed in [8], consider the functional $g_{\tau}: L^{1}(\Omega) \rightarrow \mathbb{R} \cup\{+\infty\}$ defined by

$$
g_{\tau}(u)= \begin{cases}\int_{\Omega} G\left(\nabla u^{1 / \tau}\right) d x+\frac{1}{2}\left\|\nabla u^{1 / \tau}\right\|_{2}^{2} & \text { if } u \geq 0, u^{1 / \tau} \in W^{1, p}(\Omega) \\ +\infty & \text { otherwise }\end{cases}
$$

Let $u_{1}, u_{2} \in \operatorname{dom} g_{\tau}=\left\{u \in L^{1}(\Omega): g_{\tau}(u)<+\infty\right\}$ and let $h \in[0,1]$. We set

$$
z=\left((1-h) u_{1}+h u_{2}\right)^{1 / \tau}, v_{1}=u_{1}^{1 / \tau}, v_{2}=u_{2}^{1 / \tau}
$$

Thanks to [8, Lemma 1], we have

$$
|\nabla z(x)| \leq\left[(1-h)\left|\nabla v_{1}(x)\right|^{\tau}+h\left|\nabla v_{2}(x)\right|^{\tau}\right]^{1 / \tau} \text { a.e. in } \Omega \text {. }
$$

Thus, by the monotonicity of $G_{0}$ and condition $H(a)(i v)^{\prime}$, as well as convexity of $\delta_{\tau}(t)=\frac{1}{2} t^{2 / \tau}$ (remember that we supposed $\left.\tau \in(1,2)\right)$ one has

$$
\begin{aligned}
G(\nabla z(x)) & =G_{0}(|\nabla z(x)|) \leq G_{0}\left(\left((1-h)\left|\nabla v_{1}(x)\right|^{\tau}+h\left|\nabla v_{2}(x)\right|^{\tau}\right)^{1 / \tau}\right) \\
& \leq(1-h) G_{0}\left(\left|\nabla v_{1}(x)\right|\right)+h G_{0}\left(\left|\nabla v_{2}(x)\right|\right)
\end{aligned}
$$

as well as

$$
\begin{aligned}
\frac{1}{2}|\nabla z(x)|^{2} & \leq \frac{1}{2}\left((1-h)\left|\nabla v_{1}(x)\right|^{\tau}+h\left|\nabla v_{2}(x)\right|^{\tau}\right)^{2 / \tau} \\
& \leq \frac{1-h}{2}\left|\nabla v_{1}(x)\right|^{2}+\frac{h}{2}\left|\nabla v_{2}(x)\right|^{2}
\end{aligned}
$$

for a.a. $x \in \Omega$, namely $g_{\tau}$ is convex.
Moreover, applying the Fatou's lemma one has that $g_{\tau}$ is lower semicontinuous.

Suppose that $u \in W^{1, p}(\Omega)$ is another positive solution in $\left[0, \bar{u}_{\lambda}\right]$ of problem (AP). Following the previous reasoning we have $u \in D_{+}$. Then, for every $\varphi \in C^{1}(\bar{\Omega})$ and $s \in(-1,1)$ with $|s|$ small, we have

$$
u^{\tau}+s \varphi \in D_{+} \cap \operatorname{dom} g_{\tau}
$$

Therefore, the Gateâux derivative of $g_{\tau}$ at $u^{\tau}$ in the direction $\varphi$ can be computed using the chain rule

$$
\left(g_{\tau}\right)^{\prime}\left(u^{\tau}\right)(\varphi)=\frac{1}{\tau} \int_{\Omega} \frac{-\operatorname{div} a(\nabla u)-\Delta u}{u^{\tau-1}} \varphi d x
$$

for all $\varphi \in W^{1, p}(\Omega)$ (we have used the density of $C^{1}(\bar{\Omega})$ in $W^{1, p}(\Omega)$ ). Clearly, the preceding condition holds also for the solution $\hat{u}_{\lambda}$. Hence, the convexity of $g_{\tau}$ implies that $\left(g_{\tau}\right)^{\prime}(\cdot)$ is monotone. Thus,

$$
\begin{align*}
& 0 \leq \int_{\Omega}\left[\frac{-\operatorname{div} a(\nabla u)-\Delta u}{u^{\tau-1}}+\frac{\operatorname{div} a\left(\nabla \hat{u}_{\lambda}\right)+\Delta \hat{u}_{\lambda}}{\hat{u}_{\lambda}^{\tau-1}}\right]\left(u^{\tau}-\hat{u}_{\lambda}^{\tau}\right) d x= \\
= & \int_{\Omega}\left[\frac{\theta_{\lambda}}{2}\left(\frac{1}{u^{\tau-\gamma_{\lambda}}}-\frac{1}{\hat{u}_{\lambda}^{\tau-r_{\lambda}}}\right)+c_{M}\left(\hat{u}_{\lambda}^{r_{\lambda}-\tau}-u^{r_{\lambda}-\tau}\right)\right]\left(u^{\tau}-\hat{u}_{\lambda}^{\tau}\right) d x . \tag{4.4}
\end{align*}
$$

Taking in mind that, $\gamma_{\lambda}<\tau<r_{\lambda}$, from (4.4) it follows that

$$
u=\hat{u}_{\lambda},
$$

and the uniqueness is proved.
Let us conclude by verifying that for every $u \in S_{+}(\lambda)$ one has

$$
\begin{equation*}
\hat{u}_{\lambda} \leq u . \tag{4.5}
\end{equation*}
$$

To this end, as above use a truncation argument putting

$$
\tilde{J}_{\lambda}(w)=\int_{\Omega} G(\nabla w) d x+\frac{1}{2}\|\nabla w\|_{2}^{2}-\int_{\Omega} \tilde{P}_{\lambda}(x, w(x)) d x
$$

for every $w \in W_{0}^{1, p}(\Omega)$, where $\tilde{P}_{\lambda}(x, s)=\int_{0}^{s} \tilde{p}_{\lambda}(x, t) d t$ and

$$
\tilde{p}_{\lambda}(x, s)= \begin{cases}0 & \text { if } s \leq 0 \\ \frac{\theta_{\lambda}}{2} s^{\gamma_{\lambda}-1}-c_{M} s^{r_{\lambda}-1} & \text { if } 0<s<u(x) \\ \frac{\theta_{\lambda}}{2} u^{\gamma_{\lambda}-1}(x)-c_{M} u^{r_{\lambda}-1}(x) & \text { if } s \geq u(x)\end{cases}
$$

Observe that $u$ is a super-solution of problem (AP) and that, by the Weierstrass theorem, $\tilde{J}_{\lambda}$ admits a nontrivial global minimizer $\tilde{u}_{\lambda} \in W_{0}^{1, p}(\Omega)$. In particular,

$$
\begin{equation*}
0 \leq \tilde{u}_{\lambda} \leq u \leq \bar{u}_{\lambda} \tag{4.6}
\end{equation*}
$$

namely $\tilde{u}_{\lambda}$ is a positive solution of (AP), that is, in view of the uniqueness property, $\hat{u}_{\lambda}=\tilde{u}_{\lambda}$ and (4.5) follows from (4.6).

The existence of $\hat{v}_{\lambda}$ is proved similarly thanks to the symmetry of problem (AP). In particular, $\hat{v}_{\lambda}=-\hat{u}_{\lambda}$.

Proof of Step 2. Let us verify that $S_{+}(\lambda)$ is downward directed, namely that for all $u, v \in S_{+}(\lambda)$ there exists $w \in S_{+}(\lambda)$ with $w \leq u, w \leq v$.

Fix $u, v \in S_{+}(\lambda)$. We first note that arguing as in [22, Lemma 3] and exploiting the monotonicity of $A$ and $-\Delta$ one has that $\bar{w}=\min \{u, v\}$ is a super-solution of $\left(P_{f, \lambda}\right)$ and clearly $\bar{w} \leq \bar{u}_{\lambda}$. In particular, $\bar{w}$ is also a super-solution of (AP) and $\hat{u}_{\lambda} \leq \bar{w} \leq \bar{u}_{\lambda}$. Truncating with $\bar{w}$, the functional

$$
I_{0}^{\bar{w}}(u)=\int_{\Omega} G(\nabla w) d x+\frac{1}{2}\|\nabla w\|_{2}^{2}-\int_{\Omega}\left(F_{\lambda}\right)_{0}^{\bar{w}}(x, w(x)) d x
$$

by the Weierstrass theorem, attains its negative minimum at some $w \in W_{0}^{1, p}(\Omega)$. The usual comparison arguments permit to conclude that $0 \leq w \leq \bar{w}$ and $w \in S_{+}(\lambda)$.

Similarly one can prove the analogous property of $S_{-}(\lambda)$.
Proof of Step 3. Let us verify the existence of $u_{\lambda}^{*}$. Consider a chain $\mathcal{C}$ (that is a totally ordered subset) of $S_{+}(\lambda)$. Thus, there exists a decreasing sequence $\left\{u_{n}\right\}$ in $\mathcal{C}$ (view [9, pag. 336]) such that $\tilde{u}=\inf \mathcal{C}=\inf _{n \in \mathbb{N}} u_{n}$. Hence, $u_{n} \rightarrow \tilde{u}$ for a.a. in $\Omega$ and it is clear that (see Step 1) $\hat{u}_{\lambda} \leq \tilde{u} \leq \bar{u}_{\lambda}$. Moreover, since

$$
\begin{equation*}
A\left(u_{n}\right)-\Delta u_{n}=f_{\lambda}\left(x, u_{n}\right) \tag{4.7}
\end{equation*}
$$

in view of Lemma 2.3 and assumption $H^{\prime}(f)$ one has there exists $C>0$ such that

$$
\frac{c_{1}}{p-1}\left\|\nabla u_{n}\right\|_{p}^{p}+\left\|\nabla u_{n}\right\|_{2}^{2}=\int_{\Omega} f\left(x, u_{n}\right) u_{n} d x \leq C
$$

for every $n \in \mathbb{N}$, namely $\left\{u_{n}\right\}$ is bounded in $W_{0}^{1, p}(\Omega)$. Thus, we can suppose that

$$
\begin{equation*}
u_{n} \rightarrow \tilde{u} \text { weakly in } W_{0}^{1, p}(\Omega) \text { and } u_{n} \rightarrow \tilde{u} \text { in } L^{p}(\Omega) \tag{4.8}
\end{equation*}
$$

At this point, being $0 \leq u_{n} \leq \bar{u}_{\lambda}$, assumption $H^{\prime}(f)$, the monotonicity of $-\Delta$ and the convergence properties of $\left\{u_{n}\right\}$ implies that

$$
\limsup _{n \rightarrow \infty}\left\langle A\left(u_{n}\right), u_{n}-u\right\rangle \leq 0
$$

Thus, from Proposition 2.5 we achieve the strong convergence of $\left\{u_{n}\right\}$ to $\tilde{u}$ and, as a direct consequence, passing to the limit in (4.7), $\tilde{u} \in S_{+}(\lambda)$ and $\mathcal{C}$ admits minimum. The Kuratowski-Zorn's lemma assures that $S_{+}(\lambda)$ has a minimal element $u_{\lambda}^{*}$ which is nontrivial ( $\hat{u}_{\lambda} \leq u_{\lambda}^{*}$ as seen in Step 1 ). We conclude verifying that $u_{\lambda}^{*}$ is the smallest positive solution of $\left(P_{f, \lambda}\right)$ in the ordered interval $\left[0, \bar{u}_{\lambda}\right]$. Let $u \in S_{+}(\lambda)$. Since $S_{\lambda}(\lambda)$ is downward directed there exists $\breve{u} \in S_{+}(\lambda)$ such that $\breve{u} \leq u$ and $\breve{u} \leq u_{\lambda}^{*}$, but the minimality of $u_{\lambda}^{*}$ implies that $u_{\lambda}^{*}=\breve{u} \leq u$ and we are done.

The proof of the existence of the maximal element $v_{\lambda}^{*}$ that is the biggest negative solution in the ordered interval $\left[\underline{u}_{\lambda}, 0\right]$ is similar.

Proof of Step 4. First observe that the minimality of $u_{\lambda}^{*}$ and the maximality of $v_{\lambda}^{*}$ imply that they are global minimizers of the functionals $I_{0}^{u_{\lambda}^{*}}$ and $I_{v_{\lambda}^{*}}^{0}$
respectively. At this point, the existence of a third nontrivial solution $w_{\lambda} \in$ $\left[v_{\lambda}^{*}, u_{\lambda}^{*}\right] \cap C_{0}^{1}(\bar{\Omega})$ of problem $\left(P_{f, \lambda}\right)$ can be obtained arguing exactly as in the proof of Theorem 3.3 with $u_{\lambda}^{*}$ and $v_{\lambda}^{*}$ instead of $u_{\lambda}$ and $v_{\lambda}$ respectively, as well as $u_{\lambda}^{*}$ and $v_{\lambda}^{*}$ in place of $\bar{u}_{\lambda}$ and $\underline{u}_{\lambda}$, so that the functionals $I_{0}^{\bar{u}_{\lambda}}$ and $I_{\underline{v}_{\lambda}}^{0}$ are here replaced by $I_{0}^{u_{\lambda}^{*}}$ and $I_{v_{\lambda}^{*}}^{0}$.

Proof of Step 5. Since $w_{\lambda} \in\left(v_{\lambda}^{*}, u_{\lambda}^{*}\right) \backslash\{0\}$ it cannot be of constant sign by virtue of the extremality properties of $u_{\lambda}^{*}$ and $v_{\lambda}^{*}$.
The proof is complete.
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