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Abstract

Fifth generation (5G) networks are expected to connect a huge number of
Internet of Things (IoT) devices in many usage scenarios. The challenges
of typical massive IoT applications with sporadic and short packet uplink
transmissions are well studied, while not enough attention is given to the
delivery of content of common interest, such as software/firmware updates
and remote control, towards IoT devices in emerging point-to-multipoint sce-
narios. Moreover, the delivery of delay-sensitive IoT traffic is not sufficiently
addressed in the literature. In this work we (i) identify the drawbacks of the
current Single-Cell Point-to-Multipoint (SC-PTM) solution for unplanned
critical traffic delivery in cellular IoT (cIoT) networks, and (ii) propose pag-
ing and multicast schemes for a fast distribution of critical updates after,
e.g., bug fixes or system failures. We benchmark the performance of the pro-
posed paging scheme against similar solutions available in the literature. Our
extended SC-PTM framework is energy efficient and guarantees low service
latency, as demonstrated both analytically and by simulations.
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1. Introduction

Fifth-generation (5G) networks are expected to connect a huge number
of heterogeneous devices. Differently from previous generations of cellu-
lar networks, 5G strongly focuses on massive Machine-Type Communica-
tions (MTC) and Internet of Things (IoT), addressing both massive MTC
(mMTC) and Ultra-Reliable and Low-Latency Communication (URLLC) use
cases [1]. Many of the emerging IoT use cases move the focus from sporadic
data transmissions in the uplink (UL) direction - such as smart gas-metering
devices that wake up once a day to send the consumption reports to the gas-
metering network - to simultaneous data delivery from network to multiple
receivers in the downlink (DL). The latter case includes software/firmware
updates, system configuration changes, and remote device control [2].

Point-to-multipoint communication is the key technology in such scenar-
ios, because of its capability to feed a theoretically unlimited number of
devices in a single transmission [3]. The 3rd Generation Partnership Project
(3GPP) specified the subscription-based Multimedia Broadcast Multicast
Service (MBMS) architecture to provide a way for the network to deliver
the content of interest towards multiple receivers over a large number of cells
[16]. Successively, the Single-Cell Point-to-Multipoint (SC-PTM) operation
mode was introduced in Release 13 to support multicast data delivery in a
single cell. Later in Release 14, it was enabled for NarrowBand IoT (NB-IoT)
and Long Term Evolution for Machines (LTE-M), which are recognized as 5G
solutions that meet technical requirements of large-scale mMTC scenarios [1]
and ensure coexistence with the 5G New Radio (NR) [4].

In conventional multicast scenarios, devices create a multicast group by
subscribing to the content of interest and wait for the service announcement
when the content is available for download. The service announcement stage
usually runs for a long time to ensure that all devices in the group get ready
for the content reception when multicast transmission starts.

In this paper, we focus on the challenging use case of unplanned arrival
of critical device-terminated traffic intended to a large number of IoT de-
vices. The multicast group can not be created in advance and multicast
transmissions can not be scheduled as in the example above because the
critical content must be delivered to IoT devices as soon as possible. This
is the case, for example, of a devices’ owner or manufacturer that wants to
distribute a software/firmware update after critical bug fixes or send system
reconfiguration instructions after the system failure.
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1.1. Related work and contribution of this paper

The need for a customer-driven group formation in cellular IoT (cIoT)
has been early discussed in [5]. However, the work is mainly focused on the
issue of paging a large number of devices to notify them about the upcoming
multicast transmission without much elaboration on delivery of multicast
traffic. We address both paging and traffic delivery aspects in our coherent
proposal.

In our previous work [6], we proposed three different strategies to group
IoT devices for the reception of multicast traffic. The first strategy is meant
to group all relevant devices into a single group and schedules SC-PTM trans-
mission when the last device of the group enters the Radio Resource Control
(RRC) connected state joining the multicast group. According to the sec-
ond strategy, devices are split into multicast groups of equal size; connected
devices wait for the SC-PTM transmission until the group is formed. In
the last strategy, we proposed to schedule identical multicast transmissions
any moment when devices are ready for the data reception, i.e. any num-
ber of devices may fall into the multicast group. We considered only legacy
paging strategy, defined by 3GPP, to notify devices of the multicast service;
according to it, not more than 16 devices can be reached by one paging
transmission [7].

In [8], we discussed the necessary improvements of the SC-PTM service
announcement and proposed a new grouping solution for the multicast recep-
tion of critical content, considering the drawbacks of the strategies from [6].
In the new strategy, the network schedules SC-PTM transmissions in a fixed
interval named critical interval. However, we did not discuss how this inter-
val should be adjusted. We extended the analysis with two enhanced paging
strategies from the reference literature, namely Group paging (GP) [9], which
allows addressing any number of devices in one paging message, and enhanced
Group paging (eGP) [10] where paging is sent out over fixed intervals to a
group of devices.

Solution for paging in [11] improves device’s battery life cycle at the
expense of a very long service delay that is unacceptable for critical applica-
tions. Authors in [12] obtained the optimal size for a paging group based on
the limited capacity of the Random Access (RA) followed by paging. How-
ever, none of the mentioned works, except for [10], takes into account the
impact of paging on multicast efficiency. For this reason, we propose a new
paging solution that leaves from the general idea of the paging approaches
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proposed in [10] and [12], but reinforces our SC-PTM transmission scheme
for the delay critical IoT applications.

Before us, authors in [13] analysed the performance of the firmware up-
dates over unicast and PTM links for NB-IoT. The work [14] deals with the
resource allocation problem for the multicast transmission in the presence
of unicast traffic. Both works lack an analytic approach and solutions for
paging, which are contributions of our work. Our paging and device group-
ing solutions have been evaluated analytically and validated by extensive
simulations.

The main contributions of this work are:

– A multicast framework for critical cIoT services that helps to avoid
long legacy service announcement procedure, efficiently pages devices
and schedules SC-PTM transmissions.

– A new paging strategy that properly adjusts the paging interval and
size of the paging groups to improve the probability of content reception
and reduce delay of SC-PTM services.

– An analytical framework that accurately models all the phases involved
in SC-PTM service provision, such as paging, system configuration for
the SC-PTM reception and multicast transmission itself.

– An extensive numerical analysis with device and network oriented met-
rics and different payloads of the multicast traffic that may represent
very short commands, alerts and small bug fixes.

We also discuss minor but necessary changes in some messages of the RA
stage, not addressed in [8].

The rest of the paper is organized as follows. In section 2, we give the
background on paging and RA procedures and explain the necessary changes
for SC-PTM to make delivery of critical traffic in cIoT feasible. The details
of our proposal are given in section 3, while numerical results are discussed
in section 4. Conclusive remarks are given in the last section.
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2. Setting the scene

2.1. Paging and Random access procedures

Individual cIoT device activity pattern is defined by discontinuous recep-
tion (DRX)1 mechanism, also known as paging, that alternates short con-
nected and long idle periods. After an inactivity period since the last trans-
mission, defined by the Inactivity Timer, the device turns the receiver cir-
cuitry off and only periodically listens to the Paging Radio Network Tempo-
rary Identifier (P-RNTI) indication in the Physical Downlink Control Chan-
nel (PDCCH)2. It wakes up for the onDuration time to receive the paging
message and to look up for its identifier (ID) in the paging records list. If the
device finds the appropriate record then it follows the instruction from the
paging message, otherwise it turns back to sleep [15].

Two parameters help to define when a device is available for device-
terminated services: the Paging Frame (PF) and the Paging Opportunity
(PO)3 indicating the radio frame and subframe when the device must listen
to the paging indication in the PDCCH. Network can address several devices
at a time if they listen to the same PO at the same PF including their IDs
into the paging record list. However, the number of paging records in one
message is limited [7]. Alternatively, it may address devices by their Group
ID (GID) [9] if assigned previously.

Once devices are awake, they may receive but can not transmit, therefore
they need to synchronize with the network and request resources through the
RA procedure for future communication. Devices send a randomly chosen
preamble (Msg1 ) over the physical random access channel (PRACH) at the
random access opportunities (RAOs), defined by the PRACH configuration
index. If the Base Station (BS) successfully decodes Msg1, then it replies
with the RA response (RAR) message (Msg2 ), including the Temporary
Cell-Radio Network Temporary Identifier (TC-RNTI), the timing advance
information for synchronization purpose, and a UL grant for the next message

1In Release 13, an extended DRX (eDRX) was introduced allowing IoT devices remain
idle for longer period to save energy but improve the device response time in applications
with network-originated traffic compared to the Power Saving Mode (PSM).

2Note, that LTE-M and NB-IoT uses specifically designed MTC PDCCH (MPDCCH)
and Narrowband PDCCH (NPDCCH) [18]. We omit to specify the exact name for the
different physical LTE-M and NB-IoT channels for brevity.

3For NB-IoT devices, the concept of Paging Narrowband (PNB) is used instead of PO.
For simplicity, we refer to PO only, including also PNB in this term.
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transmission in the physical uplink shared channel (PUSCH). Then the device
sends the Radio Resource Control (RRC) connection request (Msg3 ) and
specify the Establishment Cause. If the BS decodes Msg3 it replies with
Contention Resolution message (Msg4 ) using identifiers from the Msg3. If
both TC-RNTI and UE Identity equal to the TC-RNTI and UE Identity
that the device included in Msg3, the RA stage is successfully completed.

2.2. Multicast Framework for critical IoT applications

Figure 1: Standard (Option A) and proposed (Option B) scheme to deliver SC-PTM traffic
towards cIoT devices.

SC-PTM reuses the MBMS architecture but utilizes supplementary ra-
dio bearer service. SC-PTM control and data are transferred in the ded-
icated Single-Cell Multicast Control Channel (SC-MCCH) and Single-Cell
Multicast Traffic Channel (SC-MTCH) respectively. These two channels dy-
namically mapped to the Physical Downlink Shared Channel (PDSCH) with
prior indication in the PDCCH [16], [17]. Each multicast session has a unique
Temporary Mobile Group Identity (TMGI) in core and radio access segments.
Similar to paging, SC-PTM control and traffic transmissions are indicated
by SC-PTM RNTI (SC-RNTI) and Group-RNTI (G-RNTI) in DCI respec-
tively. Once a device gets TMGI, G-RNTI and scheduling information for
the SC-PTM transmission (i.e., scheduling period, scheduling window and
start offset), it can receive the content, as shown in the Fig. 1.
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3GPP-based SC-PTM for cIoT is only supported in idle mode. To this
end, a new System Information Block Type 20 (SIB-20) message was intro-
duced to carry the scheduling information for one SC-MCCH per cell, that
contains scheduling information for one SC-MTCH per each multicast ser-
vice. When a new SC-PTM service becomes available in a cell, SC-MCCH is
changed, therefore devices have to read SIB-20 to update the SC-MCCH. To
inform devices about the changes in the SIB-20 network needs to broadcast
SIB-1 messages (Option A in Fig. 1).

The transmission of one SIB message takes 64 frames or 640 ms [18].
Notifications of SIB changes apply the concept of modification period. It
means that the system information content is not supposed to change within
a modification period, and the same information can be repeated within a
modification period. In the next modification period, the content is allowed
to change. Hence, during the first modification period, the BS informs devices
that the information is about to change, but the updated information itself
is transmitted only in the next modification period, as shown in Fig. 2.

Figure 2: Delay of the standard SC-PTM transmission.

As we discussed in our previous work [8], the payload of critical IoT
applications is relatively small and content must be delivered to devices with
a minimal delay. The wait-for-all approach fails to fit such a requirement
when the number of involved devices is high. We propose to send paging
messages to a small subgroups of devices and schedule multicast transmission
in a short interval after paging as illustrated in Fig. 3.
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Figure 3: Paging and Multiple-subgroups Multicast Transmissions.

Upon receiving the list of relevant IoT devices, the network starts paging.
All successfully paged devices have to initiate the RA procedure. The SC-
PTM configuration information will be piggybacked on the Msg4 replacing
the RRC Connection Setup/Resume message. Fig. 4 illustrates the necessary
modifications to the paging message and to the RA messages to enable the
proposed solution. A flag in the paging message should be set to 1 to inform
devices of the SC-PTM related paging. To emphasize that the SC-PTM
configuration is requested, also Msg3 is extended to let device specify a new
establishment cause in the corresponding spare field of Msg3 that we define
as mt-Multicast. When carrying SC-PTM configuration in Msg4, IoT devices
benefit from the hybrid automatic repeat request (HARQ) mechanism that
improve the reliability of the multicast service. However, the RA stage could
be a bottleneck. Paging a large number of IoT devices may cause preamble
retransmissions due to the limited opportunities for sending Msg2, and may
delay the RA completion. The less devices complete RA before the next
scheduled SC-PTM transmission, the less devices join the multicast group.
When the multicast subgroups are small, radio spectrum is not efficiently
utilized and the total SC-PTM service delay increases.

We propose to page a relatively small number of IoT devices to ensure
that all of them complete the RA stage before the SC-PTM transmission.
Moreover, the next group of devices is paged only at the end of the RA stage
of the previous group. The interval between two successive SC-PTM trans-
missions depends on the expected access delay and SC-PTM transmission
delay. More details are given in the next section.
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(a) Standard Random Access (b) Enhanced Random Access

Figure 4: Standard and enhanced Random Access procedure for unplanned SC-PTM
transmission.

3. System Model

We consider a single-cell scenario with N uniformly distributed devices.
Let us define a virtual frame (VF) composed of TV F subframes as the time
interval between two successive RAOs. The system time T is slotted into
I = dT/TV F e VFs, where I = {1, . . . , I} denotes VF indexes. We assume
that each VF has one PO and one RAO, as illustrated in Fig. 5.

Figure 5: System time model.

Let Q denote the number of paging subgroups, Q = {1, . . . ,Q}. If paging
subgroup q ∈ Q has nq devices, then n1 + . . .+ nQ = N and nq ≤ Nj, where
j ∈ J denotes one of the paging schemes under consideration.

Let P = (~P1, . . . , ~PI)
T be the paging matrix composed of vectors ~Pi =

(pi,q)i∈I,q∈Q, whose element pi,q denotes the number of devices in the paging
subgroup q at the VF i. For a paging scheme j ∈ J , we define Ij ⊂ I as the
subset of VF indexes in which paging messages should be sent. In particular,
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J = {SP,GP, eGP,NeGP}. For the SP scheme, dN/NSP e VFs carry paging
messages, where NSP = 16 and paging interval is equal to one VF, therefore
ISP = (1,2, . . . ,dN/NSP e). According to the GP scheme, all NGP = N
devices can be reached by one paging message [9], so IGP consists of only
one element. The eGP scheme claims that a new paging group (NeGP = 36)
can be formed every TeGP = 30 ms, i.e., every ieGP = dTeGP/TV F e VFs, thus
IeGP = {1, 1 + ieGP , . . . , 1 + ([N/NeGP ]− 1)ieGP}.

In our proposed NeGP, we define INeGP by taking into account the RA
and SC-PTM transmission delays. Specifically, F VFs are needed to complete
the 4-message handshake for the RA when NNeGP = 8 devices contend at
the preamble transmission stage. Then, let W denote the number of VFs
required for the SC-PTM transmission. Thus, a new group of devices can be
paged every paging interval TNeGP = (F + W ) · TV F = iNeGP · TV F ms, and
INeGP = {1, 1 + iNeGP , . . . , 1 + ([N/NNeGP ]− 1)iNeGP}.

An IoT device that receives a paging message in VF i initiates the RA
at the same VF. If the first RA attempt fails, the device may take up to R
attempts, R = {1, . . . , R + 1}. Let vector ~αi,r denote the number of devices
having the RA attempt r in VF i, where i ∈ I, r ∈ R.

When devices make the first RA attempt, i.e. r = 1,

~αi,1 = ~Pi, i ∈ I. (1)

The total number αi of devices having Msg1 transmission in VF i can be
obtained as follows:

αi =

(
R∑
r=1

(~αi,r)

)
1, i ∈ I, (2)

where 1 = (1,1, . . . ,1)T , |1| = Q.
Each device randomly chooses a preamble among C available preambles

with probability 1/C. The probability qi(c) of having exactly c out of C
preambles in VF i can be given as in [19]:

qi(c) =

(
C

C − c

) c∑
j=0

(−1)j
(
c

j

)(
1− C − c+ j

C

)αi

. (3)

The expected number of used preambles Ci in VF i, i ∈ I, can be calcu-
lated as follows:

Ci =

[ C∗
i∑

c=1

cqi(c)

/ C∗
i∑

c=1

qi(c)

]
(4)
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where C∗i = min (C,αi) because the number of contending devices αi could
be lower than the number of available preambles C. The probability pi of
choosing a unique preamble in VF i depends on the number of contending
devices αi:

pi =

(
1− 1

C

)αi−1

, i ∈ I. (5)

Collided devices which have received the same UL grant in Msg2 col-
lide again in Msg3 transmission and can repeat the RA attempt after the
Contention Resolution Time (CRT) window expiration. We denote M =
dTCRT/TV F e as the CRT window TCRT in number of VFs.

The expected number of contending devices in VF i is the total number
of devices that make the first RA attempt after paging, devices that failed
to receive Msg2, and devices that collided at step 3 of the RA procedure.
Let ~α∗i,r denote the number of devices that successfully received Msg2 in VF

i after r RA attempts. Vectors ~βi,r and ~β∗i,r stand for the number of devices
scheduled for the Msg3 transmission in VF i and for the number of devices
that successfully sent Msg3 in VF i after r RA attempts, respectively. Finally,
let ~γi,r,m denote the number of devices that receive Msg4 in VF i after m VFs
of the contention resolution time and r RA attempts, while ~γ∗i,r,m stands for
number of devices that successfully received Msg4 in VF i.

Devices that failed the RA attempt retry after the back-off window (BW)
TBW or j VFs, j = 1,B, where B = dTBW/TV F e. Let ϕj = 1/B be the
probability of randomly choosing the back-off time. The expected number of
devices contending in VF i yields:

~αi,r = H[i− 1]
(
~γi−1,r−1,M − ~γ∗i−1,r−1,M

)
+H[i− k −M ]pi−k−M · ~βi−M,r−1+

+H[i− j − 1]
B∑
j=1

[(
~αi−j−1,r−1 − ~α∗i−j−1,r−1

)
ϕj
]
, i ∈ I, r ∈ R,j = 1,B (6)

where H[x] is a Heaviside function; it equals to 1 if x > 0 and takes 0 if
x ≤ 0.

The BS needs TRA ms to detect and decode transmitted preambles before
sending Msg2. Therefore, a device waits for k = d((A− 1)TV F + TRA)/TV FAe
VFs for the Msg2 reception. Let NRAR denote the system capacity for Msg2
transmissions in numbers of preambles that can be acknowledged by the BS.
If devices contending in VF (i− k) used less than NRAR preambles, then all
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devices receive Msg2. Otherwise, only a portion of them receives Msg2, that
is given as follows:

~α∗i,r =

{
~αi−k,r, Ci−k ≤ NRAR

[~αi−k,rNRAR/Ci−k] , Ci−k > NRAR.
(7)

The expected number of devices to be scheduled for the Msg3 transmission
in VF i can be given as follows:

~βi,r = ~α∗i−1,r +
(
~βi−1,r − ~β∗i−1,r

)
, (8)

where
(
~βi−1,r − ~β∗i−1,r

)
counts for the devices that failed to send Msg3 in VF

i− 1 due to the lack of UL resources.
Let U0 be the total number of UL resources available in VF i. Since

the PRACH occupies a fixed number UP of RBs in the UL, the number of
available UL resources in VF i for Msg3 transmission equals to Ui = U0−UP .
The expected number of devices scheduled for the Msg3 transmission in VF
i can be given as follows:

~β∗i,r =

{
~βi,r, ~βi,ru

T ≤ Ui[
~βi,rUi/~βi,ru

T
]
, otherwise,

(9)

where uT , |u| = Q, denotes the average number of RBs required for the Msg3
transmission.

The expected number of devices to be scheduled for the Msg4 transmission
in VF i is either the number of devices that successfully sent Msg3 in the
previous VF or the number of devices that failed to receive Msg4 in the
previous VF due to the lack of the DL resources:

~γi,r,m =

{
~β∗i−1,r, m = 1

~γi−1,r,m−1 − ~γ∗i−1,r,m−1, otherwise.
(10)

where i ∈ I, r ∈ R \ {R + 1}.
Let D0 and DRAR be the total number of DL resources available in VF

i and the average number of resources required for the Msg2 transmission,
respectively. The number of DL resources Di after the Msg2 transmission
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can be calculated as:

Di =

D0 −DRAR,

(
R∑
r=1

~βi,r

)
1T > 0

D0, otherwise.

(11)

Therefore, the expected number of devices that successfully sent Msg4 in VF
i yields:

~γ∗i,r,m =

{
~γi,r,m, ~γi,r,md

T ≤ Di[
~γi,r,mDi/~γi,r,md

T
]
, otherwise,

(12)

where dT denotes the average number of DL resources required for the Msg4
transmission, |d| = Q.

After receiving Msg4 in VF i, devices can receive SC-PTM transmission
scheduled in one of the next VFs. We assume that up to S multicast trans-
missions can be scheduled within I VFs, S = {1, . . . , S}. Let is be the first

VF of the SC-PTM transmission s. Then, the expected number ~δs of devices
ready for the SC-PTM transmission s yields:

~δs =
is−1∑
k=is−1

R∑
r=1

M∑
m=1

~γ∗k,r,m, s ∈ S. (13)

Let z define the critical interval between two successive SC-PTM trans-
missions. The first transmission should be scheduled with an offset to ensure
that all devices of the first paging subgroup receive Msg4, while all next
multicast transmissions are scheduled in z VFs.

Let Θ be the multicast payload in terms of resources needed for the SC-
PTM transmission. The residual number of resources θls required to complete
transmission s after the first ls − 1 VFs is given as follows:

θls =


Θ, ls = 0

θls−1 −Di∗s+ls , θls−1 > Di∗s+ls

0, otherwise,

(14)

where l∗s stands for the last VF of the SC-PTM transmission s such that
θl∗s = 0, i.e. denotes the duration of the SC-PTM transmission s. The

expected number of devices ~δ∗s that successfully receive the multicast service

after l∗s VFs equals to ~δs. We now can calculate the metrics of interests.
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Access success probability PA is a ratio of the number of devices that
completed the RA stage to the overall number of devices reached through
paging

PA = 1−

(
I∑
i=1

~αi,R+1

)
1T/

(
I∑
i=1

~αi,1

)
1T . (15)

Average access delay DA corresponds to the time to complete the RA:

DA =
1

Q

Q∑
q=1

(
i∗q − iq

)
TV F , (16)

where iq stands for the VF at which group q receives paging and i∗q is given
as follows

i∗q =

[(
I∑
i=1

i
R∑
r=1

M∑
m=1

~γ∗i,r,m

)
eTq

/( I∑
i=1

~αi,1

)
eTq

]
. (17)

Average idle delay DIdle is the time that elapses from the end of the RA
stage until the beginning of the multicast transmission, therefore

DIdle =
1

Q

Q∑
q=1

(
i∗∗q − i∗q

)
TV F . (18)

where i∗∗q is given as follows

i∗∗q =

[∑
s∈S

i∗s

(
~δse

T
q

)/(∑
s∈S

~δs

)
eTq

]
− 1 (19)

because not all devices of the same paging subgroup will be members of the
same multicast subgroup for the SC-PTM reception.

Average total delay DTotal includes the average access delay DA, average
idle delay DIdle, and average SC-PTM transmission delay DTX :

DTotal = DA +DIdle +DTX , (20)

where the average SC-PTM transmission delay can be computed as

DTX =
1

S

S∑
s=1

l∗s · TV F . (21)
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Total service delay DService is the total time to wake up all relevant de-
vices and deliver the content of interest. Having iS∗ and lS∗ of the very last
multicast transmission S∗, we compute the metric as follows

DService = (iS∗ + lS∗)TV F . (22)

Average access energy consumption EA can be given as an arithmetic
mean of the average energy consumption per paging subgroup EAq :

EA =
1

Q

Q∑
q=1

EAq . (23)

Let t1, t2, t3 and t4 be the average transmission delay of Msg1, Msg2, Msg3
and Msg4. The device energy consumption in transmission mode equals to
eTX mW, in reception mode - eRX mW, devices in idle mode consume eIdle
mW on average. In the access stage, devices of subgroup q consume:

EAq =(eTXt1 + eRXt2)r
2
q + (eTXt1 + eRXt2 + eTXt3)(r

3
q + 1)+

+ eIdleTBW r
2
q + eRXt4, (24)

where r2q and r3q denote the average number of retransmission attempts due to
failure after Msg2 and Msg3 transmission, respectively. The average number
of RA attempts due to Msg2 or Msg3 failure is computed as the weighted
mean:

r2q =

(
R∑
r=1

r
I∑
i=1

(
~αi,r − ~α∗i,r

))
eTq(

R∑
r=1

I∑
i=1

(
~αi,r − ~α∗i,r

))
eTq

. (25)

r3q =

(
R∑
r=1

r
I∑
i=1

~αsi,r (1− pi)

)
eTq(

R∑
r=1

I∑
i=1

~αsi,r (1− pi)

)
eTq

. (26)

Average device energy consumption is the total energy consumed during
the access, idle and SC-PTM transmission stages by a device on average:

ETotal = (EA + eIdleDIdle + eTXDTX) . (27)
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Resource utilization RUL and RDL is the ratio between the number of
occupied resources and the total number of available resources in I VFs in
the UL and DL, respectively:

RUL = 1−
∑I

i=1 Ui
IU0

, (28)

RDL = 1−
∑I

i=1Di

ID0

. (29)

4. Selected numerical results

We analyze the performance of the proposed multicast framework by us-
ing a set of device-level and network-level metrics. We compare our paging
solution, named New enhanced Group Paging (NeGP), over three reference
paging strategies, namely Standard Paging (SP) [7] (i.e. legacy 3GPP solu-
tion), Group Paging (GP) [9], and enhanced Group Paging (eGP)[10].

We consider a symmetric radio frame configuration (with the same num-
ber of UL and DL subframes) with A = 2 RAOs, as shown in Fig. 5. The
mentioned paging strategies have different number of devices per paging sub-
group and different paging intervals. For the reader’s convenience, we give
definitions of the system model parameters and their corresponding values
in Table 1. The analytic results have been validated by simulations in MAT-
LAB. Simulation parameters are set according to [18], [20] and reported in
Table 2.

In the following figures, analytical results are shown as solid lines with
markers, and simulation results only as markers; an almost perfect match is
observed. Results are plotted for a cluster of up to 500 devices camping on
a single LTE-M carrier.

4.1. Device-level metrics

Fig. 6 shows the average access delay (a) and average device energy con-
sumption (b) for different paging strategies. The GP scheme introduces a
significant delay and energy usage at the RA stage with respect to other
schemes due to the high number of contending devices. For the SP and GP
schemes both metrics grow almost linearly when the number of devices in-
creases due to the preamble collisions and lack of radio resources. On the
contrary, both metrics tend to saturate in the cases of the eGP and NeGP
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Table 1: Reference system model parameters
Notation Definition Value

C Number of available preambles 54
R Maximum number of preamble retransmissions 10
Nj Paging group size, j = {SP,GP, eGP,NeGP} {16, N, 36, 8}
Tj Paging interval, j = {SP,GP, eGP,NeGP} {5, 0, 30, 25} ms
A Number of RA subframes in a radio frame 2
d Interval between two consecutive POs 5 ms
z Critical interval 25 ms
TV F Virtual frame duration 5 ms
TRA Delay for the preamble detection and decoding 5 ms
TRAR RAR window 5 ms
TBW Back-off window 20 ms
TCRT Contention resolution time 48 ms
NRAR Number of devices that may receive RAR within TRAR 8
U0 Amount of resources available for the uplink transmission

in each VF
12 RBs

UP Amount of resources occupied by PRACH in the UL 12 RBs
D0 Amount of resources available for the downlink transmis-

sion in each VF
12 RBs

DRAR Amount of resources required for the RAR message trans-
mission in DL VF i

6 RBs

u Vector of the average number of resources for Msg3 trans-
mission

(1,. . . ,1) RBs

d Vector of the average number of resources for Msg4 trans-
mission

(1,. . . ,1) RBs

Θ Multicast traffic payload {3,12,32} RBs
eTx Average device power consumption in the transmit mode 500 mW
eRx Average device power consumption in the receive mode 80 mW
eIdle Average device power consumption in the idle mode 3 mW

schemes. The eGP solution exploits the code-expanded preamble transmis-
sion technique that decreases collision rate and, consequently, the number of
preamble retransmission attempts [10]. However, our NeGP solution shows
more than 50% reduction of both the average access delay and the average
device energy consumption compared to the eGP scheme. The reason behind
such performance gain is that the size of the paging groups and paging in-
tervals in NeGP are well customised in such a way that devices complete the
RA without any additional delay caused by preamble collisions or shortage
of the radio resources.

Devices that complete the RA procedure remain in idle mode while wait-
ing for the SC-PTM transmission but keep listening to the DL since the last
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Table 2: Simulation parameters
Parameter Value

Cell radius 500 m
Carrier configuration 1.4 MHz carrier bandwidth at 800 MHz
PHY numerology TDD frame type 1, TTI 1 ms
RA capacity 2 RAOs per radio frame
Resource allocation PDSCH, PDCCH: 1 - 6 PRBs

PUSCH, PUCCH: 1 - 6 PRB,
PRACH: 6 PRBs

Device power class 23 dBm
BS transmit power 46 dBm
Power consumption 500 mW (TX), 80 mW (RX), 3mW (Idle)
Traffic payload {392, 1608, 4584} bits
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Figure 6: Average access delay and energy consumption.

transmission until the end of the Inactivity timer defined by the DRX. If
the timer expires before the SC-PTM transmission, devices switch off their
receiving antenna and become unavailable until the next PO. Fig. 7(a) shows
the average idle delay, i.e. the time to wait for the SC-PTM transmission
after the reception of SC-PTM configuration parameters. The idle delay of
the GP scheme grows fast under increasing number of devices. In the case of
SP and eGP, the metric increases mainly due to the short paging interval or
high number of devices per group. To ensure that all paged devices receive
the multicast transmission, the Inactivity timer should be higher than the
idle delay. Fig. 7(b) illustrates the average device energy consumption under
the assumption that the Inactivity Timer is set according to the experienced
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Figure 7: Average idle delay and average device energy consumption.

idle delay. The metric constantly grows under GP, SP and eGP strategies
but it is almost constant for the NeGP scheme. This is an important result
for battery-powered IoT devices.
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Figure 8: Average total delay in case of: (a) small payload, (b) medium payload, and (c)
large payload.

Fig. 8 shows the average total delay for the variable SC-PTM payload. In
particular, the size is set to 392, 1608, and 4584 bits. For simplicity, we refer
to these values as small (a), medium (b) and large (c) payload, respectively.
The total delay includes access delay, idle delay and the time to transmit
SC-PTM payload. The system performance is sensitive to the payload size
because long multicast transmissions may overlap with the RA stage. Our
NeGP paging and SC-PTM transmission design has been designed in order
to avoid such an overlapping. As shown in Fig. 8, the increase of SC-PTM
payload does not lead to the significant performance degradation in the case
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of NeGP and results only in an additional deterministic delay.

4.2. Network-based metrics

The access success probability is shown in Fig. 9(a). This metric also can
be used as the service probability if necessary assumptions on the Inactivity
Timer are made, as previously discussed. The failures are not only caused by
preamble collisions but also by retransmissions after Msg2 and Msg3 failures.
When the number of devices in the SP and GP schemes is increased not all
devices can successfully complete the RA. For a cluster of 500 devices, from
5% to 10% of devices fail the RA in the case of SP and GP strategies. Very
few devices lose the SC-PTM transmission if the eGP scheme is applied,
while the NeGP guarantees the successful completion of the RA procedure
by all devices.
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Figure 9: Access success probability and total service delay (small payload).

The total service delay is given in Fig. 9(b). It refers to the time since
the very first paging message is sent to notify a group of devices about the
upcoming SC-PTM service until the completion of the last SC-PTM trans-
mission. From the BS perspective, the NeGP scheme introduces a longer
delay than the other schemes because the size of the paging groups is small,
therefore more paging messages are needed to address all relevant devices.
This is the fundamental trade-off between the total service delay and average
total delay and device energy consumption. While keeping the size of paging
groups small, the network can deliver the content of interest towards battery-
powered devices with minimal delay. By increasing the number of devices
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per paging group, the total service delay can be improved but the energy
consumption of some devices will dramatically increase. Table 3 summarizes
the average total delay (DD), total service delay (SD), and service proba-
bility (SP) under the different paging strategies to highlight the trade-off.
The NeGP is the best choice in terms of average total delay (and hence en-
ergy consumption) and service probability (100% of the devices receive the
unplanned updates). This excellent result is achieved at the expense of a
longer total service delay. However, this delay is shorter than the delay that
would be incurred by the legacy SC-PTM solution if we consider the ser-
vice announcement delay, the SC-PTM bearer configuration delay and data
transmission delay (section 2).

Table 3: Average total delay (AD), total service delay (SD) and service probability (SP).

AD SD SP

SP 219 ms 498 ms 0.95
GP 307 ms 422 ms 0.9
eGP 132 ms 600 ms 0.99
NeGP 38 ms 1600 ms 1
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Figure 10: UL (yellow) and DL (red) resources utilization in the case of (a) small, (b)
medium, and (c) large payload, respectively.

Finally, we compare the performance of our proposal with reference schemes
in terms of radio resource consumption in the UL and DL for different pay-
loads as reported in Fig. 10. Regarding the UL utilization, the NeGP scheme
requires less resources than SP, GP and eGP solutions, because it does not
incur retransmissions of the RA messages. On the contrary, GP requires
more UL resources than any other paging strategy due to the higher collision
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rate. Having more UL resources available is advantageous for the system
that can support other background traffic (e.g., from other IoT devices).
The DL resource utilization depends on the number of multicast transmis-
sions required to service all relevant devices. As expected, the NeGP solution
requires more DL resources because it induces more SC-PTM transmissions.
The difference in required DL resources becomes more evident when the pay-
load size is larger and more devices wait for the multicast service.

5. Conclusions

In this paper, we investigated a wide set of performance metrics to evalu-
ate the proposed multicast framework for the delivery of initially unplanned
critical multicast traffic towards bandwidth- and power-limited cIoT devices.
We proposed to schedule identical SC-PTM transmissions over an finely
tuned interval to improve the service probability and reduce device energy
consumption. We extensively compared our solution over similar reference
schemes, both analytically and via simulations. We highlighted that paging
significantly impacts the performance of critical SC-PTM communication
when the arrival of multicast traffic can not be predicted. The optimal con-
figuration of paging and SC-PTM scheduling guarantees 100% of the service
delivery and stable device total delay irrespective of the number of receivers
but at the expense of a long service delay. However, a short device total
delay is more preferable than a short service delay in critical applications.
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