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Abstract

This Thesis deals with phaseless inverse source problems in electromagnetics.

In antenna applications, phaseless inverse source problems are strictly related

to synthesis problems. In this case, the data are not measurements, but they are

represented by some given speci�cations or constraints on radiated �elds.

A strictly related problem, which is also of interest in antenna applications, is the

so-called Phase Retrieval (PR) problem, whose aim is that of characterizing a source,

or at least its radiated �eld, from amplitude-only measurements, i.e., by discarding

any phase information about �eld. While dealing with simpler instrumentation, the

adoption of phaseless data makes the problem still harder with respect to more usual

solutions.

Main results presented in this Thesis concern new approaches developed for both

the synthesis and the PR problems. The formulated methodologies are innovative

with respect to the state of the art for di�erent reasons, including the capability to

deal with a reduced number of (auxiliary) unknowns in electromagnetic �eld shaping

problems, and the capability to deal with single-surface data (for the PR problem).

Theoretical results include a new way of thinking to the retrieval or synthesis of

sources generating a given (or mask-constrained) power pattern which leads to new

e�ective solution approaches. In particular, the proposed methodologies for the two

types of problems share a common focus. In fact, all problems, being di�cult to be

solved, will be considered as an assembly of solutions of simpler problems.

Finally, the developed approaches and procedures are validated through numer-

ical experiments, including applications to hyperthermia treatment planning, satel-

lite, cellular telecommunications as well as to array antenna design and re�ector

antennas surface deformations diagnostics.
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A GENERAL INTRODUCTION

1 A little bit of terminology: ill-posedness and ill-conditioning

A problem is said to be well-posed according to Hadamard [12] if:

• a solution exists;

• the solution is unique;

• the solution depends continuously on the data of the problem.

If even one of the above conditions is violated, the problem is said to be ill-posed.

It makes no sense to look for a solution of an ill-posed problem (as it stands). In

fact:

• if a solution does not exist, then what are we looking for?

• if the solution is not unique, then what is the meaning/reliability of what is found?

• if the solution does not depend continuously on data, small modi�cations of (mea-

sured) data will involve �jumps� in the solution, so that the �nal result which is

found cannot be considered to be reliable.

Therefore, this implies a lack of physical meaning.

A further concept of interest is �ill-conditioning�. A problem is said to be ill-

conditioned when �small variations� on data can produce �large variations� in the

solution of the problem.

Because of the inherent instability, the solution of an ill-conditioned problem may

not have a physical meaning in case of errors on data, that are simply unavoidable

when a measurement process is in order.

It is worth to note that whenever the problem is ill-posed or ill-conditioned, one

needs some regularization of the problem [12]. Such a regularization occurs by de�ning

and �nding a �generalized solution� to the problem that is usually de�ned as the

optimum of some ad-hoc introduced cost functional.
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2 Inverse source problems: basics

The source problem can be faced by considering two types of problem, the forward

source problem and the inverse source problem. The former deals with the evaluation

of the radiated �eld given the electromagnetic properties of the source. The latter

copes with retrieving a radiating source distribution from knowledge of the �eld it

generates outside its region of localization [13].

The forward and the inverse source problems are linked each other by a sort of

duality. In fact, one problem can be obtained from the other by exchanging the role

of the data and that of the unknowns: the data of one problem are the unknowns of

the other one conversely.

In the literature, the forward problem is the most investigated one and a lot of

work has been done in developing more and more e�cient numerical methods and

computational techniques. Conversely, the inverse source problem has deserved less

attention, probably because of its much increased di�culty. In fact, even assuming one

knows both amplitude and phase at the radiated �eld, it is very challenging because of

two di�erent reasons, i.e., ill-posedness (according to the Hadamard's de�nition [12])

and ill-conditioning. Obviously, a strong e�ort has been done by research groups in

developing e�ective solution strategies which counteract both ill-posedness and ill-

conditioning in order to solve the inverse problem at best.

Finding solution methods that allow to accurately solve the problem is an im-

portant task in a lot of application �elds. Among all possible applications involving

inverse source problems, it is worth to mention some of the most relevant area, which

are:

• antenna characterization and diagnostics. In general, the aim is to check the be-

havior of a generic antenna under test [14�16];

• discover not working elements of a radar array [17,18];

• discover (and correct) deformations in large radio-telescopes [19�21];

As already stated, inverse source problems are of course of interest also in antenna

synthesis as well as in more generic �electromagnetic �eld shaping� problems [1�3].

The mathematical formulation of the inverse source problem is given in the Section

which follows.
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3 The amplitude and phase inverse source problem: basic

equations, di�culties and tools

By the sake of simplicity, let us suppose to deal with homogeneous background and

sinusoidal regime (ejωt is assumed and dropped). Then, for a generic 2-D (z-invariant)

electric source Jz(r) the �eld can be expressed as follows:

Ez(r) =

∫
Ω

g(r − r
′
)Jz(r

′
)dr

′
(1)

wherein

g(r − r
′
) = −ωµ

4
H

(2)
0

[
k|r − r

′
|
]

(2)

is the �impulsive response� (or �Green Function�) of the relation amongst sources and

�elds1, H
(2)
0 represents the zero-order second kind Hankel function [12]2, and Ω is the

support of the source.

It is worth to note that expression (1) can be recast as:

Ez(r) = A(Jz) (3)

Consequently, the inverse source problems amount to invert a linear operator [12]

in our 2-D geometry.

3.1 Singular Value Decomposition (SVD) of A

One of the most fruitful tools in the theory of inverse problem is the SVD of a

matrix and its extension to certain classes of linear operators. Indeed, SVD is basic

both for understanding the ill-posedness of inverse problems, and for describing the

e�ect of the regularization methods.

1 It can be interpreted as a cylindrical wave emanating from r
′
.

2 Bessel function of integer order n are solutions of di�erential equation 1
r
d
dr
r dBn
dr

+

(
1 −

n2

r2

)
Bn = 0 which exhibits two independent solutions: the Bessel function of the �rst kind

Jn(r) and of the second kind Yn(r). A linear combination of these two solutions leads to

Hankel functions of �rst kind and second kind, respectively: H(1)
n (r) = Jn(r)+jYn(r) and

H
(2)
n (r) = Jn(r) − jYn(r). For large value of the argument, one can use these simpli�ed

expressions H(1,2)
n (r) =

√
2
πr
e

[
±j
(
r−nπ

2
−π

4

)]
.
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Let A be a compact operator3 such that [12]:

f ∈ X → g ∈ Y, i.e., g = A(f) (14)

Then, the SVD of A is the triplet
{
un, λn, vn

}
A(un) = λnvn (15.a)

A+(vn) = λnun (15.b)

where "+" represents the adjoint operator, the left-hand singular function
{
un
}

are orthonormal in X ; the right-hand singular function
{
vn
}
are orthonormal in Y,

and singular values λn → 0 as n→∞.

In particular, the truncated SVD (T-SVD) is considered as a method for regular-

ization of ill-posed problems [12]. To introduce this concept, let's go back to equation

(9).

Compute the image of a ball (i.e., an (hyper)ellipsoid) (see Fig. 1.5) in order

to solve the forward problem, requires the truncation of n. This is because in any

measurement process, one has a measurement error. Therefore, it is useless to look for

a representation accuracy �ner than measurement accuracy. In particular, instruments

accuracy determine to which value of N one has to truncate the SVD representation.

Such a value can be de�ned as the �essential dimension� of the �eld.

It is worth to note that determining N parameters requires at least N measure-

ments, that are also su�cient to determine the required N parameters provided the

relationship amongst measurements and parameters is not ill-conditioned. If the re-

lationship is well behaved, N determine the minimum while non-redundant number

of measurements to perform to get the required accuracy. Finally, bandlimitedness

properties of the �eld suggest measurements through sampling will lead to accurate

determination of the required parameters.

Since to solve the inverse problem it is necessary to follow the reverse chain (eq.

(10)), even a vanishingly small measurement error may have a dramatic impact (see

Fig. 1.1).

3 An operator A is compact if it maps any bounded set of X into a set having a compact

closure of Y.
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Fig. 1.1: E�ect of a small measurement error on the reconstruction.

It is worth to note that for su�ciently large N, singular values decay exponen-

tially fast. Moreover, for sources larger than a wavelength, and distances of at least a

wavelength, singular values exhibit a step-like behavior.

Consequently, in case of 2-D sources enclosed in a circle with radius a, one has

a �knee� around M = 2ka. Therefore, the larger the source, the steeper the knee. In

particular, truncating to M the representation means to have an approximation error

given by shaded area in Fig. 1.2, and it can be de�ned as the number of Degrees of

Freedom (DoF) of the �eld on the considered observation surface. In fact:

• in case of larger value, it is useless to increase accuracy, as representation error is

readily less than (any) measurement error;

• in case of lower value, it is wrong because possible signi�cant variations of the

�eld are lost.

In conclusion, we can summarize as follows:

• The inverse source problem is ill-posed because of the lack of uniqueness. In fact,

`non radiating sources' can exist, and there is no way to �nd them;

• The inverse source problem is also ill-posed because of the lack of continuity of

solution with data. In fact, `poorly radiating sources' having an ever increasing

oscillating behavior imply an unbounded inverse;

• Because of the above, the discretized inverse source problem is ill-conditioned.
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Fig. 1.2: The Degrees of freedom of radiated �elds.

This is due to the fact that any source can be decomposed in terms of the �basis

functions�
{
un
}
(see Subsection 3.2):

Jz =

∞∑
n=1

fnun (4)

and any radiated �eld can be decomposed in terms of the �basis functions�
{
vn
}
:

Ez =

∞∑
n=1

gnvn (5)

where a simple relation hold true amongst fn and the corresponding gn coe�cients.

In fact:

Ez = A(Jz) = A
∞∑
n=1

fnun =

∞∑
n=1

fnA(un) =

∞∑
n=1

fnλnvn (6)

This implies that:

gn = λnfn (7)

Saying it in other words, the SVD setting �diagonalizes� the problem [12] (see

Subsection 3.2). In fact:

• each un component only has an image (λnvn) onto vn;

• each un source only produces a �eld (λnvn) of the kind vn;

• each �eld vn can be attributed to a source 1
λn
un.

Once the SVD of a radiation operator is known, in order to solve the forward

problem is necessary to:

6
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1. Decompose J:z into the left-hand singular functions

Jz =

∞∑
n=1

< Jz, un > un =

∞∑
n=1

fnun (8)

2. Compute the image

Ez =

∞∑
n=1

λnfnvn =

∞∑
n=1

gnvn (9)

In the inverse problem, instead, one should follow the reverse chain, i.e., supposing

one could de�ne some �inverse� of A:

Jz = A−1Ez =

∞∑
n=1

A−1 < Ez, vn > vn =

∞∑
n=1

A−1gnvn =

∞∑
n=1

gn
λn
un (10)

But as λn → 0, 1
λn

is unbounded. Consequently, A−1 is also unbounded and not

continuous, and the overall problem is ill-posed [12]. This is due to the so-called non

radiating sources which cause the non-uniqueness of the solution (see Subsection 3.1).

Even not considering the ill-posedness (consequently, we assume that the non

radiating sources are absent), the presence of the poorly radiating sources (see Sub-

section 3.1) makes the inverse source problem ill-conditioned. Therefore, by virtue

of ill-posedness, measurement errors, and ill-conditioning, every attempt to get the

truth is doomed to failure.

In this case, recovering some information on the source is much better than just

knowing nothing. So, the basic idea is to just look for the source components which

can be correctly (or almost correctly) retrieved.

3.2 Inverse source problems: di�culties

It is worth to note that two main di�culties about the inverse source problem:

1. the so-called non radiating sources (they do not leave any footprint on the radi-

ated �eld at the measurement locations), Fig. 1.3. Let us see why they present a

problem [12].

Let us consider a generic function f(r) having a compact support in a given region

of space Ω, and continuous �rst derivatives. Starting from f(r), let us consider

the sources

7
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Fig. 1.3: Non radiating sources: an example.

J(r) =

(
∇2 + k2

)
f(r) (11)

One easily proves that these sources produce a �eld which is con�ned in Ω, and

thus they are not radiating outside Ω.

In this case:

E(r) =

∫
Ω

g(r − r
′
)

(
∇2 + k2

)
f(r

′
)dr

′
(12)

and, integrating by parts two times, we obtain:

E(r) = const · f(r) (13)

and hence the �eld is compactly supported in Ω.

By adding a non radiating source to an already available solution, one has addi-

tional possible solutions. Therefore, the �rst Hadamard condition [12] is violated,

and the inverse source problem is ill-posed.

2. the so-called poorly radiating sources. The latters are existing sources which leave

a �nearly zero� footprint in the radiated �eld. Consequently, they cannot be de-

termined from radiated �eld data unless �exact� measurements are available, and,

even supposing non-radiating sources are absent, the inverse source problem is

ill-conditioned, so that regularization is required.

For example, by virtue of cancellation e�ects amongst the positive and negative

parts of the source, fast oscillating source are �poorly radiating�, Fig. 1.4. In

particular, the faster the oscillations, the smaller their impact on radiated �eld,

and harder the problem of correctly retrieving such a kind of source.
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Fig. 1.4: Poorly radiating sources: an example.

Fig. 1.5: Image of a ball

4 Phaseless problems

As already said, the Thesis concerns phaseless inverse source problems. It is worth

to note that the adoption of phaseless data makes any problem very hard, since the

solution is not unique (need to avoid �false solutions�) [22,23].

For this reason, phaseless measurements have been the subject of intensive re-

search (see for instance [15, 24�28]). In fact, measuring a complex far-�eld (FF) pat-

tern requires a stable phase reference and accurate positioning of the probe in each

measurement point, so that measurements may become problematic [15,27].

As a matter of fact, phaseless measurements have been proposed as an e�ective

alternative to amplitude and phase measurements in applications ranging from array

excitations retrieval [27], and on-site diagnostics of re�ectors for radio astronomy [28].

Therefore, the Thesis proposes new approaches to both synthesis and PR problems

by means of a small number of phaseless FF measurements.

9
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5 Aims and contents of the Thesis, and the common ratio of

the proposed strategies

The Thesis deals with both synthesis and PR problems. Needless to say, optimal

synthesis of array antennas deserved interest especially in �elds in which the human's

health and safety are of interest, like hyperthermia treatment planning [29], as well

as cellular telecommunications [30], satellite [31], radar [32], and very many further

scenarios. Instead, PR methodologies play a key role in many �elds of applied elec-

tromagnetics including inverse scattering [33], astronomy [34], as well as optics [35],

crystallography, and so on.

During the years, the challenging nature of the problems have brought the inverse

source community to develop more and more solution strategies for both synthesis

and PR problem. In order to overcome the di�culties underlying inverse source prob-

lems, the Thesis proposes a new point of view to the problem. In fact, the proposed

methodologies for the two types of problems share a common focus, which relies on

somehow combining the solutions of simpler problems. Saying it in other words, all

problems, being di�cult to be solved, will be considered as an assembly of solutions

of simpler problems.

The remainder of this Thesis is composed by two di�erent parts (including �ve

Chapters), Conclusions, and three Appendices (where mathematical details are deep-

ened), and it is structured as follows.

In PART I, the array antenna synthesis problem is dealt with. In particular, the

problem to determine the optimal excitations of an arbitrary �xed-geometry arrays

generating a power pattern lying in a given mask (de�ned by an arbitrary upper-bound

function plus an arbitrary lower-bound function) and optimizing some performance

parameters is considered.

The starting point is the problem of maximizing the �eld intensity in a given point

or direction (`target point') while satisfying arbitrary upper bounds elsewhere. In case

of scalar �elds, such a maximization problem, where excitations of given sources are

considered as unknowns, has been solved by Italian researches since the nineties [36].

Notably, it is shown that the problem can be conveniently formulated as a Convex Pro-

gramming (CP) problem, with the inherent advantages. Later, the approach, named

`FOCO' (Focusing via Constrained Optimization), has been successfully generalized

and applied to 3-D complex scenarios and hyperthermia problems for the case where

one component of the �eld is dominant [11].

10
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However, this strategy cannot be trivially extended to the constrained focusing of

the intensity of a vector �eld. In fact, when dealing with vector �elds, the cost function

to be optimized cannot be reduced anymore to a linear function of the unknowns and

therefore suitable strategies are required to achieve the globally optimal solution of

the arising non-convex problem. Therefore, in this Thesis a new approach able to

address this issue is presented.

A second issue of interest in antenna synthesis problems is that of shaping the �eld

within a given region (`target region'). In this case, one needs to develop a shaping

strategy which is able to keep under control the sidelobes level (SLL) outside the target

region while ensuring some uniformity (or some given shape) of the �eld intensity into

it. Nonetheless, only a few shaping approaches can be found in the literature and none

of them is able to ful�ll the requirements in terms of SLL and �eld intensity into the

target area.

By taking advantage from `FOCO', the main contribution of Part I has been to de-

lineate a general and unitary conceptual and mathematical framework identifying the

causes of non-convexity (and hence di�culties) and to propose an e�ective way out.

In this respect, novel synthesis procedures are presented in the �rst three Chapters.

In Chapter 2, after a brief summary of existing results, a �rst contribution is

presented for the �eld shaping. By considering by the sake of simplicity scalar �elds,

one can fruitfully consider a set of `control points' within the target region and �x

the relationships amongst the corresponding amplitudes therein. In particular, the

proposed technique combines the adoption of several target points with the FOCO

method [36]. In such a way, one can exploit the inherent advantages of FOCO, and

address both issues related to the occurrence of undesired side �eld peaks and to the

�eld intensity uniformity in the target region. Consequently, the �elds shaping can

be interpreted as a combination of a number of focused �elds. It is worth to note

that, as long as enumerative technique is used, the computational complexity of the

problem increases with the number of control points as well as with the number of

phase-shift instances considered for each control point. Therefore, in order to limit

the computational requirements, it is convenient to adopt this technique in case of

generic 1-D arrays or 2-D arrays having a symmetric power pattern. In fact, as long

as the given power mask is symmetric, one can limit computational requirements

by enforcing the required symmetry in the expected complex pattern (which in turn

translates into linear constraints on excitations). By so doing, as shown in the Chapter,

one is able to design in a still reasonable time planar arrays composed of hundreds of

elements as well as realizing �elds with large footprints. Notably, although reducing
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the DoF available to the designer, one is still able to design array solutions which

favorably compare with the literature.

Chapter 3 propose a second approach for the synthesis of shaped beams by means

of large and arbitrary arrays. With respect to the �rst approach presented in Chapter

2, the present one is based on nested optimizations, where the external global opti-

mization (GLO) acts on the �eld's phase shifts over a minimal number of `control

points' located into the target region whereas the internal optimization acts instead

on excitations. In fact, for any set of phase shifts the problem becomes essentially

identical to FOCO (just more convex constraints are required), so that one just needs

(but for some subtleties) to optimize the phase shifts. Then, the Chapter shows that

as long as a given class of performance parameters (including ripple) is in order,

the internal optimization reduces to a CP problem. Such a circumstance, along with

the relatively small number of unknowns involved in the external GLO, allows a full

control of the shaped beam's ripple and SLL in a number of cases (involving arrays

having a large size and aimed at generating relatively large-footprint patterns), which

cannot be solved in a globally-optimal fashion by the state-of-the-art techniques. In

a nutshell, the proposed method identi�es the phases of a few �eld samples as the

actual reason for the non-convexity (and hence the di�culty) of the problem, and

then elaborates on such a circumstance in order to deal with a GLO problem having

a number of unknowns as small as possible.

In Chapter 4, after a brief summary of existing results, a third contribution is

presented for the problem of focusing a vector �eld into a target area. When con-

sidering the �eld intensity problem, it can be easily argued that the problem can be

conveniently formulated as an optimization over the possible polarizations of the �eld

at the target point. In fact, for any given polarization the problem turns back to the

basic `FOCO' formulation. As a consequence, one can have the same kind of procedure

as Chapter 3. Coming to details, the proposed method, named IN-FOCO (Intensity

FOCO), is a hybrid approach based on nested optimizations, where the inner (convex)

problem looks for the excitations corresponding to the optimal polarization which, in

turn, is externally pursued through GLO. The IN-FOCO technique allows to improve

the e�ciency and the accuracy of a possible enumerative technique. Moreover, it is

more e�cient with respect to those approaches in which the GLO acts directly on

excitations, resulting in a non-convex optimization on many variables and hence in

the possibility of being trapped into local optima. Finally, the proposed synthesis tool

has been successfully tested in case of near �eld (NF) focusing, complex scenario, and

12
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hyperthermia treatment planning.

PART II of the Thesis is focused instead on the PR problem. Notably, in order

to optimally solve the problem, essentially all approaches available in the Antennas

& Propagation Community require data diversity, like two measurement surfaces, or

two di�erent probes, or two di�erent defocus conditions [37�40]. Moreover, PR is

often solved by using algorithms either having an exponentially-increasing computa-

tional burden with the unknowns, or being a�ected by the so-called `false solutions'.

Such circumstances are often induced by a number of di�culties intrinsic to the prob-

lem, e.g.: non-linearity [41]; non-availability of some antenna measurements [42]; non-

uniqueness of the solution in both 1-D and 2-D cases due to trivial ambiguities [14,42];

non-uniqueness of the solution in the 1-D cases [2, 43]. Starting from these observa-

tions, the developed approaches to PR require only one measurement surface plus

the knowledge of the source's support and very few additional information. Moreover,

they deal with 2-D problems, i.e., with the retrieving of planar sources or excitations

of planar arrays.

The proposed approaches are based on a proper combination of the solution of

simpler problems, which are herein 1-D PR problems. Coming to details, the 2-D PR

problem is decomposed into a number of 1-D PR problems and each of them can be

solved through the well-known Spectral Factorization (SF) [2] method. Since 1-D PR

problem does not admit unique solution (besides trivial ambiguities) [44], for each 1-D

PR problem we have a collection of possible results. Hence, the �nal actual way out of

the 2-D PR problem is gathered by following a procedure which resembles the solution

of crosswords puzzles, where one has to guarantee the congruence amongst across and

up-down possible words. In a more formal way, advantage is taken from the fact that a

very e�ective procedure exists for the solution of 1-D PR problems for discrete signals,

and it is able to give back all the (possibly very many) solution of the problems. These

results become then possible `words' to be allocated along the corresponding across,

up-down (and oblique) solutions4. Finally, congruence considerations amongst the

di�erent possible `words' along the crossing directions will possibly restore uniqueness

of the solution (if any) for the 2-D scheme.

In Chapter 5, a �rst approach is proposed for the case of antenna arrays, and it is

able to perform the `crosswords' PR procedure by acting on horizontal, vertical and

4 By virtue of bandlimitedness of F(u) and |F (u)|2, only a �nite number of them has to be

actually considered, and because of the periodicity of the involved functions, we just need

to consider the portion of the spectral plane of vertices (−π,−π), (−π, π), (π, π), (π,−π).
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oblique cuts of the pattern in order to identify the correct �eld instances among all

the ones provided by the SF.

In Chapter 6, the second proposed method considers circular continuous aperture

sources instead of antenna arrays, and the �rst proposed solution procedure is im-

proved by using concentric-ring (rather than vertical and oblique) cuts of the radiation

pattern. By exploiting the multipole expansion of the FF (and of the corresponding

power pattern), one will be able to perform the above `crosswords' PR procedure by

acting, this time, just on diameters and concentric-ring cuts of the pattern. Notably,

this approach does not require any symmetry (e.g., a circularly-symmetric behavior)

of the �eld in order to properly work. Finally, as a demonstration of the interest and

e�ectiveness of the proposed approaches, applications to array diagnostics as well as

to re�ectors' surface deformations have been given.

Conclusions, including further developments, are �nally drawn in Chapter 7.
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1 Preliminary remarks

The antenna synthesis problem is a very long-standing subject in Electromagnet-

ics, with contributions dating back to [45�47]. It consists of designing a radiating

system ful�lling a given set of requirements concerning:

• the FF pattern;

• the NF behavior;

• complex scenarios;

• the antenna structure and geometry;

• the feeding system.

With reference to the �rst point, a way to state the FF speci�cations is requiring

to realize a power pattern lying in a given `mask '. In fact, one is usually interested in

synthesizing an antenna satisfying given performances indices (f.i., level of secondary

lobes, beam shape, and so on).

Concerning the last two points, in many instances, either the structure is �xed in

advance, or the ful�llment of the FF requirements is sought by changing the geometry

and/or electromagnetic structure of the antenna.

Depending on the kind of radiation pattern one is looking for, as well as from

the available DoF, one can indeed identify a very large number of possible synthesis

approaches.

Apart from very particular (and simple) cases, all the power synthesis techniques

are optimization procedures, whose di�erent solutions have a di�erent degree of satis-

faction with respect to the project requirement. The degree of optimality is measured

through a `cost function', which is representative of the problem at hand. Mathemat-

ically speaking, the functional representing the problem can have many local minima.

The goal of optimization is the identi�cation of the optimal solution, i.e., of the global

minimum.

A number of contributions ensuring the achievement of somehow globally `op-

timal' solutions exist for the �xed-geometry case when looking for (unconstrained)

excitations.

In particular, in case one is interested in a given component of the �eld, optimal

solution strategies have been devised for the synthesis of pencil beams subject to ar-

bitrary constraints on the sidelobes by means of arbitrary geometry arrays (including

linear, planar, and conformal arrays). Notably, the approach in [36, 48�50] suggests

that the problem of maximizing the �eld in a given point while keeping the �eld be-

low given values can be conveniently reduced to a CP [36, 48, 49] or even to a Linear
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Programming (LP) [50] problem, so that a unique global optimum exists for such a

class of problems. As a consequence, these classes of canonical problems are somehow

solved.

Optimal solution strategies, de�nitely solving another canonical problem, have

been devised, in case of scalar �elds, for the optimal synthesis of shaped beams by

means of both uniformly-spaced one-dimensional arrays [2], and uniformly-spaced

planar arrays having a quadrantal symmetry [51], as well as for the case of continuous

sources exhibiting a circular symmetry [43,52].

On the other hand, no simple and e�ective procedure guaranteeing the global

optimality of the solution seem exist in the related problems of

• maximizing a vector �eld intensity in a given point;

• shaping a scalar �eld through generic array antennas having arbitrary layout and

element patterns;

• shaping the �eld intensity in a given target region.

For the classes of problems above a large number of solution procedures essentially

based on GLO approaches acting on excitations have recently appeared in literature.

On the other side, by virtue of the so called `No Free Lunch Theorem' (see [53]), these

latter require a computational burden which grows exponentially with the number of

unknowns, so that only a limited number of DoF can be dealt with in an actual global

optimal fashion.

Then, the interesting theoretical question arises of how to tackle these classes of

problems in such a way to achieve a kind of globally optimal solution to the design

problem at hand, wherein by `optimal' we mean

an array able to ful�ll design goals by exploiting the minimum number of elements (or

the minimum aperture size, or the minimum number of other resources or, equally,

to optimize given performances for a �xed number of elements (or �xed aperture di-

mensions, or �xed other resources).

As a contribution towards the e�ective solution of more di�cult synthesis prob-

lems, and motivated by the interest of such a kind of arrays in many �elds of applied

electromagnetics such as hyperthermia treatment planning [29,54], NF focusing [55],

wireless power transfer [56], this Part of the Thesis delineates possible solution strate-

gies for both problems of maximizing the vector �eld intensity in a given point, and

shaping the �eld in a target region, identifying their causes of non-convexity (and

hence di�culties), and proposing e�ective ways out.

Notably, to achieve these goals, the proposed approaches take advantages from a

well-assessed technique [36], which is brie�y summarized in the Section 3.
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More details are given in the following Chapters.

2 Convex and Non-Convex synthesis problems and the need

to properly manage non-convexity

Optimization theory is a framework for selecting the best solution from feasible

options. An optimization problem can be mathematically formulated as follows:

min
x
f(x) (1.a)

subject to:

x ∈ X (1.b)

where the vector x is a variable, f is an objective function, and X is a feasible set.

As previously said, apart from very particular cases, all the power synthesis tech-

niques are optimization procedures. In particular, it is possible to identify two types

of optimization problems:

• Convex Optimization. A convex optimization problem has a convex objective

function and a convex feasible set. Convex optimization plays a signi�cant role

in mathematical optimization because it has several advantages. The �rst advan-

tage is that a local optimal solution is also a global optimal solution in convex

optimization problems, so that we can safely terminate optimization algorithms

when we �nd a local optimal solution. Secondly, for convex optimization problems,

theoretical convergence of gradient descent like is guaranteed.

• Non-Convex Optimization. A non-convex optimization problem has a non-

convex objective function f(x) or a non-convex feasible set X in (1.b). Since non-

convex problems can have lots of local minima, �guring out a global solution

from lots of local minima is quite challenging. Due to the di�culty in solving non-

convex optimization problems, people approached non-convex problems in many

di�erent ways such as: relaxing non-convex problems to convex problems, using

convex optimization to �nd upper or lower bounds on non-convex problems, and

further using the bounds to �nd a globally optimal solution. Since some practical

problems are expressed as non-convex problems, research on various non-convex

optimization methods has been widely conducted in [57]. Exploitation of GLO

procedures (with the inherent limitations, see [58]) is also widespread.
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The synthesis problems dealt with in this part of the Thesis are non-convex, and

hence di�cult to be solved. As the aim is the identi�cation of the "optimal solution",

by taking advantage from [36], we delineate in the following a possible way out for

both focusing and shaping problems.

3 A review of a basic tool: FOCO (the scalar case)

In order to provide a basis for the approaches proposed in the following Chapters,

it is useful to recall some results related to the case of scalar �elds.

The component of interest of the FF of a generic N -elements array can be written

as:

F (r) =

N∑
n=1

InΨn(r) (1)

wherein r is the coordinate spanning the observation space, Ψn(r) is the com-

plex scalar �eld induced by the unitary-excited n-th antenna in the region of interest

Ω when all the other antennas are turned o�, and In represents the complex exci-

tation of the n-th element. As well known, the function Ψn(r) represents the n-th

Active Element Pattern (AEP), which takes into account possible mutual-coupling

and mounting-platform e�ects [6].

If we denote by rt ∈ Ω the target point, the constrained focusing problem at hand

can be formulated as follows [36]:

Determine the complex excitations coe�cients In (n = 1,...,N) such to:

max
I1,...IN

|F (rt)|2 (2.a)

subject to:

|F (r)|2 ≤ UB(r) ∀r ∈ Ω (2.b)

where UB(r) is a non-negative arbitrary function, say the mask function, of the

coordinate r spanning the observation space Ω, which enforce the upper bound con-

straint on the power deposition outside the focal area. Notably, UB(r) can be properly

chosen depending on the speci�c application's requirements.

It is worth noting that the objective function is a non-negative quadratic polyno-

mial with respect to the unknown coe�cients. Hence, the overall optimization problem

is in principle an NP-hard problems [53], and a speci�c strategy is required to cope

with it.
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However, �xing to zero the �eld phase in rt
1, the problem can be recast as [36]:

Determine the complex excitations coe�cients In (n = 1,...,N) such to:

max
I1,...IN

<{F (rt)} (3.a)

subject to:

={F (rt)} = 0 (3.b)

|F (r)|2 ≤ UB(r) ∀r ∈ Ω (3.c)

where < and =, respectively, denote the real and imaginary parts of the complex

arguments.

Notably, the cost function (3.a) and the constraint (3.b) are linear functions of the

unknowns, while |F (r)|2 is a positive semide�nite quadratic form. As the intersection

of convex sets is still convex, the whole problem is equivalent to the maximization of

a linear function in a convex set, and corresponds to a CP problem, with the inherent

advantages in terms of solutions' optimality and computational burden.

Note that such a formulation includes synthesis of pencil beams through arrays

of arbitrary structure and spacing. Moreover, if the observation domain Ω includes

some NF observation domain, the technique is also able to tackle the upper bounds

on the NF. Later, `FOCO' is now under test in Clinical environments [29,59].

Versatility, amongst all, is the more remarkable feature of FOCO. In the past

years, indeed, the basic FOCO formulation has been modi�ed in order to address

di�erent relevant needs. Speci�cally:

• multi-frequency FOCO (mf-FOCO) [54] is based on from the idea that hot-

spot spatial collocations could change with frequency. Hence, exploiting such a

feature, adopting multi-frequency applicators one could (in principle) avoid hot-

spots occurrence (or lower their impact) [60].

• multi-target FOCO (mt-FOCO) [61] aims at uniformly shaping the Speci�c

Absorption Rate (SAR) over an extended possibly with irregular contours target

area (i.e., late stage tumors). Nowadays this task is not e�ciently addressed by

the clinically adopted algorithms [62].

• sparsity promoted FOCO (sp-FOCO) was introduced to address the need

of `optimally' selecting the active elements of a given applicator in a patient-

speci�cation [63].

1 This assumption does not entail any lack of generality, as it is simply equivalent to �x the

phase reference.
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4 The common strategy

This part of the Thesis proposes a new point of view to the synthesis problem. In

particular, the approaches introduced in the following Chapters share a common focus,

that relies on the decomposition of the overall problems (di�culty to be solved) into

an assembling of solutions of simpler problems. In fact, by taking advantages from

�FOCO�, PART I of the Thesis delineates a general mathematical framework, and

proposes an e�ective way out.

In particular, in the following one will �nd a number of contributions, whose

interest is witnessed by the recent publications [64�66], dealing with the development

and discussion of solution approaches for:

i the optimal synthesis of shaped beams for arbitrary arrays. In order to solve

this problem, the basic �FOCO� formulation can be extended to the shaping

problem where, instead of a single �reference point�, one combines the adoption

of several �control points� arbitrary located into the target area. Therefore, the

FOCO paradigm represents the starting point to initiate the overall procedure.

ii the optimal focusing of vector �elds intensity by means of arbitrary �xed-

geometry one-dimensional arrays. The aim is the extension of the �FOCO�

formulation to the case of vector �elds. To do this, the overall problem can

be seen as a combination of a set of �eld polarizations with the FOCO method.

In a nutshell, the �eld intensity focusing can be interpreted as an assembling (a

proper combination) of a number of basic polarized �elds.
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2

OPTIMAL SYNTHESIS OF SHAPED BEAMS

FOR ARBITRARY FIXED-GEOMETRY ARRAYS:

THE BASIC IDEA AND A FIRST APPROACH

2.0 Summary

The optimal synthesis of shaped power patterns by means of generic array antennas

having arbitrary layout and element patterns is addressed and solved. In particular,

this Chapter proposes an approach to �eld shaping which combines the adoption of

several �control points� with the basic �FOCO� method. In a nutshell, the �eld shaping

can be interpreted as a complex superposition of a number of focused �elds. Notably,

opposite to [67], the approach is able to keep under control both the ripple inside

the shaped area and the SLL. Moreover, as long as some condition is ful�lled, the

proposed approach guarantees the achievement of the global optimum by using local

optimization techniques, and a number of di�erent excitation solutions all ful�lling

the requires speci�cations are determined in a straightforward fashion. Numerical

examples concerning applications of actual interest support the given theory and

con�rm the e�ectiveness of the developed solution procedures1.

1 Some contents of this Chapter have been published in references [2, 5, 6, 7, 8] of the

�Publications List of G. M. Battaglia� reported at the end of the Thesis.
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2.1 Some existing solution strategies

The synthesis of shaped-beam patterns is a canonical problem in antenna theory,

as shown by the large number of both classical (e.g., [2, 3, 67�71]) and recent (e.g.,

[1, 4�6,43,52,72�78]) contributions.

In this Chapter, some canonical strategies for shaped-beams pattern synthesis are

brie�y recalled in order to have a better insight of their possible usefulness.

A very popular approach has been given byWoodward and Lawson (WL) in [67]. In

the latter, the shaped pattern is conceived as the superposition of many pencil beams

which are steered, one by one, and then summed to achieve the desired shaping. While

being intuitive and straightforward, the WL method su�ers from a number of relevant

drawbacks. In fact, the synthesized �eld is restricted within the class of real patterns,

so that one is not exploiting all the DoF of the problem. Moreover, as already noticed

in [71], this method does not guarantee the full control of the �eld in the shaped-beam

zone in case of severe constraints.

By taking inspiration from [71], an approach similar to the WL technique has been

recently proposed in [1]. In that paper, Taylor beams are superimposed in order to

generate the desired shaped pattern. This approach allows some improvements in the

control of SLL, but it still does not guarantee their full control. Moreover, and more

important, the resulting patterns are still real, so that not all the DoF are exploited.

Consequently, the approach is a�ected by essentially the same limitations of the WL

method.

Some interesting approaches for the synthesis of shaped beams based on CP have

been proposed in [5, 74, 79]. In [5], which deals with the case of sparse arrays, the

problem is reduced to CP problems. However, in case of shaped-beams this is achieved

by trying to �t a given complex �eld, rather than looking for a generic power pattern

ful�lling given constraints. As a consequence, one is not exploiting again all the DoF

which are eventually available. Paper [79] proposes an approach for the generation of

shaped-beams by means of linear or planar arrays. In particular, conjugate symmetric

beam-forming weights are looked for, so that the array factor becomes real, and the

overall problem is also reduced to a CP one. By so doing, once again, the search

space is limited to the case of real array factors, so that one is not exploiting all the

DoF which are eventually available. A more general approach relies on the so called

`semide�nite relaxation' framework [74]. In fact, it both allows to deal with generic

(�xed-geometry) arrays, as well as to enforce constraints on the power pattern. In such

an approach, the products of the array excitations are used as auxiliary unknowns, so
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that all power constraints become linear, and hence convex, in these new variables2.

On the other side, this technique has a number of relevant drawbacks:

• the number of unknowns exhibits a quadratic growth with the number of array

elements, thus possibly implying serious computational problems.

• at the end of the procedure only one solution is eventually found, so that a number

of potentially-interesting solutions are lost.

Computational burden issues again come into play whenever the synthesis is tack-

led by recurring to global optimizers (see for example [72]).

In the last years, the SF method has proved to be an e�ective way to �nd

meaningful solutions to the above drawbacks. As demonstrated by several contri-

butions [2, 69, 70], this technique allows casting the synthesis as a mask-constrained

one while still being computationally e�ective and not recurring to undesired limita-

tions on the kind of �eld one is looking for. From the operative point of view, the

array design is performed as a LP problem plus a polynomial factorization, with rele-

vant advantages in terms of computational burden and global optimality of solutions.

Interestingly, the approach is able to �nd all the di�erent possible solutions to the

problem at hand, so that the "most convenient" one can be selected according to

some additional performance parameters. The above described peculiar features of

SF has led to investigate such an algorithm also for the synthesis of 1-D arrays hav-

ing even excitations [43] or high beam e�ciency [78], 2-D rhombic arrays generating

circularly-symmetric shaped beams [51], equispaced recon�gurable arrays [77], and

continuous aperture sources [52] (in turn allowing the design of 1-D [75] as well as

circular-ring [76] isophoric sparse arrays).

Another benchmark and well-assessed approach is the Orchard-Elliott-Stern (OES)

one [3]. While previous to [2,69,70], this technique is similar in spirit to the SF method

but for optimizing the zeroes (rather than the coe�cients) of the polynomial under-

lying the sought power pattern.

Unfortunately, both SF and OES methods can be applied only if the FF can be

written in terms of a 1-D trigonometric polynomials, i.e., in case of either equispaced

1-D arrays with identical element patterns, or circularly-symmetric �elds, or u-v fac-

torable planar arrays3.

2 By so doing, one needs however a coherence conditions amongst the auxiliary variables

which is non convex (and somehow relaxed into a convex one).
3 Such a limitation does not allow, for instance, considering 1-D arrays having an aperi-

odic layout and/or di�erent elements' radiation patterns (where mounting-platform and

mutual-coupling e�ects come into play) as well as generic planar or conformal arrays.
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These issues and possible way to conveniently tackle them (as well as demonstra-

tions of the usefulness of the developed tools) will be the subject of the following

Sections. In particular, by taking advantage from the fact we know how to solve the

basic �FOCO� problem, the Chapter elaborates and puts on the basic idea that shap-

ing can be interpreted in terms of assembling of a number of focused �elds. Starting

from such a basic idea, and �nding a way to enforce constraints directly on the ove-

rall �eld, the proposed approach is able to cast the synthesis in terms of a number of

CP problems, with the inherent advantages in terms of both computational time and

reliability of the obtained results.

Notably, the present approach is related to the WL one as it also adopts several

properly-spaced `control points' located in the shaped-beam zone. Similarities end

however here. In fact, the proposed technique is able to exploit all the DoF of the

problem by looking for complex patterns (rather than real patterns), look directly

for a shaped pattern (rather than for a superposition of pencil beams), and take into

account since from scratch the ful�llment of constraints on sidelobes. Moreover, the

proposed method keeps many of the SF advantages while dealing with generic �xed-

geometry arrays (including sparse, conformal, and planar arrays), and, exactly like

the SF method, it allows identifying (if any) a multiplicity of substantially-di�erent

excitation sets all ful�lling the assigned power-pattern mask. It is worth to note that,

unlike SF technique, the approach is able to take into account mutual-coupling and

mounting-platform e�ects. The kind of outcomes of the proposed approach are exem-

pli�ed in the subsequent Section with reference to cases of practical relevance. Some

general comments and remarks follow.

2.2 An e�ective solution procedure

Let us recall the formulation of the FF radiated by a generic N -elements array:

F (r) =

N∑
n=1

InΨn(r) (1)

wherein r is the coordinate spanning the observation space, Ψn(r) is the complex

scalar �eld induced by the unitary-excited n-th antenna in the region of interest Ω

when all the other antennas are turned o�4, and In represents the complex excitation

of the n-th element.

4 As well known, the function Ψn(r) represents the n-th AEP, which takes into account

possible mutual-coupling and mounting-platform e�ects [6].
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More precisely, the problem at hand amounts to determine the optimal excitations

such as to grant the desired shape and the minimum ripple of the pattern in the `target'

region Λ while ful�lling arbitrary upper-bound constraints in the `sidelobes' region Ω.

To this end, we set the approach's basic bricks as follows:

i given the array layout and Ψn(r) for n = 1, . . . , N , let us consider the sampling

of Λ into L `control points', say rΛi, i = 1, . . . , L. 5

ii by considering rΛ1 as a `reference' point, i.e., as the point wherein the phase

of the synthesized �eld is �xed (to zero) once and for all, let us indicate with

ϕi ∈ [−π,+π] the �eld phase shift between rΛi and rΛ1.

Then, for any �xed determination of the phase shifts ϕ2, ..., ϕL, a convenient aux-

iliary problem can be conveniently set as:

Find the complex excitations I1, ..., In in such a way that:

<{F (rΛi)} =αicosϕi i = 1, . . . , L (2.a)

={F (rΛi)} =αisinϕi i = 1, . . . , L (2.b)

|F (r)|2 ≤ UB(r) ∀r ∈ Ω (3)

where α1, ..., αL are a-priori chosen real and positive numbers. In particular, while

enforcing that the synthesized �eld is purely real in the �rst reference point6, con-

straints (2) are equivalent to |F (rΛi)| = αi and hence allow arbitrarily shaping the

pattern at the control points. Also note that, once a su�ciently-�ne discretization [80]

is performed, constraints (3) allow enforcing arbitrary upper bounds on the sidelobes.

Notably, for �xed values of ϕ2, ..., ϕL, constraints (2) are linear in the unknown

excitations while, as the left-hand members in (3) are positive semi-de�nite quadratic

forms, constraints (3) de�ne, in each discretization point, a convex set [75]. Hence,

the problem (2)-(3) can be solved in a fast and e�ective fashion as the search for the

intersection (if any) amongst convex sets. Such a feature allows us solving the overall

synthesis problem through the following procedure:

i. repeatedly solve the problem (2)-(3) for di�erent �xed values of ϕ2, ..., ϕL;

ii. pick, amongst the instances wherein step (i) admits a solution, the one corre-

sponding to the minimum ripple inside Λ.

5 The latter should be chosen in such a way to allow the full control of the pattern in

the shaped zone while not being redundant. An obvious answer to such a question is

the observation that FF patterns are bandlimited [80], so that the control points are

conveniently chosen by sampling Λ at the Nyquist distance.
6 Note this does not entail any lack of generality, as it is simply equivalent to �x the phase

reference.
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With respect to previous approaches, the proposed method presents a number of

advantages:

• it is more powerful than [1, 67] as it allows dealing with complex �elds and can

guarantee since from scratch the ful�llment of constraints on the SLL;

• since di�erent excitation sets corresponding to the same ripple can come out

from step (ii), the method can allow identifying several di�erent solutions to the

problem.

• the proposed formulation is very general. In fact, no hypotheses have been given

in (1)-(3) with respect to the array's layout and AEPs so that, opposite to SF [36],

OES [3], and their derivations [43,76�78], the procedure can be applied to what-

ever kind of uniformly and non-uniformly spaced linear, planar, and conformal

arrays.

2.3 Assessment of the proposed procedure

In this Section, we report some numerical examples concerning the synthesis of

linear and planar arrays. In particular, in Subsections 2.3.1 and 2.3.2 we provide

comparisons with the SF and the OES methods. Then, in Subsection 2.3.3, we show

that the presented method favorable compares with the one recently proposed in [1].

Finally, in Subsections 2.3.4 and 2.3.5, we consider instances where the OES and

SF approaches cannot be applied, i.e., an aperiodic array with full-wave simulated

AEPs (where the proposed technique is compared to the one in [6]) and two planar

non-factorable arrays (where the outcomes are compared to the ones in [2, 7]).

Concerning the choice of the minimization algorithm, any local minimization algo-

rithm could be exploited, but because we are looking for a constrained minimization

the adoption of fmincon routine of MATLAB turns out to be convenient. Due to the

numerical e�ciency of these tools, all calculations were run on a PC equipped with the

Intel i7-6700HQ processor and a 16GB RAM, with an average computational time,

in 1-D test cases, equal to 0.7s per CP optimization.

For each trial solution, along with ripple we also evaluated the excitations' Dy-

namic Range Ratio, i.e.,

DRR =
max
n
|In|

min
n
|In|

(4)

whose reduction leads to a simpli�cation of the beam forming network and to an

increase of the illumination e�ciency [77].
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In all experiments involving 1-D arrays we also evaluated the directivity and used

the spectral variable u = sin θ (θ ∈ [−π/2, π/2] denoting the angle between the ob-

servation and boresight directions) as the coordinate spanning the observation space.

Consequently, the region Λ has been sampled as uΛ1, ..., uΛL. Finally, we considered

M = 20 values of ϕi (uniformly-spaced in the range [−π,+π]).

By analogy, in the 2-D test cases, the observation space has been spanned by

using the spectral variables u = sin θ cosφ and v = sin θ sinφ (θ and φ being the

usual elevation and azimuth angles with respect to the boresight). Moreover, in order

to keep low the computational burden of the solution procedure, the value of M

(determining the phase shifts discretization) has been decreased up to 8. As it will be

shown, such a reduction did not prevent the approach from achieving results which

favorably compare with the literature.

In all examples, upper bound constraints were enforced in a number of spectral

points proportional to the source dimensions (more precisely, ten points per wave-

length). Finally, the number and locations of control points have been determined by

�nding, in the grid above, the closest sample to each of the points coming out from

the Nyquist sampling of the region Λ.

2.3.1 Comparison with the SF method

In this Subsection, we report the outcomes of two synthesis problems wherein

the proposed approach has been compared to the SF method published in [2]. To

this end, we �rst considered the power goals depicted in Fig. 2.1 (c) and Fig. 2.2

(c), respectively, and solved them by exploiting the SF method (wherein the ripple

minimization has also been added according to the guidelines in [43]), and then by

using the proposed approach. In both problems, we considered an equispaced array

composed of N = 13 isotropic elements with a λ
2 inter-element spacing (λ denoting

the wavelength) and set αi = 1 ∀i.

In the �rst synthesis problem, the goal was to minimize the ripple for u ∈

[−0.19,+0.19] (while guaranteeing a maximum ripple of ±1dB) and to achieve a

maximum sidelobe level lower than −15 dB for u ≤ −0.32 and to -20 dB for u ≥ 0.32.

Fig. 2.1 (c) shows a comparison between the power patterns respectively achieved by

exploiting the SF method and the proposed approach (wherein three equispaced con-

trol points inside the region Λ ∈ [−0.19,+0.19], i.e., uΛ1 = −0.16, uΛ2 = 0, uΛ3 = 0.16,

have been used). Notably, the proposed procedure delivered exactly the same radiation

performances as the SF method (corresponding to a ripple of ±0.15 dB). Moreover,

it turned out being able to provide multiple excitation sets giving rise to the same
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(a) (b)

(c)

Fig. 2.1: First synthesis problem of Subsection 2.3.1. Two di�erent excitation sets

synthesized through the proposed method [(a) and (b)] and square-amplitude far-�eld

distribution [denoted from now on by P(u)] corresponding to both of them (c): �at-

top beam provided by the proposed procedure (blue line) as well as by the approach

in [2] (red line), and adopted mask (black line).

square-amplitude FF distribution. For example, �gures 2.1 (a) and (b) respectively

depict two di�erent excitation sets both delivering the pattern reported in Fig. 2.1

(c) (which provides a directivity of 6.32 dB, i.e., 0.87 dB lower than the one of a

theoretical �eld being equal to 1 inside Λ and 0 elsewhere). For this mask, if DRR

rather than ripple minimization is pursued then the DRR decreases from 3.3 to 2.7

while the ripple increases from ±0.15 dB to ±0.6 dB.

In the second synthesis problem, the goal was to minimize the ripple when dealing

with a broader target area, i.e., u ∈ [−0.32,+0.32], while guaranteeing that it does
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(a) (b)

(c)

Fig. 2.2: Same as Fig. 1, but now with reference to the second synthesis problem dealt

with in Subsection 2.3.1.

Table 2.1: Radiation performances achieved by the proposed method (comparison

with the technique in [3]).

Performance

Parameters

OES

Method

This

Method

Ripple [dB] ±0.10 ±0.14

Directivity [dB] 9.31 9.15

Max SLL for u < 0 [dB] −20 −23

DRR 9.27 9.23

31



2- Chapter

(a) (b)

Fig. 2.3: Comparison with [3]: excitations set synthesized through the proposed

method (a) and comparison between the power pattern corresponding to them and

the OES solution (b).

not exceed ±0.5 dB and that a maximum sidelobe level lower than −15 dB for u ≤

−0.44 and to −20 dB for u ≥ 0.44 is achieved. Fig. 2.2 (c) depicts a superposition

of the power patterns respectively delivered by the SF method and the proposed

procedure. In this latter example, the four equispaced control points are located in

uΛ1 = −0.23, uΛ2 = −0.08, uΛ3 = 0.08, uΛ4 = 0.23. The achieved directivity is equal

to 4.54 dB, i.e., 0.39 dB lower than the one of a theoretical �eld being equal to

1 inside Λ and 0 elsewhere. Results again con�rm the capability of the approach to

achieve radiation performances as good as those of SF (wherein the achievement of the

globally-optimal solution is guaranteed), i.e., ripple=±0.06 dB, when both methods

can be applied. Moreover, as in the previous example, the proposed approach has

been also able to �nd a multiplicity of solutions. For example, �gures 2.2 (a) and (b)

depict two excitation sets both corresponding to the power pattern shown in Fig. 2.2

(c). For this mask, if DRR rather than ripple minimization is pursued then the DRR

decreases from 11.1 to 6.5 while the ripple increases from ±0.06 dB to ±0.36 dB.

Due to the widely-recognized e�ectiveness of the SF method (see for instance [43,

52,77,78]), the results achieved in both test cases con�rm the very good performances

of the proposed architecture, and of the proposed approach to the synthesis.

2.3.2 Comparison with the OES method

In this Subsection, we challenge the proposed approach to provide performances

similar to the ones achieved by the benchmark method published in [3]. To this end,
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we considered an identical radiating system (i.e., an array composed of 16 isotropic

elements with a constant λ
2 spacing) and set the power goals as the strictest ones

reported in [3]. These latter consist in enforcing for θ ∈ [10◦, 50◦] a cosec2(θ)× cos(θ)

power-pattern behavior and strict upper-bound constraints on the sidelobes as shown

in Fig. 4 (d) of [3], where the minimum possible ripple over the main-beam region

was found to be ±0.1 dB.

Table 2.2: Synthesized excitations for the power pattern shown in Fig. 2.3 (in the

same format as in [3]).

n |In| ∠In

1 0.34 −142.7◦

2 0.76 −57.9◦

3 1.34 −64.5◦

4 1.84 −9.1◦

5 2.75 33.0◦

6 2.87 72.4◦

7 3.14 116.7◦

8 2.98 161.1◦

9 1.92 −147.9◦

10 0.56 −114.8◦

11 1.03 176.3◦

12 1.68 −130.8◦

13 1.30 −62.4◦

14 0.49 18.7◦

15 0.66 −124.0◦

16 0.72 −21.5◦

To perform the synthesis, we used L = 5 control points chosen according to the

rules above, which result in uΛ1 = 0.17, uΛ2 = 0.31, uΛ3 = 0.45, uΛ4 = 0.59, uΛ5 =

0.71. Moreover, we set α1 = 1, α2 = 0.62, α3 = 0.42, α4 = 0.31, α5 = 0.22. The key-

performance parameters achieved by one of the solutions we found are summarized

(and compared to the ones of [3]) in Tab. 2.1. Finally, Fig. 2.3 reports the achieved
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(a) (b)

(c)

Fig. 2.4: Comparison with [1]: two di�erent excitation sets synthesized through the

proposed method [(a) and (b)], and power pattern corresponding to both of them (c).

excitations (which are also listed in Tab. 2.2) and a superposition of the corresponding

power pattern with the exploited mask and the OES method's best solution.

Notably, the two techniques achieved very similar performances. In fact, the pro-

posed approach allowed an improvement of both the sidelobe level (which decreased

by 3 dB for u < −0.4 and u > 0.9) and the DRR (which decreased from 9.27 to 9.23)

but, at the same time, provided a 0.16 dB lower directivity and a ±0.04 dB higher

ripple.

By considering the well known capabilities of the OES method, these results con-

�rm the e�ectiveness of the proposed approach, whose performances can be eventually

improved by a denser sampling of the space of phase shifts.
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(a)

(b)

Fig. 2.5: Unequally-spaced array designed as in Subsection 2.3.4: layout (a) and 3-D

HFSS view (b). The key parameters of the structure are listed in Tab. 2.3, while the

patches' locations are reported in Tab. 2.4 and are the same as the ones published

in [4�6].

2.3.3 Comparisons with the Taylor-based method [1]

We used the same reference array as in [1] (i.e., an array composed of 20 isotropic

elements with a constant λ
2 spacing) and challenged the proposed method at lowering

both the ripple value and the SLL. In this case L = 5 control points were set within

Λ ∈ [−0.29,+0.29], i.e., uΛ1 = −0.29, uΛ2 = −0.15, uΛ3 = 0, uΛ4 = 0.15, uΛ5 = 0.29.

Moreover, we set αi = 1∀i. Fig. 2.4 (c) reports the synthesized power pattern (which

provides a directivity of 4.76 dB, i.e., 0.6 dB lower than the one of a theoretical �eld

being equal to 1 inside Λ and 0 elsewhere) while �gures 2.4 (a) and (b) respectively

show two di�erent excitation sets both corresponding to it. Notably, the proposed

procedure favourably compares to the one in [1] by allowing a ripple reduction from

0.25 to 0.21 dB and, at the same time, a SLL reduction from −30 to −35 dB over the

whole Ω region (i.e., |u| ≥ 0.45).

2.3.4 Full-wave synthesis of an aperiodic array

We considered the same radiating structure and power-pattern constraints as in [6]

in order to test the proposed approach in the full-wave synthesis of a non-ideal array

which cannot be tackled by the SF and OES approaches. The latter is a non-uniformly

spaced microstrip array composed of 13 elements (shown in Fig. 2.5) having the key
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Table 2.3: Array design parameters referring to Fig. 2.5.

Parameter Name V alue [mm] Description

Ly 27.7 Patch length (resonant)

Lx 36.87 Patch width

wa 0.5 λ/4 strip width

la 16.78 λ/4 adapter strip length

ws 2.92 50 Ω strip width

ls 15.82 50 Ω strip length

h 1.57 substrate height

Sx 978.91 substrate length

Sy 92.9 substrate width

parameters and elements' locations respectively reported in Tab. 2.3 and Tab. 2.4.

The single-element coordinates are reported also in Tab. 2 of [4] and have been used

also in [5, 6]. The exploited power mask is the popular square-cosecant one depicted

in Fig. 2.6 (c) and adopted also in [4�6,68,73].

As a �rst step, we computed the AEPs through the Ansys High Frequency Struc-

ture Simulator (HFSS) full-wave software [81] by setting f = 2.45 GHz and discretiz-

ing the u variable into 361 points. Then, L = 5 control points have been uniformly set

within the target area Λ ∈ [0.17, 0.83], i.e., uΛ1 = 0.17, uΛ2 = 0.31, uΛ3 = 0.45, uΛ4 =

0.59, uΛ5 = 0.73. In order to achieve the desired cosecant pattern the amplitude coef-

�cients have been set α1 = 0.86, α2 = 0.48, α3 = 0.32, α4 = 0.23, α5 = 0.17.

Fig. 2.6 reports three of the synthesized power patterns (whose maximum directiv-

ity is equal, in the average, to 13.9 dB) as well as one of the corresponding excitation

sets and the related active driving impedances (compared with the self-impedances).

Such impedance values, which are reported also in Tab. 2.4, actually di�er from each

other. This circumstance, combined with the heterogeneity of the AEPs (which are

shown in Fig. 13 of [6]), testi�es the actual presence of mutual coupling. On the

other hand, the element-to-element self-impedance variations are not excessive and

this can lead to a simple realization of the feeding network in a standard microstrip

line technology.

In this case, the minimum DRR achievable while ful�lling the power mask turned

out being equal to 1.4. Notably, for identical SLL performances, the proposed ap-

proach allowed decreasing the ripple with respect to [6] from ±1.25 dB to ±0.56 dB.

Besides corresponding to improved radiation performances, the achieved result testi-

�es a unique feature of the approach, i.e., the capability of providing a multiplicity of
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Table 2.4: Aperiodic arrays's element locations referring to Fig. 2.5 and corresponding

values of ZDj and |ZDj/Zjj | (see also Fig. 2.6).

Array element x-Position [λ] |ZDj | [Ω] ∠ZDj [deg] |ZDj/Zjj |

1 −3.7487 34.46 11.8 0.75

2 −3.2394 44.27 9.4 0.95

3 −2.7173 47.67 4.6 1.03

4 −2.1410 47.15 1.5 1.02

5 −1.4688 46.17 5.9 1.00

6 −0.7949 46.59 2.9 1.01

7 −0.0912 46.64 5.7 1.01

8 0.6200 45.49 4.7 0.98

9 1.3009 45.35 3.3 0.99

10 2.0304 47.91 4.1 1.03

11 2.6541 46.53 6.8 1.00

12 3.2221 41.94 -2.4 0.91

13 3.7513 43.78 1.4 0.96

substantially-di�erent excitation solutions even for aperiodic non-ideal arrays whose

�eld cannot be expressed in terms of an array factor.

2.3.5 Synthesis of planar arrays

In the planar arrays case, the need of a larger number of control points implies

an increased computational burden. As long as the given power mask is symmetric,

one can limit computational requirements by enforcing the required symmetry in the

expected complex pattern (which in turn translates into linear constraints on excita-

tions). By so doing, as shown in the following, one is able to design in a still reasonable

time planar arrays composed of hundreds of elements as well as realizing �elds with

large footprints. Notably, although reducing the DoF available to the designer, one is

still able to design array solutions which favourably compare with the literature.

To show the reliability and e�ectiveness of the proposed method also in the 2-D

case, in the following we compare its outcomes with the ones respectively achieved

by the techniques in [2] and [7] in the synthesis of two planar arrays which cannot be

tackled by the SF and OES techniques.

In the �rst test case, we considered the same array and power mask as the one

adopted in [2], i.e., a 15 × 15 array with isotropic elements and a constant λ
2 spac-

ing, as well as a mask enforcing a triangular footprint with a ripple and a peak

SLL respectively equal to ±0.5 dB and −29.4 dB. The enforced mask is shown in
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Fig. 2.6: Synthesis of a non-uniformly spaced microstrip array (full-wave HFSS simu-

lation, comparison with [6]): one of the achieved equivalent excitation sets (a); com-

parison between the active driving impedance ZDi and the self-impedance Zi,i of the

i -th element (b); multiplicity of synthesized power patterns (c).

Fig. 2.8 (c) (as well as in Fig. 10 of [2], where the footprint's vertices are also re-

ported). By looking for a �eld symmetric with respect to the spectral plane's main

diagonal, it has been possible to reduce the computational complexity of the syn-

thesis. In particular, L = 6 control points have been uniformly set within half of

the target area, corresponding to (uΛ1,vΛ1)=(−0.85,−0.85), (uΛ2, vΛ2) = (−0.25,

−0.85), (uΛ3,vΛ3)=(0.34,−0.85), (uΛ4,vΛ4)=(0.85,−0.85), (uΛ5,vΛ5)=(−0.25,−0.34),

(uΛ6,vΛ6)=(0.34,−0.34). Moreover, we set αi = 1 ∀i.
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Fig. 2.7: Layout of the array with a circular boundary used in order to compare the

proposed approach to the one in [7].

The square amplitude of the (complex) �eld synthesized through the proposed

approach is shown in Fig. 2.8 (d) (2-D plot plus control points representation) and

Fig. 2.8 (e) (3-D view), while �gures 2.8 (a) and (b) report, respectively, the amplitude

and phase of the excitation sets corresponding to it. The DRR turned out being equal

to 16.2. It is worth noting that the achieved power-pattern distribution perfectly

agrees with the one in [2] wherein, in turn, the application of the `feasibility criterion'

guaranteed that no array with a lower number of elements can equate those radiation

performances.

In the second example dealing with planar arrays, we compared the outcomes of the

proposed approach to the ones shown in [7]. In that paper, the authors exploited the

208-elements circular array layout shown in Fig. 2.7, which was designed by starting

from a 16 × 16 square layout (with isotropic antennas and a λ
2 spacing) and then

discarding the locations external to the circle of radius 4λ. The resulting radiating

system was aimed at generating a �at-top beam guaranteeing a ripple equal to ±0.15

dB for |u| < 0.25 and |v| < 0.25 as well as a peak SLL equal to −20.6 dB for

|u| > 0.3125 and |v| > 0.3125.

The adopted mask is shown in Fig. 2.9 (c). In this case, we successfully per-

formed the synthesis by looking for �elds having a quadrantal symmetry, so that

control points can be located in just a quarter of the shaped region. In particular, the

adopted control points covering such a surface (and ful�lling the Nyquist criterion)

correspond to u, v ∈ [−0.25, 0.25], i.e., (uΛ1, vΛ1) = (0.84,-0.08), (uΛ2, vΛ2) = (0.24,-

0.24), (uΛ3, vΛ3) = (0.08,-0.08), (uΛ4, vΛ4) = (0.08,-0.24), (uΛ5, vΛ5) = (0, 0). More-

over, we set αi = 1∀i.
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(a) (b)

(c) (d)

(e)

Fig. 2.8: Synthesis of a triangular contoured beam (comparison with [2]): amplitude

and phase of the excitation sets synthesized through the proposed approach [(a) and

(b)]; prescribed power mask and control points (c); 2-D and 3-D power-pattern rep-

resentations [(d) and (e)]. 40
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(a) (b)

(c) (d)

(e)

Fig. 2.9: Synthesis of a power pattern having a large square footprint (comparison

with [7]): Amplitude and phase of the excitation sets synthesized through the proposed

approach [(a) and (b)]; prescribed mask and control points (c); 2-D and 3-D views of

the achieved power pattern [(d) and (e)].
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Figures 2.9 (d) and (e) respectively show the 2-D and 3-D plots of the power-

pattern distribution associated to the synthesized (complex) �eld, while �gures 2.9

(a) and (b) report, respectively, the amplitude and phase of the excitation sets corre-

sponding to it. Notably, the proposed method favourably compares to the one in [7]

by allowing, for equal SLL performances, a ripple reduction from ±0.15 dB to ±0.1

dB and, at the same time, a DRR reduction from 24.4 to 20.

2.4 Comments and remarks

In this Chapter, by taking advantage from the basic �FOCO� formulation, the

problem of shaping a �eld into a region of interest has been solved as an assembling

of solutions of simpler problems. Results achieved in benchmark problems as well as

in the case where the array factor cannot even be de�ned con�rm the interest and

validity of the approach.

Notably, the proposed method presents a number of interesting features.

First, di�erently from a large body of literature, it is not formulated in terms of

GLO of the excitations, and it allows casting the overall design as a �nite number of

CP optimizations.

Second, which is a novelty with respect to all of the state-of-the-art methods, it

is engineered in such a way to provide a multiplicity of excitation solutions even in

those cases where it is not possible to reason just in terms of the array factor (and

1-D polynomials).

Third, by using the �reduced radiated �eld� concept [82], the approach can also be

used to perform the pattern shaping on a NF surface (rather than in the FF zone).

Lat, but not least, the approach seems to be the �rst one able to grant, at the same

time, all the above features plus the capability of dealing with completely-arbitrary

array layouts and element patterns (including aperiodic planar and conformal arrays

where mounting-platform and mutual-coupling e�ects are present). Notably, this is

done without resorting to simplifying (yet common) assumptions such as dealing

with symmetric array locations and AEPs [83], restricting the �elds to the class of

real ones [1, 67, 84], operating just in terms of the array factor [2], or pursuing (in

the non-sidelobe region) a nominal �eld pattern synthesis rather than a power mask-

constrained one [67,85,86].

Unfortunately, as long as enumerative techniques are used, the computational

complexity of the problem increases with the number of control points. In particular,

if M is the number of di�erent ϕi values being considered (∀i = 2, ..., L) in step (i),

42



I- Part

the overall number of CP problems pertaining to step (i) will be equal to ML−1. In

case of need, a smart exploitation of the space of the phase shifts (including tabu

search [87] for a-priori excluding unsuitable sets of values7, or analytical derivations

for restraining the search around given values) will allow reducing considerably the

computational burden.

While having a computational complexity exponentially growing with the number

of unknowns, the proposed method still implies a computational burden comparable or

even lower than the one of GLO techniques acting on excitations (see for instance [72])

and semide�nite-relaxation approaches (see for instance [74]). In fact, the number of

elements of an array is generally much larger than the number of phase shifts to

be considered. Also, approaches based on semide�nite relaxation imply a number of

unknowns which quadratically grows with the number of array elements, and the

relaxation from a non-convex problem to a convex one can induce non-trivial and

possibly-detrimental e�ects.

Therefore, the next Chapter proposes a possible way out for the synthesis of shaped

beams by means of large and arbitrary arrays.

7 For example, in the case of two control points, ϕ1 = π implies a negative interference at

the midpoint between them, with detrimental e�ects on the ripple.
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OPTIMAL SYNTHESIS OF SHAPED BEAMS AS

A PROPER COMBINATION OF FOCUSED

FIELDS AND LOW DIMENSIONAL GLOBAL

OPTIMIZATION

3.0 Summary

The Chapter presents an innovative e�ective technique to the optimal power syn-

thesis of shaped beams through �xed-geometry antenna arrays. In particular, the

proposed formulation, which can take into account mutual coupling and mounting

platform e�ects, is a hybrid approach based on a nested optimization, where the ex-

ternal GLO acts on the �eld's phase shifts over a minimal number of `control points'

located into the target region whereas the internal optimization acts instead on ex-

citations. Notably, in line with the previous approach, the starting point is the basic

�FOCO� formulation that is herein exploited in order to solve a more di�cult problem.

As the internal optimization of the ripple is shown to result in a CP problem and the

external optimization deals with a reduced number of unknowns, a full control of the

shaped beam's ripple and SLL is achieved even in case of arrays having a large size

and aimed at generating large-footprint patterns. In a nutshell, the proposed method

identi�es the phases of a few �eld samples as the actual reason for the non-convexity

(and hence the di�culty) of the problem, and then elaborates on such a circumstance

in order to deal with a global optimization problem having a number of unknowns as

small as possible. Numerical examples concerning applications of actual interest are

given to assess the e�ectiveness of the proposed synthesis strategy1.

1 Some contents of this Chapter have been published in references [3, 9, 10, 12] of the

�Publications List of G. M. Battaglia� reported at the end of the Thesis.
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3.1 Motivation and state of the art

As discussed in [2,3,36,43,51,52,67,77,84,88�95] as well as in the previous Chapter,

the optimal synthesis of array antennas plays a key role in many �elds of applied elec-

tromagnetics including radar [32], satellite [31], and cellular [30] telecommunications,

as well as electrical-energy [78] and medical [29] applications.

In this respect, the synthesis of shaped [3] beams still represents an unsolved

canonical problem. In fact, as already stated in the previous Chapter, the problem

has been solved in a globally-optimal fashion only in the case where the sought power

pattern is (or can be reduced to) a 1-D trigonometric polynomial. In all the (very

many) remaining instances, e.g., conformal arrangements of elements as well as arrays

generating element-dependent radiation patterns, only sub-optimal solutions seem to

be available. In fact, the problem is usually tackled by resorting to a GLO of either

the excitations or all the �eld samples (see for instance [93�95]). Hence, since in most

cases the computational complexity of GLO procedures is expected to exponentially

grow with the number of unknowns [96], it can prevent (in case of arrays composed

by a large number of elements) the actual attainment of the global optimum.

A very recent approach partially overcoming the above di�culties is the one pre-

sented in the previous Chapter. However, since the �eld's phase shifts are explored

in an enumerative fashion, the computational burden of that approach grows very

rapidly with the number of control points, so that it is expected to be unpractical

and/or not e�ective in case of large-footprint power patterns and large arrays. More-

over, the sampling of the phase shifts' space which is needed for enumeration could

be inadequate, thus possibly missing the global optimum.

As a contribution towards e�ective solutions strategies for such a problem, this

Chapter proposes a nested optimization procedure where the external GLO acts on

the �eld's phase shifts over a minimal number of `control points' located into the

target region whereas the inner convex optimization acts instead on excitations. Such

a circumstance allows a full control of the shaped beam's ripple and SLL in a number

of cases (involving arrays having a large size and aimed at generating relatively large-

footprint patterns) which cannot be solved in a globally-optimal fashion by the state-

of-the-art techniques.

Finally, it is worth to note that, in line with the previous Chapter, the proposed

approach takes advantage from the basic �FOCO� formulation [36] that represents

the key to our solution. Comparisons with the approach presented in the previous

Chapter and many other methods con�rm the e�ectiveness of the proposed method.
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In the following, Section 3.2 is aimed at presenting the devised synthesis procedure,

while Section 3.3 shows a number of results supporting to the given theory and reports

the �nal remarks ending the Chapter.

3.2 The proposed synthesis approach

The component of interest of the FF of a generic N-elements array can be written

as:

F (r) =

N∑
n=1

InΨn(r) (1)

wherein r is the spatial variable, In is the excitation of the n-th element, and

Ψn(r) represents the complex scalar �eld induced by the unitary-excited n-th an-

tenna in the region of interest Ω when all the other antennas are turned o�. As well

known, the function Ψn(r) represents the n-th AEP [97], which takes into account the

possible heterogeneity amongst the radiating elements as well as mutual coupling and

mounting platform e�ects.

The goal is to determine the optimal excitations generating a power pattern lying

in a given mask [de�ned by an arbitrary upper-bound function UB(r) plus an arbitrary

lower-bound function LB(r)] and optimising some performance parameter. In order

to �x ideas, let us suppose we are interested in minimizing the shaped-beam ripple in

the region Λ. To this end, we set the approach's basic bricks as follows:

i given the array layout and AEPs, let us sample Λ into L `control points'

rΛi,...,rΛL at the Nyquist distance [80]2;

ii let us indicate with φi ∈ [−π,+π], i = 1,...,L, the �eld phase shift between rΛi

and rΛ1, and �x to 0 the phase value attained by of the �eld in the point rΛ1

(which acts in the procedure as a `reference' point)3;

iii note that the square of the power pattern's ripple inside the shaped-beam region

Λ can be expressed as:

R(I1, ..., In, φ1, ..., φL) = [P (r)− P̄ (r)]2 (2)

2 While this criterion will allow avoiding any redundancy, other choices (such as involving

the so-called `self-truncating' sampling series [98] � see also Appendix A) are possible.
3 This assumption does not entail any lack of generality, as it is simply equivalent to �x the

phase reference.
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where P (r) = |F (r)|2 and P̄ (r) = [UB(r) − LB(r)]/2. Therefore, for any �xed

L-tuple φ1, ..., φL, R is a fourth-order polynomial of the unknowns I1, ..., In. This

notwithstanding, we show in Appendix A that, by a proper choice of the sampling

points (and sampling representations), such a function can be considered to be sub-

stantially convex with respect to the �eld samples (and hence to the excitations, which

linearly depend on them).

Under these assumptions, and by denoting as |F |desired
i

the desired value for the

�eld amplitude at the i-th control point, one can consider the following auxiliary

synthesis problem:

min
φ1,...,φL

{
min
I1,...IN

∫
r∈Λ

R(r)dr

}}
(3)

where the internal problem is subject to the following constraints:

<{F (rΛi)} = |F |desired
i

cosφi i = 1, ...,L (4)

={F (rΛi)} = |F |desired
i

sinφi i = 1, ...,L (5)

|F (r)|2 ≤ UB(r) ∀r ∈ Ω \ Λ (6)

P̄ (r) +
√
R ≤ UB(r) ∀r ∈ Λ (7)

where, by virtue of the de�nition of P̄ , the constraint (7) also entails that |F (r)|2 ≥

LB(r).

A number of comments are now in order. As already discussed, for any �xed value

of φ1, ..., φL, constraints (4)�(5) are equivalent to enforce |F (rΛi)| = |F |desired
i

∀i,

and hence a proper choice of |F |desired
1

, ..., |F |desired
L

, and the use of constraints [36],

allows shaping the power pattern inside the region of interest. Also, constraint (6)

allows keeping under control the sidelobes' behavior outside Λ. Hence, in summary;

• inside the target region Λ, constraints (4) and (5) are used to ensure that the �eld

amplitude attains a precise value on each of the control points while constraint

(7) allows ensuring that its ripple does not exceed a given threshold;

• outside the target region Λ, constraint (6) allows keeping under control the side-

lobes' behavior.

Notably, constraints (4)�(5) and (6) respectively are linear forms and a positive

semi-de�nite quadratic form of the excitations. Then, provided R can be considered

to be quadratic (which can be eventually enforced by a smaller spacing among control

points, see the Appendix A), constraints (7) and the objective function (3) are also

convex, so that the overall problem is a CP one, with the inherent advantages in terms
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Fig. 3.1: Flowchart summarizing steps of the proposed approach to shaping the �elds

into the target area.

of solutions' optimality and computational burden. In particular, for any �xed value

of φ1, ..., φL and |F |desired
1

, ..., |F |desired
L

, it admits a single minimum (if any), which

is therefore the global optimum.

In (3) the external minimization will require a GLO tool on a reduced number of

unknowns, whereas the internal minimization can be solved by means of a fast local-

optimization. In summary, the synthesis is conveniently decomposed into two nested

parts, i.e., a GLO on L variables and a CP optimization of the N excitations. It is also

worth noting that the cost function (3) can be eventually substituted by other convex

cost functions such as for instance the maximum value of R(r) [i.e., using a minimax

criterion on the ripple rather than the one in (3)] or the overall radiated power (which

would optimize directivity) without a�ecting the CP nature of the overall problem.

The overall procedure is summarized in the �owchart of Fig. 3.1, and it has been

conceived in such a way that the GLO deals with the minimum number of unknowns

(i.e., just with the ones responsible for non-convexity), with a bene�cial impact on

both the computational time and the reliability of the obtained results.

The proposed approach exploits the partial convexity4 of the overall synthesis

problem with respect to the excitations in order to reduce the dimensionality of the

GLO problem. In fact, as long as the number of control points keeps reasonably

4 By `partial convexity' we mean here convexity for the case of �xed phase shifts.
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small, the GLO algorithm must deal only with the few (auxiliary) variables in which

the overall problem is not convex, i.e., the phase shifts, with a decisive, bene�cial

e�ect on both the computational time and the reliability of the obtained results. In

fact, the exploitation of a GLO on just the `non-convex part' of the problem will allow

avoiding sub-optimal solutions, i.e., local minima of the objective function. Moreover,

since the required value of L is generally much lower than N, the computational burden

of the proposed synthesis procedure will be lower than the one of any GLO algorithm

acting on either all of the �eld samples or the array excitations. Finally, possible

discretization errors arising in the enumerative technique presented in the previous

Chapter are also avoided. As a consequence of all the above, the proposed strategy

is much more e�ective than the previous enumerative technique which, however, was

able to identify a multiplicity of solutions.

3.3 The proposed approach at work

In this Section, we report some numerical examples concerning the synthesis of

large planar arrays. In particular, in Subsection 3.3.1 we provide comparisons with

the procedures respectively published in [2, 7], and [8], while in Subsection 3.3.2 we

consider a realistic array of truncated waveguides with full-wave simulated AEPs.

In order to deal with a number of unknown phase shifts as small as possible, we

basically consider a Nyquist sampling for the choice of the control points. Smaller

displacements have been anyway used in some cases (as indicated) in order to get a

better matching with the mask requirements.

The internal and external part of the minimization (3) have been respectively

performed thorough the fmincon and ga routines of MATLAB (version R 2016B).

Also note that an optimal choice of the external global optimization procedure is

outside of the scope of the proposed general approach.

In all experiments, the radiating system has been set as an equispaced planar array

composed by an eventually di�erent number of elements along the x and y axes, and

the r coordinate has been expressed through the usual spectral variables u and v, i.e.,

u = βdxsinθcosφ and v = βdysinθsinφ [where β = 2π/λ denotes the wavenumber (λ

being the operative wavelength), (dx,dy) are the element spacings along the x and y

axis, and (θ, φ) respectively denote the elevation and azimuth aperture angles with

respect to boresight). Moreover, we set |F |desired
i

= 1∀i.

The radiation performances have been evaluated by means of the `peak-to-trough'

ripple (PTR) (de�ned as the ratio between the maximum and the minimum value
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(a) (b)

(c) (d)

(e)

Fig. 3.2: Synthesis of a triangular contoured beam (comparison with [2]): amplitude

and phase of the excitation sets synthesized through the proposed approach [(a) and

(b)]; prescribed power mask and control points (c); 2-D and 3-D power-pattern rep-

resentations [(d) and (e)]. 51
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Fig. 3.3: Array layout (comparison with [7]), where only the elements internal to the

circle of radius 3.5λ (i.e., depicted in red color) are used.

attained by the power pattern ∀r ∈ Λ), the `peak' sidelobe level (PSL) (de�ned as

the ratio between the maximum value attained by the power pattern ∀r ∈ Ω \Λ and

the power pattern's absolute maximum), and the DRR (de�ned as the ratio amongst

the maximum and minimum amplitudes of the excitations). In particular, for each

example, we report the achieved values for these parameters in two di�erent cases,

i.e.:

• case (a), when using the basic formulation of the synthesis problem;

• case (b), when adding to the stopping rule of ga an upper-bound constraint on

DRR and turning o� (i.e., erasing) the antennas having a very-small excitation

amplitude.

3.3.1 Comparison with Some Existing Approaches

In the �rst example, we considered the same array and power mask as the ones

adopted in [2] and in the previous Chapter, i.e.:

• a square equispaced array with N = 225 isotropic elements located along the x

and y axes with a 0.5λ spacing;

• the power mask shown in Fig. 10 of [2], which enforces a triangular footprint

with PTR = 1 dB.

In order to get the desired shaping, L = 10 control points have been located

inside the region Λ as described by �g. 3.2 (c). Figures 3.2 (d) and (e) respec-

tively show the 2-D and 3-D plots of the power pattern distribution associated
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(a) (b)

(c) (d)

(e)

Fig. 3.4: Synthesis of a 156-elements array generating a �at-top power pattern having

a square footprint (comparison with [7]): Amplitude and phase of the excitation sets

synthesized through the proposed approach [(a) and (b)]; prescribed mask and control

points (c); 2-D and 3-D views of the achieved power pattern [(d) and (e)].
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Fig. 3.5: Map of China (courtesy of the authors of [8])

to the synthesized (complex) �eld, while �gs 3.2 (a) and (b) report, respectively,

the amplitude and phase of the excitation sets corresponding to it. The presented

method provided {DRR = 144, PTR = 1dB, PSL =-29.4dB} in the case (a), and

{DRR = 97, PTR = 1dB, PSL =-29dB} in the case (b) by erasing the 7 elements

having the lowest excitation amplitude. Therefore, in the latter case, as compared to

the results in [2] (i.e., DRR = 20, PTR = 1dB, PSL =-28dB) the approach provided

a lower PSL but a larger DRR. Since it allows the straightforward determination of

the array excitations, the present approach is both much easier to implement and

much faster than the one in [2]. Finally, the computational burden was considerably

reduced with respect to the technique presented in the previous Chapter, where, in

fact, we needed to enforce some symmetry on the complex pattern in order to halve

the number of control points (with a consequent loss of DoF ).

In the second test case, we compared the proposed technique to the one in [7] by

pursuing similar power-pattern goals through an array composed of a lower number

of elements. In particular, starting from a 16 × 16 grid (with dx = dy = 0.5λ), an

array composed by N = 208 elements has been considered in [7] by erasing all the

antennas external to the circle of radius 4λ. Conversely, by starting from the same

uniform grid but using a circle of radius 3.5λ (see �g. 3.3) in order to discard some

elements, we achieved a layout composed of 156 elements. All the element patterns

have been set as isotropic and, in the same way as in [7], the mask has been designed

in such a way to generate a �at-top beam with a square footprint covering the region

(|u|<0.25, |v|<0.25) and guaranteeing a PSL =-20.6dB for (|u|>0.3125, |v|>0.3125).

The L = 16 adopted control points are depicted in �g. 3.4 (c). Figures 3.4 (d)

and (e) respectively show the 2-D and 3-D plots of the power pattern distribution

associated to the synthesized (complex) �eld, while �gs 3.4 (a) and (b) report, re-
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(a) (b)

(c) (d)

Fig. 3.6: Synthesis of a 400-elements array devoted to covering the mainland of China

(comparison with [8]):Amplitude and phase of the excitation sets synthesized through

the proposed approach [(a) and (b)]; 2-D and 3-D views of the achieved power pattern

[(c) and (d)].

spectively, the amplitude and phase of the excitation sets corresponding to it. The

presented method provided {DRR = 174, PTR = 0.3dB, PSL =-20.6dB} in the case

(a), and {DRR = 19, PTR = 0.45dB, PSL =-20.6dB} in the case (b) by erasing the

6 elements having the lowest excitation amplitude. Therefore, in the latter case, as

compared to the best results in [7] (i.e., DRR = 24.4, PTR = 0.3dB, PSL =-20.6

dB), the proposed approach allowed to save the 22.5% of elements while guarantee-

ing the same PSL and beam footprint, a slightly lower DRR, and a slightly larger

PTR. As in the previous test case, the adopted mask and the synthesis goals resulted

una�ordable by the approach presented in the previous Chapter.
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(a) (b)

Fig. 3.7: Full-wave synthesis of a realistic array generating a �at-top beam having

an elliptical footprint: (a) llustration of the 100 WR90 open-ended waveguide array

simulated through CST [(c) subplot, �gure taken from [9]); (b) a sample of AEPs.

As the third test case, we provide a comparison with the method recently published

in [8]. In particular, we considered the same array and speci�cations as the ones

adopted therein, i.e., a N = 400 elements square array (composed by 20×20 isotropic

antennas located on the x and y axes with a constant 0.5λ spacing) as well as a mask

pursuing a uniform coverage of the mainland of China (see �g. 3.5, and also Fig. 7

of [8]).

To get the desired shaping, L = 19 control points have been uniformly set within

the target area as reported in �g. 3.6 (c). The 2-D and 3-D plots of the achieved

power-pattern distribution are respectively shown in �g. 3.6 (c) and �g. 3.6 (d). The

amplitude and phase of the corresponding excitations are depicted in �g. 3.6 (a) and

�g. 3.6 (b), respectively.

The presented method provided {DRR = 10000, PTR = 0.12dB, PSL =-27.9dB}

in the case (a), and {DRR = 198, PTR = 1dB, PSL =-27.9dB} in the case (b).

Therefore, in the latter case, it favorably compares to one in [8] by allowing equal

PSL performances, a PTR reduction from 1.4 to 1.0 dB and, at the same time, a

DRR decrease from 1000 to 198. Finally, it is worth noting that the number of control

points required to realize the China coverage de�nitively excludes the enumerative

technique developed in the previous Chapter.

3.3.2 Full-wave Synthesis of a Realistic Array

As a �nal numerical experiment, we tested the proposed technique for the full-

wave synthesis of a N = 100 elements planar array equal to the one considered (for

di�erent purposes) in [9,16], i.e., composed by 10×10 truncated waveguides uniformly
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(a) (b)

(c) (d)

Fig. 3.8: Full-wave synthesis of a realistic array generating a �at-top beam having an

elliptical footprint: Amplitude and phase of the excitation sets synthesized through

the proposed approach [(a) and (b)]; 2-D and 3-D views of the achieved power pattern

[(c) and (d)].

spaced with dx = λ and dy = 0.5λ. In particular, WR90 waveguides having a size of

22.86×10.16 mm2, operating at 10 GHz, truncated without any �aring, and mounted

on an in�nite ground plane were used [see �g. 3.7 (a)].

First, in order to perform the synthesis, the AEPs have been computed by CST

Microwave Studio full-wave simulations. Some of them, whose heterogeneity prevents

one from using any technique relying on the array factor concept or trigonometric

polynomials, are reported in �g. 3.7 (b).

Then, the ripple has been minimized within the ellipsoidal shaped target area of

axes (sinθcosΦ, sinθsinΦ) = (0.22, 0.42) while pursuing a PSL =-20dB outside the
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ellipsoidal area of axes (sinθcosΦ, sinθsinΦ) = (0.45, 0.86). To this end, L = 5 control

points have been uniformly set within the target area as reported in �g. 3.8 (c).

Figures 3.8 (c) and 3.8 (d) respectively show the 2-D and 3-D plots of the synthe-

sized power pattern, while amplitude and phase of the corresponding excitations are

depicted in �g. 3.8 (a) and �g. 3.8 (b), respectively. The PTR and DRR turned out

being equal to 0.28 dB and 32.2, respectively.

3.4 Comments and remarks

A contribution has been given to the synthesis of shaped beams patterns subject to

arbitrary sidelobe bounds by means of generic �xed-geometry arrays. Results achieved

in benchmark problems con�rm the interest and validity of the approach.

In particular, the proposed method represents the natural extension of the enu-

merative technique introduced in the previous Chapter. In fact, it is based on the

exploitation of some hidden convexity property, auxiliary variables, and nested opti-

mization.

In particular, it has been shown that the problem of shaping the �eld into a

target area can be recast as an optimization with respect to two sets of unknowns,

that is the �eld's phase shifts and the arrays' excitations (when considering a �xed-

geometry array). While the enumerative technique is based on the solution of several

CP problems (with respect to the array's excitations) associated with each �eld's

phase shift, the hybrid approach relies on performing the GLO in the phase shifts'

space.

As discussed and validated through examples, the approach is very e�ective even

in those cases where the previous methods based on either enumerative strategies or

GLO on all the excitations (or �eld samples) result too heavy under the computational

point of view. In fact, the GLO is here performed on a minimal number of unknowns

(which are conveniently identi�ed as the �eld phase in a low number of control points).

By so doing, the computational burden required for optimizing the synthesis is reduced

as much as possible.

The new approach is also very general and overcomes the limitations of the WL

related techniques (which do not exploit the DoF arising from the �eld's phase shifts)

as well as of all methods requiring that the �eld is expressible as a 1-D trigonometric

polynomials.
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OPTIMAL FOCUSING OF VECTOR FIELDS IN A

3-D SPACE AS A COMBINATION OF BASIC

POLARIZED FIELDS

4.0 Summary

This Chapter aims at outlining, discussing, and assessing a new hybrid e�ective ap-

proach to focus the intensity of a vector �eld generated by an arbitrary �xed-geometry

array antenna into a target point and keep it bounded elsewhere. To overcome the

complexity of the underlying non-convex problem involving a possibly large number

of unknowns, the proposed solution deals with a nested procedure which jointly relies

on an (external) global optimization of the �eld polarization on the target point plus

an (internal) convex optimization of the array excitations. Notably, in line with the

shaping problem, the starting point is the basic �FOCO� formulation that is extended

in order to solve a more di�cult problem. As a matter of fact, by so doing, one

can not only focus the target point, but also obtain a �eld distribution that better

accommodates some other requirements (e.g., minimization of sidelobe level). Numer-

ical examples concerning applications of actual interest support the given theory and

con�rm the e�ectiveness of the developed solution strategies1.

1 Some contents of this Chapter have been published in references [4, 11, 14] of the �Publi-

cations List of G. M. Battaglia� reported at the end of the Thesis.
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4.1 Introduction

Focusing a �eld into a target point while controlling its intensity level elsewhere

has a considerable interest in areas as di�erent as: activation of chemical [99] or bio-

logical [100] processes, array antenna synthesis [36,88,101], deep tissue hyperthermia

treatments planning [29], radio frequency identi�cation (RFID) systems [102�104],

medical systems for microwave imaging [105], gateway control system [55], or wire-

less power transmission [56]. In all of these applications, the goal is designing the

excitations of an array antennas able to induce a selective �eld concentration.

More precisely, the problem at hand amounts to �nd a source such to maximize

the �eld intensity in the target point, while ensuring elsewhere a prescribed upper

mask for the sidelobes.

In a �rst instance, one can consider two di�erent cases, i.e., the case where one

is interested in focusing a scalar �eld (or a single component of a vector �eld) and

the case where one pursues instead the focusing of the overall intensity of the vector

�eld at hand. A further element leading to di�erent focusing problems is whether or

not one is interested in controlling the level of the �eld intensity outside of the target

region (which leads to a constrained optimization problem).

Last, but not least, in an eventual classi�cation of the di�erent problems, one

also has to consider the DoF at disposal for synthesis. In fact, one can consider the

amplitude and the phase of the excitations of an array [43], or just the phases of these

latter [89], or the aperture-�eld distribution [106], and many other cases including the

case where locations of the array are unknown.

Some interesting solutions applicable to scalar �elds are already available in liter-

ature such as the one in [56], where the focused �eld at a target point located in the

NF zone is obtained by an iterative algorithm ensuring that the radiated �eld lies in

a speci�c mask. In case focusing of a single component is of interest, the technique

allows full control of the depth of focus, spot diameter, and SLL.

An elder overlooked approach dealing with the focusing of scalar �elds with con-

strained SLL is the one in [36]2. This latter has been then generalized and applied to

3-D complex scenarios and hyperthermia problems [59] for the case where one com-

ponent of the �eld is dominant. However, this strategy cannot be trivially extended

to the constrained focusing of the intensity of a vector �eld. In fact, in this case

suitable strategies are required to achieve the globally optimal solution of the aris-

2 Although written for the FF case, which is the reason while it has been overlooked in the

NF literature, [36] explicitly notes the applicability to the cases of NF constraints and NF

focusing.
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ing non-convex problem [58]. Hence, some alternative strategy has to be devised to

preserve the capability of achieving the global optimum, while controlling side power

deposition.

An attempt to solve the �eld intensity focusing problem has been made in [107]

where, however, the formulated optimization problem (acting directly on excitations)

results in a non-convex optimization on many variables, so that solution procedures

may still get stuck at local optima.

A recent general approach partially overcoming the above di�culties has been

introduced in [108]. In the latter, exploiting [36], the overall problem is tackled as

the solution of a sequence of convex problems. In fact, one can solve the convex

problem corresponding to any possible �eld polarization into the target point and then

select the solution which guarantees the best focusing performances. Unfortunately,

the overall optimization procedure is very time consuming and/or a�ected by errors

deriving from an insu�ciently-�ne discretization of the space of polarizations.

Due to the above reasons, the development of new approaches to the focusing

of vector �elds has always represented a �eld of research in Electromagnetics [62,

108, 109]. To this end, this Chapter presents a hybrid approach, for a generic �xed-

geometry set of sources, based on nested optimizations where the inner (convex)

problem looks for the excitations corresponding to the optimal polarization which, in

turn, is externally pursued through GLO. Consequently, the optimal focusing problem

is reduced to a GLO of a cost functional which just depends on the �eld polarization.

It is worth to note that, in line with the previous approaches developed for the

shaping problem, the proposed technique takes advantage from the basic �FOCO�

formulation [36] that represents the starting point to initiate the overall procedure.

Notably, the exploitation of GLO algorithms is obviously not a novelty in the

antenna synthesis community. However, di�erently from [110] (where other antenna

problems are considered), the GLO-based problem only has to deal with a very re-

duced number of parameters (i.e., the �ve parameters identifying the �eld polarization

at the target point � see Appendix B). Such a feature plays a decisive role in order to

get actually optimal solutions to the problem at hand. In fact, although still dealing

with a non-convex problem, the approach is much more e�ective than all the ones

where the excitations of the array (which can have very many elements) are directly

looked for.

The Chapter is organized as follows. The next Section presents the basic idea and

the corresponding procedure, while Section 4.3 reports a representative set of results.

Conclusions follow.
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4.2 The synthesis approach

The proposed approach, which will be referred in the following as IN-FOCO is

aimed at maximizing the intensity of a vector �eld in a given point or direction (subject

to arbitrary upper bounds elsewhere) by exploiting the excitations of a generic (�xed-

geometry) array antenna as DoF.

As recalled in Section 4.1, the vector nature of the �eld induces a further di�culty

to the focusing problem. Therefore, by taking advantage from the FOCO's underlying

theory [36], in the following a possible solution strategy relying on the identi�cation

(and isolation) of the reason for non-convexity has been presented. Once again, simi-

larly to the methods proposed for the shaping problem, the basic �FOCO� formulation

represents the starting point to initiate the overall procedure.

To this end, given an arbitrary set of N sources with given locations, the total

radiated �eld can be written as:

F(r) =

N∑
n=1

InΨn(r) (1)

wherein r and In denote the coordinate spanning the observation space and the

n-th complex excitation coe�cient, respectively, while Ψn(r) is the complex vector

�eld induced by the unitary-excited n-th antenna in the region of interest Ω when all

the other antennas are o�. As such, the function Ψn(r) represents the n-th AEP and

includes possible mutual-coupling and mounting-platform e�ects [97].

If we denote by rt ∈ Ω the target point, i.e., the point in which we want to focus

the �eld intensity, the constrained focusing problem can be formulated as follows:

Determine the complex excitations set such to maximize |F(rt)|2 while enforcing

arbitrary upper bounds elsewhere [i.e., ∀r 6∈ B(rt), B(rt) indicating a given neighbor-

hood of rt and identifying the `target' region].

Unfortunately, the cost function, i.e., |F(rt)|2, is a non-negative quadratic poly-

nomial with respect to the unknowns. As such, the overall optimization problem is

non-convex [58], so that one can be eventually trapped into sub-optimal solutions

when solving it.

In order to develop a method robust with respect to such an issue, we will �rst

(re)consider an auxiliary preparatory case, and then we will turn back to the original

general problem.
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Fig. 4.1: Flowchart summarizing steps of the proposed approach to focusing the �eld

intensity of vector �elds.

For the �rst (and auxiliary) case, let us initially consider the (still unknown)

polarization plane of the �eld at the target point. In such a point the total vector

�eld can be written as [111]:

F(rt) =

N∑
n=1

In
〈
Ψn(rt),p

〉
p+

N∑
n=1

In
〈
Ψn(rt),q

〉
q =

N∑
n=1

Inψpn(rt)p+

N∑
n=1

Inψqn(rt)q

(2)

where p and q are the unit vectors associated to two generic orthogonal polariza-

tions of the �eld.

If the polarization which guarantees the most convenient |F(rt)|2 value (say p̂)

were a-priori known, then the corresponding �eld into the target point would be equal

to:

F(rt) =

N∑
n=1

In
〈
Ψn(rt), p̂

〉
p̂ =

N∑
n=1

Inψp̂n(rt)p̂ (3)

Therefore, the focusing problem could be formulated as a CP one (as in the intro-

ductory paragraph 3), i.e.:
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Find the complex excitations In (n=1,...,N) such to:

max
I1,...IN

<
{ N∑
n=1

Inψp̂n(rt)

}
(4)

subject to:

=
{ N∑
n=1

Inψp̂n(rt)

}
= 0 (5)

|F(r)|2 ≤ UB(r) ∀r 6∈ B(rt) (6)

where < and =, respectively, denote the real and imaginary parts of the complex

arguments, and UB(r) is a non-negative arbitrary function (say the mask function)

enforcing the upper bound constraint on the �eld intensity outside B(rt).

Unfortunately, in actual cases, one does not know a-priori the optimal polarization

p̂.

In a �rst instance, the overall problem could be tackling as an enumeration of

convex problems, by exploiting [36]. In fact, we know from the preparatory problem

(4)-(6) that, for any �xed polarization, the problem reduces to a CP one, and we also

know how to solve it. Consequently, one can solve the convex problem corresponding

to any possible �eld polarization into the target point and then select the solution

which guarantees the best focusing performances. From a di�erent point of view,

the �eld intensity focusing can also be interpreted as a proper combination of basic

properly polarized focused �elds.

On the other side, since the polarization of a �eld is determined by only �ve pa-

rameters (see Appendix B), the simple idea proposed in this Chapter is to introduce

an optimization procedure looking for the best polarization p̂. To this aim, the overall

problem can be formulated as a nested optimization wherein one looks for externally

(by means of a GLO procedure) the most convenient polarization while the internal

optimization looks for the optimal excitations set corresponding to the polarization

at hand. Accordingly, the new formulation will be as follows:

Find p and the corresponding In (n=1,...,N) in such a way that:

max
p

{
max
I1,...IN

<
{ N∑
n=1

Inψp̂n(rt)

}}
(7)

subject to:
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b)

Fig. 4.2: Single radiating element for array considered in the �rst numerical example

(see also Fig. 12 of [10]): (a) top view; (b) side view.

=
{ N∑
n=1

Inψp̂n(rt)

}
= 0 (8)

|F(r)|2 ≤ UB(r) ∀r 6∈ B(rt) (9)

‖p‖22 = 1 (10)

wherein p is the unknown encoding the speci�c polarization [see the Appendix B,

where a discussion of constraint (10) is also included].

By virtue of the above discussion, in (7) the external minimization will require

a GLO tool, whereas the internal minimization, by virtue of its CP nature, can be

conveniently solved by means of a fast local-optimization. As the external GLO acts

on polarization, while the internal one identi�es the value of the cost function along

with the corresponding optimal excitations for the trial polarization at hand, we are

indeed optimizing simultaneously polarization and excitations in a nested fashion.

The overall procedure is summarized in the �owchart of �g. 4.1, and it has been

conceived in such a way that the GLO deals with the minimum number of unknowns

(i.e., just with the ones responsible for non-convexity), with a bene�cial impact on

both the computational time and the reliability of the obtained results.

From a physical point of view, we can �nally state that the original problem can

be interpreted as a global optimization in the space of the possible polarizations. This

is a key point of the proposed method if we compare it with the method in [110]

or many other ones where `brute force' GLO-based strategies are generally adopted

and one has to deal with a number of real unknowns at least twice the number of

antennas. Conversely, the present approach deals with a GLO procedure having only
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(a)

(b)

(c)

Fig. 4.3: Focusing in a complex scenario - Power distribution synthesized by the

standard FOCO technique and the new IN-FOCO approach [rt=(-0.3051,-0.3051,-

4.9888)λbg]: (a) normalized to maximum power deposition when only the y-component

of the �eld is optimized; (b) normalized to maximum power deposition granted by

the proposed technique; (c) superposition of the x-cuts of the two power distributions

normalized to their maximum sidelobe level.
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Fig. 4.4: Reference inhomogeneous 3-D scenario adopted in the second numerical

example.

�ve unknowns3 and, although the convergence to the global optimum is not ensured

in a deterministic sense, this problem is generally believed to be e�ectively solvable

by state-of-the-art global optimization procedures.

4.3 Numerical results

In order to prove the actual feasibility and generality of the proposed IN-FOCO

technique, as well as to test its performance in actual cases, we report three numerical

examples dealing with the problem of focusing the radiation pattern of a planar array

in the NF zone of the antenna, and within two complex inhomogeneous scenarios,

respectively. In all cases, the achieved results are compared with the FOCO approach

[36] which optimizes just a single (dominant) component of the �eld.

The internal and external parts of the minimization (7) have been respectively

performed through the fmincon and ga routines of MATLAB (version R2016B), while

the AEP were obtained through a FDTD full-wave commercial software.

In the �rst example, we tested the proposed focusing approach in the NF. The

volume Ω is 4.5λbg × 4.5λbg × 2λbg large (λbg being the wavelength in the background

medium) and located in the NF zone of a λbg/2 spaced array of 9×9 microstrip

patch antennas working at 2.4 GHz and printed on a FR4 substrate with a relative

permittivity equal to 4.4 and a thickness equal to 1.6 mm. The dimensions of the patch

have been set as in [10]. In particular, by referring to �g. 4.2, it is:Wp = 29 mm, Lp =

3 More precisely, they belong to a zero-measure set of a �ve-dimensional space.
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(a) (b)

(c)

Fig. 4.5: Focusing in a complex scenario-Power distribution synthesized by the

standard FOCO technique and the new IN-FOCO approach [rt=(-0.0687,-0.0687,-

0.0687)λbg]: (a) normalized to maximum power deposition when only the z-component

of the �eld is optimized; (b) normalized to maximum power deposition granted by

the proposed technique; (c) superposition of the x-cuts of the two power distributions

normalized to their maximum sidelobe level.

29 mm,Wg= λbg/2, Lg = λbg/2,Wf = 3 mm, Lf = Lg/2 - Lp/2. The target region is

an ellipsoidal volume 2λbg far from the array aperture and whose semi-axes are 0.8λbg

× 0.8λbg × λbg. The outcomes of the proposed IN-FOCO approach are reported in

�g. 4.3 (b). By comparing these results with those achieved by the standard FOCO

procedure [see �g. 4.3 (a)] optimizing just the y (dominant) component of the �eld,

it can be seen that better focusing performance are granted by the novel approach.

As a matter of fact, undesired `hot spots', i.e., high �eld intensity outside the target

region, are suppressed with the present approach, as also witnessed by the �eld cuts

in �g. 4.3 (c). Moreover, IN-FOCO provided a higher separation between the main
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(a) (b)

Fig. 4.6: Reference inhomogeneous 3-D scenario used for validation (a) and antenna

array con�guration (b) (see also Fig. 1 of [11]).

beam and the SLL than the basic FOCO technique. Notably, we were not able to

achieve similar performance by means of the enumerative approach in [108].

In the second example, we dealt with the complex non-homogeneous 3-D scenario

depicted in �g. 4.4, in which the region of interest Ω is a sphere of radius about 2λbg

�lled with air and embedding two dielectric objects, i.e., a cube and a sphere. The

cube has a side of λbg/2 and a dielectric permittivity equal to 4, whereas the sphere

has a radius of λbg/4 and a dielectric permittivity equal to 3. A cylindrical array of

radius 4λbg and made up by 65 unitary-excited in�nitesimal dipoles working at 1.5

GHz surrounds Ω. The array elements are arranged (with a random tilt angle) over 5

equally-spaced circumferences along the z-direction. Finally, the considered focusing

target area is a sphere with a radius equal to λbg/3.

As in the previous test case, the results achieved by the new IN-FOCO approach

have been compared with the ones attained by the original FOCO one optimizing just

the z (dominant) component of the �eld. As it can be observed from �g. 4.5, the pro-

posed approach led to a better-focused (narrower) �eld granting a higher separation

amongst the focused beam and sidelobes.

In the last example, we dealt with the complex non-homogeneous 3-D scenario

depicted in �g. 4.6. In particular, it consists of two dielectric objects (a cube and a

sphere) hosted in free space into the cubic region of interest Ω. This domain has a side

l ' 2 λ4
bg, while the cube has a side equal to λbg/2 and a dielectric permittivity equal

to 2, and the sphere has a radius equal to λbg/4 and a dielectric permittivity equal to

3. The antenna is also equal to the one used in [11], i.e., it is a hemispherical-shaped

array having a radius equal to 4λbg and composed of 92 small dipoles (see �g. 4.6).

Finally, the considered focusing target area is a sphere with radius λbg/3.
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(a) (b)

(c)

Fig. 4.7: Focusing in a complex scenario - Power distribution synthesized by the

standard FOCO technique and the new IN-FOCO approach [rt=(-0.1000,-0.0400,-

0.0667)λbg]: (a) normalized to maximum power deposition when only the z-component

of the �eld is optimized; (b) normalized to maximum power deposition granted by

the proposed technique; (c) superposition of the x-cuts of the two power distributions

normalized to their maximum sidelobe level.

The outcomes of the proposed IN-FOCO approach are reported in �g. 4.6. By

comparing these results with those achieved by the standard FOCO procedure (in

which only the z (dominant) component of the �eld has been optimized), it can be seen

that better focusing performances are granted by the novel approach. In particular,

a reduced �eld intensity is granted outside the target region [see �g. 4.7 (c)].

The achieved results are coherent with expectations as when a single given compo-

nent of the �eld is taken into account the other components do not cooperate for the

�eld intensity-focusing phenomenon. They also prove the capability of the approach

to take actual advantage of the vector nature of the �eld.
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4.4 Final remarks

In this Chapter a new approach for focusing the intensity of a vector �eld into

a target point while keeping it bounded elsewhere has been proposed. In particular,

it has been shown that, when dealing with vector �elds, the non-convex focusing

problem at hand can be re-interpreted as the optimization of the polarization of the

�eld at the target point. This is due to the fact that one can univocally associate a

set of optimal excitations4 to any given polarization, so that the �eld polarization

becomes, in a certain sense, the actual unknown of the problem.

This circumstance led to the development of a new solution strategy relies on

performing the global optimization in the polarization's space.

It is worth to note that, the proposed technique is inspired by the basic �FOCO�

formulation, that represents the starting point to initiate the overall procedure. In

particular, this is the common point shared with the previously-proposed approach

for the shaping problem. In a nutshell, if we compare the two inserted optimizations,

we have that in both cases the internal optimization looks for the optimal excitations,

while the external one looks for the optimal polarization/phase shifts.

Accordingly, a very general problem (including situations as di�erent as FF, NF,

and 3-D non-homogeneous regions of space, mutual coupling, mounting platform ef-

fects) has been reduced to an external GLO in the space of polarizations nested with

an internal CP optimization of the excitations guaranteeing, for any �xed polarization,

the achievement of the unique (and hence globally-optimal) solution.

Although the approach still requires the exploitation of GLO techniques, such an

optimization just deals with a zero-measure set of a �ve-dimensional space, with the

inherent advantages with respect to the cases where the GLO directly looks for the

array excitations.

4 Strictly speaking, one could have a convex set of solution all having the same performances.
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Conclusions of Part I

As a �rst problem involving phaseless data, Part I of this Thesis dealt with antenna

synthesis (or more generally, with �eld shaping problems). In particular, the case of

a set of elementary radiators (i.e., an array of antennas or applicators) is considered,

and the goal is to determine the optimal arrays' excitations able to satisfy some given

speci�cations.

In this area, it is well known that a number of canonical problems has been suc-

cessfully solved during the years [2, 3, 5, 6, 36]. This is not however the case for the

two canonical problems of focusing in a globally optimal fashion a vector �eld, as

well as for the globally optimal shaping of a scalar �eld radiated by arrays other then

linear and uniformly spaced. In PART I, these two problems have been successfully

turned into an assembling of simpler problems. In this way, by taking advantage from

FOCO, it is possible to identify the causes of non-convexity (and hence di�culties)

of the problems at hand and propose an e�ective way out.

An obvious possible development is using sinergically the two approaches above for

the optimal shaping of the intensity of vector �elds, that still represents an unsolved

canonical problem.

Once again, the common strategy is that of identifying the causes of non-convexity

of the problem and formulate its solution in such a way that the (required) GLO

procedures only have to deal with a strongly reduced number of unknowns. In such

a way, GLO procedure deal with a minimal number of unknowns, with the inherent

bene�ts.
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Preliminary remarks

PR problems play a key role in many �elds of applied electromagnetics ranging

from power pattern antenna synthesis [2] to inverse scattering [33] to antenna char-

acterization [37], with particular emphasis on the diagnostics of re�ectors [28].

The aim of a PR problem is that of retrieving a source from amplitude-only data,

i.e., by discarding any phase information about the �eld. While allowing the advan-

tages of dealing with simpler instrumentation in real world applications (f.i., in case of

antenna diagnostics), the adoption of phaseless data makes the problem still harder.

By virtue of its relevance, very many di�erent approaches have been proposed

during the years for solving PR problems. In antenna diagnostics, in order to optimally

solve the problem by avoiding `false solutions' [23], all methods require data diversity,

like two measurement surfaces, or two di�erent defocus conditions in case re�ectors

are dealt with [112].

In order to overcome the above drawbacks, this Part of the Thesis presents two

approaches to PR problem which require only one measurement surface plus the

knowledge of the source's support and a few additional information. They deal with

2-D problems, i.e., with the retrieving of planar sources (or excitations of planar

arrays).

In particular, the proposed methods are based on a proper combination of the so-

lution of 1-D PR problems so that each of them can be solved through the well-known

SF [2] technique. Hence, if one is able to identify and store the di�erent solutions along

di�erent strips, the �nal actual solution of the 2-D PR problem can be gathered by

following a procedure which resembles the solution of crosswords puzzles, where one

has to guarantee the congruence amongst the possible intersecting words.

First of all, let us understand the meaning of `crosswords-like'. When you start

o� a new crossword puzzle, the best way to do this is to look for the clues that are

easiest to solve �rst. By solving one or two of the latters, you will have some letters

that will be useful in the puzzle and that will reduce the search space for subsequent

words.

We can see the crossword exactly like the FF matrix that needs to be retrieved.

As previously said, the proposed approach requires knowledge of the �eld' phase in a

couple (or slightly more) of sampling points. This is equivalent to know some letters

of the puzzle in order to reduce the number of combinations to be explored and giving

us the momentum to keep going.

Crosswords' solver knows that the next thing one could conveniently do is look

for answers that have the fewest number of letters. In our case, this is equivalent to
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start from a line where many zeroes are present in order to reduce the number of

ambiguities on the corresponding 1-D PR problems. Once you have scanned through

the clues and solved some of the easiest ones, it is time to start working through

systematically. Completion of the scheme implies considering additional horizontal,

vertical, oblique or concentric-ring cuts of the radiation pattern in order to identify

the correct �eld behavior (i.e., the correct `words') amongst the very many possible

ones.

Starting from this basic idea, Chapter 5 presents the �rst proposed approach and

considers the case of the characterization of array antennas. The aim is to retrieve the

unknowns excitations starting from the knowledge of the source' support and eventu-

ally of the �eld' phase in very few sampling points. Coming to details, the proposed

technique is able to perform the `crosswords' PR procedure by acting on horizontal,

vertical and oblique cuts of the pattern. In order to identify the correct �eld instances

among all the ones provided by the SF, it will be su�cient considering the intersec-

tions between three strips. In fact, while a proper choice of the corresponding phase

constant will allow any oblique candidate �eld to correctly intersect the candidate

vertical �eld, at the other intersection the phase of the oblique �eld will generally be

di�erent from the one of the horizontal �eld. As a consequence, one will be able to

discard a number of possibilities and hopefully identify the correct triple of words (or

at least to considerably reduce the number of possibilities).

Di�erently, the second proposed approach, introduced in Chapter 6, relies on the

aperture antenna theory. If one considers circular continuous aperture sources instead

of array antennas, the previous strategy can be improved by using concentric-ring

(rather than vertical and oblique) cuts of the radiation pattern. In this case, the aim

is to retrieve the unknown source starting from the knowledge of the source' support.

By exploiting the multipole expansion of the far �eld (and of the corresponding

power pattern), one will be able to perform the above `crosswords' PR procedure by

acting, this time, just on diameter and concentric-ring cuts of the pattern. In this

case, in order to identify the correct �eld instances among all the ones provided by

the SF, it will be su�cient considering the intersection between two �eld values. In

particular, while a proper choice of the corresponding phase constant will allow any

diameter �eld cut to correctly intersect the candidate concentric-ring �eld cut, at the

other intersection the phase of the same concentric-ring �eld cut will generally be

di�erent from the one of the diameter �eld cut. The need of just two intersections in

order to discard the unsuitable �eld distributions will lead to a considerably reduced

computational burden with respect to the �rst approach.
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PHASE RETRIEVAL OF SCALAR FIELDS: A

CROSSWORDS-LIKE PROCESSING

5.0 Summary

This Chapter aims at outlining, discussing, and assessing a new approach to the

phase retrieval of 2-D radiated scalar �elds. The technique takes advantage of funda-

mentals results available for the recovery of a 1-D discrete complex signal from the

intensity of its Fourier Transform. The problem is solved by following a simple yet ef-

fective philosophy resembling the solution of crosswords puzzles and allowing (if any)

the identi�cation of all the di�erent solutions. Di�erently from the state-of-the-art

approaches, the proposed technique exploits only one measurement surface (plus the

knowledge of the support of the source) and, despite the inherent di�culties of the

inverse problem at hand, it results completely deterministic and does not exploit GLO

algorithms in order to achieve the global optimum. Numerical examples concerning

planar array-antenna sources support the given theory and con�rm the e�ectiveness

of the developed solution strategies1.

1 Some contents of this Chapter have been published in references [16, 17] of the �Publica-

tions List of G. M. Battaglia� reported at the end of the Thesis.
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5.1 Introduction

PR problems have a considerable interest in areas as di�erent as: optics [35],

crystallography, inverse scattering [33], interferometry [113], astronomy [34], lithog-

raphy [112], electronic microscopy [114], holography [28], testing through UAV [115],

THz far-�eld prediction [116], as well as in antenna diagnostics [14�16], and synthe-

sis [2,27,51]. Problems of this kind occur every time the full knowledge of a complex

signal is needed but phase measurements are either unavailable or not convenient.

By denoting with f(x) and T, respectively, an arbitrary and eventually multidi-

mensional signal and an operator such that:

F (u) = T [f(x)] = |F (u)|ejφ(u) (1)

wherein x ans u are real vector variables spanning either mono-dimensional or

multi-dimensional spaces, a PR problem can be formulated as:

determine f(x) starting from the knowledge of |F(u)| plus some additional informa-

tion.

In the literature, large attention has been devoted to the case where T is a Fourier

Transform, which this Chapter considers in the following. As well known, solving such

a problem requires tackling a number of di�culties, which are brie�y recalled below.

First, in both the one-dimensional and two-dimensional cases (as well as for higher

dimensional problems) the solution of the problem is not unique. In fact, the so-called

trivial ambiguities, i.e.,

• a constant phase on F(u);

• a linear phase on F(u) (resulting in a shift on f(x));

• conjugation of F(u) (resulting in a reversal of f(x) with respect to the axes plus

a conjugation);

and any combination of the above, resulting in an identical |F (u)|2 distribution,

come into play.

Things are even worse in the 1-D case. In fact, in such a case, by denoting with

u a one-dimensional instance of u, |F (u)|2 can be written (but for a constant) as the

product of (in�nite) factors of the kind eju − zi, with roots zi organized in couples

such that if one of them is relative to F (u), the companion one determines a factor

of F ?(u). Then, unless the two elements of a couple have a unitary amplitude, any

'zero �ipping' within any couple generates a new solution2. Such a di�culty is readily

2 By virtue of the Weierstrass Factorization Theorem [117], which may be viewed as an ex-

tension of the Fundamental Theorem of Algebra, every entire function can be represented

as a (possibly in�nite) product involving its roots.

78



II- Part

understood in the case of discrete signals having a �nite length, where |F (u)|2 can be

seen a polynomial in the z = eju variable [2].

Notably, the last cause for non-uniqueness above is not likely to occur in the 2-D

case, as two-dimensional polynomials (for the discrete-signal case) or entire functions

of the exponential type (for the continuous source case) are not factorable (but for

a zero-measure set of cases). As a consequence, in the 2-D case (which is the one we

deal with in the remaining part of the Chapter) the PR problem has a unique solution

but for trivial ambiguities and a zero-measure set of cases.

Such a last situation is not likely to occur in the 2-D case, as two-dimensional

polynomials (for the discrete signal case) or entire functions of exponential type (for

the 2-D case) are not factorable (but for a zero-measure set of cases). As a consequence,

2-D PR problem this Chapter is dealing with is known to have a unique solution but

for trivial ambiguities and a zero-measure set of cases.

As one can get rid of the �rst two ambiguities by a-priori �xing, respectively, a

phase reference and the support of the source, in the recovery of a 2-D signal from the

amplitude of its Fourier transform one has to deal with the (unavoidable) ambiguity

amongst the 'true' |F (u)| and its conjugate as well as with the zero-measure set of

cases where, due to the fact that |F (u)|2 can be decomposed into further factors,

additional ambiguities do exist. Hence, even in the 2-D case, some additional a-priori

information is necessary in order to get a theoretically unique solution.

Even assuming a theoretically unique solution exists in case of ideal data, two

further di�culties come into play:

• a solution to the problem may not exist at all in cases of actual (i.e., error

a�ected) data, so that the problem keeps ill-posed. This is due to the fact that

in the 2-D case the (measurement-error-a�ected) square amplitude distribution

may be such that the data do not belong to the range of the quadratic operator

relating the unknown signal f(x) to the actual |F (u)|2 distribution [118]. As

a possible countermeasure to such an issue, a generalized solution is usually

looked for as the global minimum of some cost functional enforcing the best

possible �tting amongst the actual and the tentative intensity distributions.

Such a functional can be complemented by some penalty function enforcing

some expected property of the solution;

• even if the available a-priori information theoretically ensures the uniqueness

of the solution, the iterative procedure minimizing the cost function may be

trapped into local minima, actually di�erent from the ground truth [119], thus

resulting into `false solutions' of the problem.
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Notably, additional di�culties may arise in the particular problem one is dealing

with. In antenna testing, for example, even assuming the antenna is a uniformly

spaced array (so that the spectrum is periodic), depending on the element spacing

one may not be able to collect the whole square amplitude distribution of the Fourier

Transform of the unknown signal in the basic periodicity cell (see [42] for details).

By taking into account all the above, this Chapter proposes and tests a new

approach to recovery of 2-D discrete signals from the square amplitude of its Fourier

Transform. Motivated by the last circumstance above, the approach will be tested with

reference to the case of antenna arrays (where the array excitations and the square-

amplitude far-�eld distribution play the role, respectively, of the signal to be recovered

and of the known data). By the sake of simplicity, we will start by considering the

noiseless case, where e�ective solution procedures are anyway still lacking, and then

we will consider the noisy case at a later stage.

The key idea of the proposed procedure is to recast the 2-D problem at hand as

the combination of a number of auxiliary 1-D PR problems. Then, as all the possible

solutions of each 'auxiliary' 1-D problem are identi�ed in a fast and e�ective fashion by

using the SF technique [2], the �nal solution of the 2-D PR is identi�ed by enforcing

congruence amongst them. In a nutshell (see below), the procedure resembles the

solution of crossword puzzles, where one has to guarantee the congruence amongst

across and up-down possible words.

The proposed approach di�ers from the large variety of existing techniques under

many points of view:

• at least for the noiseless case, it is able to deterministically and uniquely solve

the PR problem by exploiting an amount of information coincident with the one

theoretically needed to ensure uniqueness of the solution. Note this is a far from

trivial capability, as to avoid false solutions one is generally forced to exploit

further information3;

• it is based on a very precise deterministic procedure, thus avoiding expensive

random searches while still guaranteeing the achievement of the globally opti-

mal solution. Di�erently, the other techniques available in literature use GLO

techniques [120] in order to get the actual solution with the minimal informa-

tion. However, these latter are based on a stochastic search, and they have a

computational burden growing exponentially with the number of unknowns [96].

3 For example, in antenna testing one needs either two measurement surfaces, or two dif-

ferent probes, or two di�erent defocus conditions [40,119].
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• in those cases where the problem at hand admits multiple di�erent solutions,

the proposed technique allows identifying all of them. Instead, one of the ap-

proaches currently used in literature, the so-called `Phase Lift' strategy [121].

Roughly speaking, it amounts to introduce a number of auxiliary unknowns

equal to the square of the number of the original problem and on the relaxation

of an inherent non-convex constraint into a convex one. As it may be easily

understood, the computational complexity of such a technique also grows very

rapidly with the number of unknowns (just like in global optimization so that

it is mainly adopted for 1-D problem). Moreover, which is often overlooked in

the literature, Phase Lift-based procedures just �nd a solution of the problem

whereas in some instances (e.g., the 1-D case) the problem may have very many

di�erent solutions.

The Chapter is organized as follows. The next Section presents4 the basic idea and

the corresponding procedure, while Section 5.4 reports a representative set of results.

Conclusions follow.

5.2 2-D Phase Retrieval as a combinatorial problem in 1-D

instances

By the sake of simplicity, let us consider the case where our unknown 2-D discrete

complex signal f(x) = f(x, y) is arranged over a uniformly spaced rectangular grid5.

Also, let us consider the case where the discrete signal is centered around the origin of

its domain, and the number of elements along the x and y coordinates are respectively

equal to 2Ñ + 1 and 2M̃ + 1. In such a case6, by denoting with u and v the spectral

variables in the Fourier transform domain, one will achieve:

F (u) = F (u, v) =

Ñ∑
n=−Ñ

M̃∑
m=−M̃

Cn,me
jnuejmv (1)

By simple computation, the square amplitude of (1) can be written in terms of

auxiliary variables Dp,q as:

4 The basic idea, resumed in Subsection 5.2.2, has been presented as a conference contribu-

tion in [122, 123]. The present contribution gives new insights on actual capabilities and

suggests new ways to overcome limitations both in case of antenna problems as well as

for other cases of general interest.
5 In antenna problems, that would be a planar array over a rectangular grid.
6 Similar reasonings hold true in case the number of elements is even.
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|F (u, v)|2 =

2Ñ∑
p=−2Ñ

2M̃∑
q=−2M̃

Dp,qe
jpuejqv (2)

where, because of the fact the left-hand member is a real quantity, {Dp,q} is a

Hermitian sequence of complex coe�cients.

Notably, the choice of the indices in (1) [as well as and the corresponding outcomes

in (2)] emphasize that the square amplitude distribution has a (spatial) bandwidth

which is (obviously) twice the one pertaining to the corresponding complex signal.

Notably, by denoting with A2(u, v) the measured square-amplitude data (which is

assumed to be known over all its domain):

A2(u, v) =

Ñ∑
p=−2Ñ

M̃∑
q=−2M̃

Dp,qe
jpuejqv (3)

with u = [u1, u2, ..., uJ ], v = [v1, v2, ..., vK ], and assuming that measurements are

properly taken according to the rules in [80], the {Dp,q} sequence can be found in a

fast and e�ective fashion by expanding the measured A2(u, v) into a truncated Fourier

series, where the spectral variables belong to the range [−π, π]. If some oversampling

is used in collecting data, in such a step a �ltering of measurement errors on the

acquired data is also performed.

5.2.1 The basic idea

As anticipated above, the proposed procedure resembles the solution of crossword

puzzles, where one has to guarantee the congruence amongst solutions across and

up-down possible words. In actual facts, advantage is taken from the fact that a very

e�ective procedure exists for the solution of 1-D PR problems for discrete signals,

and it is able to give back all the (possibly very many) solution of the problems.

These solutions become then possible `words' to be allocated along the corresponding

across, up-down, and eventually oblique directions7. Finally, congruence considera-

tions amongst the di�erent possible `words' along the crossing directions will possibly

restore uniqueness of the solution (if any) for the 2-D scheme.

A �rst possible solution procedure, which works nicely for the noiseless case, is

given in the Subsection 5.2.2. Then, in order to counteract the e�ect of both noise

and an increased size of the discrete signals, some alternative solution procedures

7 By virtue of bandlimitedness of F(u) and |F (u)|2, only a �nite number of them has to be

actually considered, and because of the periodicity of the involved functions, we just need

to consider the portion [(−π, π), (−π, π)] of the spectral plane.
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(a) (b)

(c)

Fig. 5.1: Pictorial representation of the crosswords-like procedure described in Subsec-

tion II.B. The square amplitude of a random 2-D sequence is considered: (a) vertical,

(b) horizontal and (c) oblique line of the spectral plane selected for the solution of

the 1-D PR problem via SF for the identi�cation of all possible signal solutions.

(implying a minimal additional a-priori information) are given in Subsection 5.2.3.

Finally, in Subsection 5.2.4 a very e�ective solution procedure is proposed for the

case of interest in [44, 124] where the unknown function is known to be real or real

and positive.
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5.2.2 A �rst possible solution procedure

In the noiseless case, and assuming in the following that the {Dp,q} sequence is

known, the proposed approach can be conceptually split into a �rst part initializing the

solution of the `crosswords' puzzle plus a second part where the subsequent completion

of the scheme is performed. The �rst part (in the following referred to as initializing

part) is the most di�cult one, and it can be separated in two sub-steps. In particular,

in the �rst sub-step of the initializing part one aims to identify all the (very many)

possible complex �elds along three intersecating lines (see �g. 5.1).

In order to get a better understanding of the overall procedure, let us consider for

instance a vertical line of the u-v plane (restricted to the [−π, π] portion) as depicted

in �g. 5.1(a). By following [2] it is easy to identify all possible F (ū, v) behaviors corre-

sponding to the measured power pattern along that line. In fact, along the line u = ū,

such a `dictionary' of signals will be determined by applying to the corresponding

square amplitude data, i.e.,

|F (ū, v)|2 = A2(ū, v) =

2M̃∑
q=−2M̃

D̄q(ū)ejqv (4.a)

the SF technique introduced in [2], where the inherent coe�cients are given by

[122,123]

D̄q(ū) =

2Ñ∑
p=−2Ñ

Dp,qe
jpū (4.b)

By so doing, a multiplicity of functions de�ned as:

F (ū, v) =

M̃∑
m=−M̃

C̄m(ū)ejmv (5.a)

is achieved, where:

C̄m(ū) =

Ñ∑
n=−Ñ

Cn,me
jnū (5.b)

Contemporarily, by following an identical procedure, one can also determine all

possibleF (u, v̂) behaviors corresponding to the measured square amplitude data along

a horizontal line of the u-v plane [see �g. 5.1(b)]. For instance, along the coordinate

v = v̂, one will achieve:
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|F (u, v̂)|2 = A2(u, v̂) =

2Ñ∑
p=−2Ñ

D̂p(v̂)ejpu (6.a)

where

D̂p(v̂) =

2M̃∑
q=−2M̃

Dp,qe
jqv̂ (6.b)

so that the SF technique [2] can be again applied in order to get a multiplicity of

possible behaviors:

F (u, v̂) =

Ñ∑
n=−Ñ

Ĉn(v̂)ejnu (7.a)

with:

Ĉn(v̂) =

M̃∑
m=−M̃

Cn,me
jmv̂ (7.b)

Obviously, in the same manner, one can also determine all possible �eld behaviors

along an oblique line of the u-v plane. For instance, by considering the main diagonal

u=v (see �g. 5.1(c)) and denoting by w the coordinate spanning it, one will achieve:

|F (w)|2 = A2(w) =

2(Ñ+M̃)∑
h=−2(Ñ+M̃)

D̃he
jhw (8)

and

F (w) =

Ñ+M̃∑
h=−(Ñ+M̃)

C̃he
jhw (9)

where D̃h and C̃h denote suitable auxiliary sequences. Again, one can deal with

an auxiliary 1-D PR problem and, by solving it, he/she will be able to �nd all the

possible F behaviors along the line u=v. The only additional di�culty is that along

such an oblique line the number of terms of summations (and hence the number of

zeroes to be considered in the procedure [2]) grows.

Note in case ū = 0, or v̂ = 0, or for any line passing through the origin, one may

also refer to the above 1-D functions (5.b) and (7.b) as to the so-called `collapsed

distributions' [125], which are also related to the Fourier slice theorem [126].
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The reason for such a terminology is that expression (5.a) (as well as (7.a)) can

be seen as the array factor of a linear array where, for any given n(m), all coe�cients

Cm,n sum up (collapse) into the single excitation Cm(0) Cn(0), and similar reasonings

apply to all other cuts passing through the origin.

In the second sub-step of the initializing part , one can considerably reduce the

dictionary of possible words, hopefully getting a single combination amongst the three

dictionaries of possible signals, by checking congruence or lack of congruence amongst

the di�erent possible combinations of signals.

Actually, one can examine any possible combination of horizontal and vertical

retrieved signals and, for each couple, looking for the existence of an oblique signal

correctly intersecting them. In fact, while a proper choice of the corresponding phase

constant will allow any oblique candidate signal to correctly intersect the candidate

vertical (horizontal) one, at the other intersection the phase of the oblique signal will

generally be di�erent from the one of the horizontal (vertical) signal (see �g. 5.1).

As a consequence, one will be able to discard a number of possibilities and hopefully

identify the correct triplet of words (or at least to considerably reduce the number of

possibilities).

The second and �nal part of the procedure, i.e., the completion of the scheme,

is rather obvious for crosswords solvers. One has to consider additional horizontal,

vertical and oblique lines intersecting the ones already considered and determine the

corresponding signals by proceeding to SF along each line, and then pruning the tree

of possible solutions by means of congruence arguments.

The approach is very di�erent from all existing procedures. In fact, once 1-D

factorizations are produced, it is a kind of combinatorial problem. As such, it can be

computationally heavy. On the other side, its similarity with crossword puzzles still

comes to help by suggesting useful strategies.

For example, in order to reduce the number of combinations to be explored one

can start from a line where many zeroes are present. In fact, this reduces the number

of ambiguities on the corresponding 1-D PR problems [2]. Hence, a clever choice of

the �rst three lines depicted in �g. 5.1 will be of help. In this respect, care must be

taken in avoiding that they intersect at a null of A2(u, v) (wherein phase would make

no sense).

As a distinguishing characteristic, if the solution is not unique (which is for instance

the case when one deals with u-v factorable patterns [2]) then the approach is able

to �nd in a deterministic fashion all the di�erent solutions of the problem.
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Fig. 5.2: Pictorial representation of the crosswords-like procedure described in Sub-

section 5.2.3 as a possible way out for limitations. The square amplitude of a random

2-D sequence is considered. The red square and green circular markers represent the

three a-priori known complex data. In particular, the red point (ū1, v̂1) is used to set

a reference phase for all the signals along line (v = v̂1 and u = ū1, while the yellow

star marker is used as discrimination point to discard the unsuitable solutions and

hopefully retrieve the correct signal along the considered lines.

5.2.3 Limitations, and a second possible solution procedure for noisy or

large-sized signals

The above approach set a deterministic procedure for the noiseless case, which, to

the best of our knowledge, was anyway lacking. On the other side, as one can easily

understand, limitations arise in case of noisy data and/or large 2-D sequences. In fact,

as noisy data imply approximate solutions along the considered lines, some tolerance

has to be used at the discrimination points when checking congruence amongst the

possible `words', so that more candidate solutions become eventually admissible. Also,

the problem becomes harder and harder with increasing dimensions. In fact, under

the actual noisy conditions, the existence of very many candidate words implies that

more signals may become `admissible' at the discrimination points. Accordingly, with

increasing dimensions a (possibly exponentially) increasing number of candidate words

enter into play, thus negatively a�ecting the pruning of the tree of possible solutions.
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(a) (b)

Fig. 5.3: Pictorial representation of the crossword like procedure described in Subsec-

tion 5.2.4 for special case of actual interest: (a) amplitude of a random 2-D signal; (b)

support information about the signal in (a) which can be supposed a-priori known

to simplify the recovery of the collapsed distribution C̃h since null coe�cients are

expected in correspondence of red-lined regions.

Again, one possible way out comes from the similarity to crossword puzzles. In

fact, in those cases, the schemes can be simpli�ed by the availability of some letters

in given crossings of rows and columns. In a corresponding fashion, the basic scheme

of Subsection 5.2.2 can take advantage from a reduced number of amplitude and

phase measurements; in such a way, one can conveniently and e�ectively initialize the

solution of the overall scenario.

One possible strategy, represented in �g. 5.2, takes advantage from just three

amplitude and phase measurements disposed on three vertexes of a rectangle, while

the fourth vertex point is used to enforce congruence amongst possible words. By so

doing, one can hopefully have an initial pruning of the possible solutions along the

two corresponding rows and columns. Also, by means of congruence arguments one

can establish the values of F (u, v) along the four lines determining the rectangle, so

that from now on one will have (at least) a couple of amplitude and phase known

values of F (u, v) along any row and column.

Obviously, the same statement also holds true in case the fourth vertex can be

also considered an a-priori known point, which allows for a signi�cant reduction of the

complexity of the initializing step. Also note that PR along diagonals is not anymore

strictly required.
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(a) (b)

(c) (d)

Fig. 5.4: Example 1: (a) Amplitude of the reference �eld; (b) Amplitude of the

retrieved �eld; (c) Phase of the reference �eld; (d) Phase of the retrieved �eld.

The red circle markers are those point wherein the complex �eld is supposed a-

priori known (in amplitude and phase), and correspond to (u1, v1) = (−2.33,−2.54),

(u2, v2) = (2.54,−2.54), (u3, v3) = (−2.33, 2.54), (u4, v4) = (2.54, 2.54).

As it can be easily understood, the initialization of the procedure is the most

di�cult part, as once the phase distribution along three or more rows and columns

has been correctly retrieved, the pruning of solutions along the remaining rows and

columns becomes easier and easier.
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(a) (b)

(c) (d)

Fig. 5.5: Example 1: (a) Amplitude of the reference excitations; (b) Amplitude of the

retrieved excitations; (c) Phase of the reference excitations; (d) Phase of the retrieved

excitations.

5.2.4 The exploitation of `collapsed' distributions, special cases of actual

interest, and �nal remarks

As just stated, the triggering/initialization of the procedure is the most critical

part of the proposed approach. Interestingly, there are a couple of interesting appli-

cations where the initialization can take advantage from the intrinsic nature of the

signal to be retrieved, or from some available a-priori information. This is for example

the case where the signal f(x) is known to be real or real and positive (which is the

case of crystallography, di�raction microscopy, and so on, since such a kind of signal

corresponds for instance to the density of microparticles [44] or to nanotubes' atomic

dimensions [124]). In such a case, in fact, the property of being real (and positive)
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of the 2-D signal implies that the corresponding collapsed distribution [see (5.2) and

(7.2)] is also real (and positive) as well.

Hence, such a property can be conveniently used in solving the 1-D PR problem

along all the strips passing through the origin in the transformed domain in order to

discard a number of outcomes of the corresponding SF problem, and hence hopefully

simplifying the correct initial setting of the procedure. In fact, for example, when

ū = 0 or v̂ = 0, the equations (5.a) and (7.a) simply become respectively:

C̄m(ū = 0) =

Ñ∑
n=−Ñ

Cn,m (10.a)

and

Ĉn(v̂ = 0) =

M̃∑
m=−M̃

Cn,m (10.b)

Consequently, the unknown coe�cients at the left hand member of (10.a) and

(10.b) have to be real and positive, and hence all the solutions that do not meet this

requirement can be automatically discarded.

In case of (very peculiar) support information, a similar reasoning is possible. For

example, the support information depicted in �g. 5.3 implies that the corresponding

collapsed distribution along the u = v direction has to be generated by a linear array

where a number of excitations has to be equal to zero. Obviously, such a circumstance

implies that one can hopefully have a univocal phase distribution along the u = v

direction, which simpli�es the following steps.

As a �nal comment concerning all the di�erent possible procedures described

above, it is worth noting that a suitable alternative to the general solution proce-

dure (i.e., solving the auxiliary 1-D PR problems along all the di�erent rows and

columns and then exploiting these latters in order to discriminate amongst admissi-

ble or inadmissible words) is available. In fact, once a su�cient number of rows and

columns have been retrieved, one can conveniently switch to a least square �tting pro-

cedure as in [127]. In fact, the already retrieved samples of the spectrum can be used

as linear constraints in a more classical PR procedure. Then, provided the number of

these constraints is su�ciently large, false solutions can be safely avoided [23,127].
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(a) (b)

(c) (d)

Fig. 5.6: Example 2: (a) Amplitude of the reference �eld; (b) Amplitude of the

retrieved �eld; (c) Phase of the reference �eld; (d) Phase of the retrieved �eld.

The red circle markers are those point wherein the complex �eld is supposed a-

priori known (in amplitude and phase), and correspond to (u1, v1) = (−2.33,−2.54),

(u2, v2) = (2.54,−2.54), (u3, v3) = (−2.33, 2.54), (u4, v4) = (2.54, 2.54).

5.3 Numerical results

As a proof of concept of the above proposed strategy, this Section shows some

numerical examples for antenna problems. In particular, the 2-D signal to be re-

trieved corresponds to the excitations of a planar array, while measured data A2(u, v)

corresponding to amplitude samples of the corresponding radiated power pattern.

Accordingly, u = βdxsinθcosΦ and v = βdysinθsinΦ, where β = 2π/λ denotes the

wavenumber (λ being the operative wavelength), dx, dy are the element spacings along
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(a) (b)

(c) (d)

Fig. 5.7: Example 2: (a) Amplitude of the reference excitations; (b) Amplitude of the

retrieved excitations; (c) Phase of the reference excitations; (d) Phase of the retrieved

excitations.

the x and y axis, and θ, Φ respectively denote the elevation and azimuth aperture an-

gles with respect to boresight.

In order to make the whole periodicity range of the power pattern available for

measurements (see [42] for more details), an inter-element spacing of dx = dy = 0.707λ

has been adopted for all the following examples.

By indicating with I=[I1, I2, . . . , INM ] the vector containing the NM array exci-

tations, the Normalized Mean Square Error (NMSE) is computed to quantitatively

evaluate the accuracy of the PR procedure:

NMSE =
‖I− Iretr‖2

‖I‖2
(10)
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(a) (b)

(c) (d)

Fig. 5.8: Example 3: (a) Amplitude of the reference �eld; (b) Amplitude of the re-

trieved �eld; (c) Phase of the reference �eld; (d) Phase of the retrieved �eld.

Iretr being the vector containing the NM retrieved array excitations.

The �rst numerical example deals with a 15× 15 elements equally spaced square

array with complex random excitations. The power pattern has been measured over

an equally spaced grid made of 43× 43 points in the u-v plane (which is restricted to

the [−π, π; −π, π] periodicity range), and has been assumed completely known in four

points of the spectral plane in order to properly trigger the recovery procedure and

give us the momentum to keep going, see �g. 5.4. Consequently, these points allow

us to recover the four lines passing through them (two vertical and two horizontal

lines), and each point of the retrieved lines becomes a �known� word of our crossword

puzzle.

It is easy to understand that this allows us to considerably reduce the search

space for subsequent words. In fact, once you have solved some of the easiest clues
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(a) (b)

(c) (d)

Fig. 5.9: Example 3: (a) Amplitude of the reference excitations; (b) Amplitude of the

retrieved excitations; (c) Phase of the reference excitations; (d) Phase of the retrieved

excitations.

it is time to start working through systematically considering additional horizontal,

vertical and oblique line of the radiation pattern in order to identify the correct �eld

behavior amongst the very many possible ones.

A comparison between reference and reconstructed results is given in �g. 5.4 in

terms of �elds, and in �g. 5.5 in terms of excitations. As it can be seen, the proposed

procedure led to a fully satisfactory excitations recovery. The e�ectiveness of the

proposed approach is also testi�ed by the very low NMSE value (i.e., NMSE =

1.0767× 10−5).

In the second test case, we used the same signal source of the previous exam-

ple but enhanced the PR di�culty by corrupting each measured �eld amplitude by
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(a) (b)

(c) (d)

Fig. 5.10: Example 4: (a) Amplitude of the reference �eld; (b) Amplitude of the

retrieved �eld; (c) Phase of the reference �eld; (d) Phase of the retrieved �eld.

white Gaussian noise with SNR = 25dB8. Also, the power pattern has been assumed

completely known in the same four points of the spectral plane as before in order to

properly trigger the recovery procedure.

A comparison between reference and reconstructed results is given in �g. 5.6 in

terms of �elds, and in �g. 5.7 in terms of excitations. As it can be seen, a satisfactory

PR solution has been again achieved. The NMSE results equal to 0.0035.

In the third test case, we considered the case of a real and positive signal, in order

to test the potentialities of the procedure described in Section 5.2.4. By still referring

to antenna problems, we considered a 13×13-elements square array whose excitations

have been set as real and positive random variables uniformly distributed in the range

8 Notably, the square amplitude distribution is oversampled with respect to the minimal

requirements, which allows a reduction of the overall measurement error.
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(a) (b)

(c) (d)

Fig. 5.11: Example 4: (a) Amplitude of the reference excitations; (b) Amplitude of the

retrieved excitations; (c) Phase of the reference excitations; (d) Phase of the retrieved

excitations.

[0, 1]. The corresponding power pattern has been measured over an equally spaced grid

made of 37×37 points in the u-v plane, but no complex measurements have been added

to data. In fact, as detailed in Section 5.2.4, dealing with real signals allows to resort

to a collapsed distribution when ū = 0 and v̂ = 0 are considered, with the consequent

advantage of looking to real excitations sets amongst all gathered solutions through

the SF. Once compatible `words' have been retrieved along the u and v axes, one has

the complex spectrum along two sides of a rectangle so that the recovery procedure

can continue as in Section 5.2.3, i.e., by determining the complex values of F (u, v)

along a rectangle and then performing SF along the remaining rows, columns and

diagonals (and enforcing coherence amongst their multiplicity of solutions to discard

many of them).
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The results for the third example are shown in �g. 5.8 and �g. 5.9 from which it is

possible to observe the e�ectiveness of the proposed PR approach, as also witnessed

by the NMSE = 1.2790× 10−4.

In the last test case, we used the same signal source of the previous example

but enhanced the PR di�culty by corrupting each measured �eld amplitude with

SNR = 25 dB9.

A comparison between reference and reconstructed results is given in �g. 5.10 in

terms of �elds, and in �g. 5.11 in terms of excitations. Also in this case, a satisfactory

PR solution has been achieved. The NMSE results equal to 0.0018.

It is worth to underline that, although having been assessed in the case of array

antennas and far �eld measurements, the given tools can be exploited for the phase

recovery of whatever non-superdirective source, and can also be extended to the case of

near-�eld measurements. In such a case, one can in fact exploit the `reduced radiated

�eld' concept, so that the near �eld still admits a Fourier series representation in

terms of auxiliary variables and a �ctitious array [82].

5.4 Concluding remarks

In this Chapter a new and original approach to the phase retrieval of two-

dimensional complex signals has been presented which allows to set a deterministic

and globally e�ective procedure for the retrieval of 2-D signals from phaseless and

noiseless data. The characteristics of the approach have been discussed, emphasizing

useful properties as well as the corresponding limitations in the actual case of noisy

data. Also, some possible ways out from the limitations, suggesting for the antenna

diagnostics problem the possible exploitation of hybrid measurement schemes using a

(very) reduced number of amplitude and phase measurements, have been suggested.

We have also shown that the basic approach (using just amplitude information) can

be of immediate usefulness in those (many) cases where the starting signal is known

to be real, or real and positive.

Notably, while (almost) all the existing approaches to antenna characterization

problems require the exploitation of two di�erent amplitude distributions [119], or

two di�erent probes [40], or two di�erent defocusing conditions [38] in order to avoid

the occurrence of false solutions, the proposed one just requires a single measurement

surface and few additional information with respect to the one strictly needed for the-

oretical uniqueness. Also, it is not based in its present version on global optimization.

9 Again, the procedure takes advantage from some oversampling of the square amplitude

distribution.
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While having indeed a number of drawbacks, we have shown by means of examples

that the approach can be of interest in case of moderate dimension sources, and we are

con�dent that the hybridization of the proposed `congruence' point of view with other

more classical approaches can give rise to further convenient solution procedures.

Another interesting research direction is the application of the above strategy

based on 1-D decompositions to antenna synthesis problem and, in particular, to the

optimal synthesis of mask constrained power patterns by means of planar arrays. In

such a case, in fact, although considerable progress has been made in Chapter 3, a

provably globally optimal synthesis procedure (opposite to the linear case) is still

lacking.
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PHASE RETRIEVAL FOR CIRCULARLY

SYMMETRIC SOURCES: A CONCENTRIC

CROSSWORDS-LIKE PROCESSING

6.0 Summary

This Chapter presents a PR strategy applied to the �eld radiated by continuous

aperture sources for the detection of shape deformations on re�ector antennas. It is

based on a decomposition of the 2-D problem into subsequent 1-D PR problems along

rings and diameters through the Spectral Factorization method, and a crosswords-like

scheme is followed to discard multiple solutions and complete the retrieval of the �eld

matrix. The proposed hybrid three steps procedure is assessed for the retrieving of

realistic phase distortions on the re�ector aperture �eld. Numerical examples concern-

ing the retrieval of realistic phase distortions on the re�ector aperture �eld support

the given theory and con�rm the e�ectiveness of the developed solution strategies1.

1 Some contents of this Chapter have been published in references [13, 15] of the �Publica-

tions List of G. M. Battaglia� reported at the end of the Thesis.
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6.1 Introduction

In the framework of re�ector antennas, deviations of the surface from the ideal

re�ector surface caused by gravity, wind, load, temperature play an important role,

because they can cause decreases in observation e�ciency of the antenna [128, 129].

To achieve acceptable e�ciency, the root-mean-square-error (RMSE) deviation of the

re�ector surface from the ideal surface should be less than λ/15 to obtain more than

50% aperture e�ciency [128]. Therefore, the challenge is to retrieve the shape in an

accurate fashion and quickly, so that possible countermeasures can be adopted.

In 1985, Rahmat-Samii [129] introduced a simple and widely adopted model re-

lating the shape deformation to the phase of the aperture �eld. More recently, a

deformation-amplitude relationship has also been introduced in [130]. In both cases

it is argued that the knowledge of the aperture �eld would provide the desired infor-

mation.

In the literature, several approaches have been proposed for re�ector surface di-

agnostics. A simple classi�cation can be done by considering strategies based on

the processing of both amplitude and phase of the radiated FF, which is typical of

microwave-holography-based techniques (see for example [19, 131�134]), and strate-

gies exploiting just the FF power pattern [28, 38, 135�138]. However, with increasing

frequencies collecting phase measurements can be very di�cult, or excessively expen-

sive, so the second kind of strategy is indeed of interest. Accordingly, the problem

of surface shape detection in re�ector antennas can be conveniently linked to a PR

problem [129,139].

By considering an unknown complex function f(x) and an operator T such that

F (k) = T [f(x)] = |F (k)|e(j∠F (k), the PR problem deals with the determination the

complex quantity F (k) from the knowledge of |F (k)|, plus some additional informa-

tion.

A very popular approach for such a kind of problems has been given by Misell

in [38]. As in all PR methods available in literature for antenna (or other devices)

characterization (but for [42]), a certain diversity in collecting data (e.g., two or

more power patterns, probes, measurement surfaces, defocus conditions, or the like)

is required [38, 40, 119]. In particular, the Misell algorithm requires two or more far-

�eld amplitude patterns to be measured: one with the antenna in focus (i.e., with the

probe at the parabola focus) and the other with the antenna defocused (or even with

two defocused patterns) [38]. While being very fast to converge to the �nal solution,

the major drawback of this procedure is that it can converge to a local minimum

if the initial estimation of the aperture distribution is far from the ground truth. A
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smart way to overcome such a problem, at least from a practical point of view, is

the so-called `hybrid input-output' procedure [140], which is still very popular and

adopted widespread [44].

Another benchmark and well-assessed approach, based on GLO, is proposed in

[120]. However, since the computational complexity of GLO procedures is expected

to exponentially grow with the number of unknowns [96], it can prevent the actual

attainment of the global optimum in case of very large number of unknowns.

As a contribution towards e�ective solution strategies for such a problem, this

Chapter presents a novel approach for PR, which requires only one measurement

surface in the far �eld in combination with the knowledge of the source' support and

of the �eld' phase in a very reduced number of sampling points.

Note that avoiding di�erent kinds of measurements collections is indeed a rele-

vant asset, since it allows a great simpli�cation in the measurement procedure and

acquisition time [42].

The proposed approach relies on three basic bricks.

The �rst, and more obvious one, is the aperture antenna theory, which allows for

simple relationships amongst the aperture �eld and the far �eld from one side, and

the aperture �eld and re�ector deformations from the other side.

The second brick, related indeed to the previous one, is given by the expansions

of the aperture and far �eld in terms of the so called `Orbital Angular Momentum'

(OAM) modes, where the far �eld is given in terms of suitable Hankel transforms of

the aperture modes (see [106,141]).

The third ingredient is a recent approach to PR problems for the case of 2-D

discrete signals (with particular attention to array antennas and hence periodic spec-

tra) [123]. In this latter, an analogy amongst �lling the rows and columns of the

spectrum and completing a `crosswords' scheme is introduced and discussed. In a

nutshell, the approach exploits the capability to solve in a deterministic fashion 1-

D PR problem in order to recast the 2-D PR problem as a combination of 1-D PR

problems, and congruence/discrimination criteria in order to establish the correct be-

havior along the di�erent (horizontal, vertical and diagonal) strips covering the 2-D

scenario [123].

Basically, the proposed procedure consists of two main steps. In the �rst one, as

in [123], we solve 1-D PR problems through the SF technique [2], and use congru-

ence/discrimination arguments in order to select the correct behavior amongst the

possible `words'. However, two basic di�erences are present with respect to [123]. In

fact, we solve PR problems along circles and diameters (rather than horizontal, verti-
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cal and diagonal strips), with a number of advantages. These latters include a much

simpler inizialization (and hence a much better computational e�ciency), and the

capability to deal with continuous sources. To this end, we also take full advantage

from e�ective representations based both on OAM modes [106] and singular value

decompositions (SVD) [142] of the �elds corresponding to each mode order.

In the second step, once the �eld has been determined in a number of circles and

diameters, the overall scheme is completed by solving a �tting problem that takes into

account both the starting data (i.e., the square amplitude of the far �eld) and the com-

plex �eld retrieved in the �rst step for a subset of sampling points. Notably, by virtue

of the chosen representations, such a second step also contemporarily determines the

aperture �eld.

Notably, in the second step the presence of a purely quadratic term allows, along

the guidelines of [23,127] to avoid the occurrence of false solutions.

The method is herein presented in case of generic planar continuous sources con-

tained within a circle of given dimension and exhibiting no particular symmetries and,

because of its generality, it applies to whatever related PR problem, so that similar

tools may be eventually applied to synthesis (rather than recovery) problems.

The remainder of the Chapter is as follows. In Section 6.2 we brie�y recall mathe-

matical backgrounds on aperture antenna theory. Then, the rational of the proposed

strategy is presented in Section 6.3 and formally described in Section 6.4. Finally,

Section 6.5 is devoted to the assessment in case of re�ector antennas deformation.

Conclusions follow.

6.2 Mathematical Background and Formulation of the PR

Problem

Let us consider a continuous aperture �eld f(ρ
′
, φ

′
) with circular support. By de-

noting with ρ
′
, φ

′
the radial and angular variable spanning the aperture, respectively,

this latter can be expanded in a multipole series as [106]:

f(ρ
′
, φ

′
) =

+∞∑
`=−∞

f`(ρ
′
)ej`φ

′

(1)

where

f`(ρ
′
) =

1

2π

∫ 2π

0

f(ρ
′
, φ

′
)e−j`φ

′

dφ
′

(2)
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Then, by denoting with k
′
, φ the radial and azimuth coordinates in the spectral

domain2, the Fourier transform of the source (1) is [106]:

F (k
′
, φ) =

1

2π

∫ 2π

0

∫ ∞
0

f(ρ
′
, φ

′
)e−jk

′
ρ
′
cos(φ

′
−φ)ρ

′
dρ

′
dφ

′
(3)

that can be also expanded in a multipole series as [141]:

F (k
′
, φ) =

+∞∑
`=−∞

F`(k
′
)ej`φ (4)

wherein

F`(k
′
) =

1

2π

∫ 2π

0

F (k
′
, φ)e−j`φ dφ (5)

Let now consider the problem of reconstructing the 2-D source f(ρ
′
, φ

′
) from

the knowledge (e.g., measurements) of a su�cient number [80] of square amplitude

samples of its Fourier transform, named M2.

By denoting with B [·] the operator performing the square amplitude operation,

i.e.:

B
[
F (k

′
, φ)
]

= F (k
′
, φ)F ∗(k

′
, φ) = |F (k

′
, φ)|2 = M2 (6)

the PR problem can be stated as the retrieving of F̂ (k
′
, φ) such that:

B
[
F̂ (k

′
, φ)
]

= M2(k
′
, φ) (7)

in the sampled spectral domain with k
′

= [k
′

1, . . . ., k
′

K ], φ = [φ1, . . . , φQ], K and

Q being the number of discretization points for the radial and azimuth variable,

respectively.

2 By denoting θ as the elevation angle with respect to the boresight and adopting the usual

correspondence with spectral variables u = βsinθcosφ and v = βsinθsinφ, it will be:

k
′
=
√
u2 + v2 = βsinθ, β being the wavenumber.
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6.3 Rational of the PR strategy: Concentric-Crosswords-like

Scheme

As already done in the Previous Chapter, we can see the FF matrix to be retrieved

exactly like a particular kind of crossword puzzle (see Figs. 6.2a).

In this respect, the 2-D PR problem is turned into a collection of auxiliary 1-D

PR problems and each of them is solved by adopting the SF method [2].

As it is well known, besides trivial ambiguities described below, 1-D PR problem

does not admit unique solution. This is due to the fact that, the FF square amplitude

can be written (but for a constant) as the product of factors of the kind eju− zi, and

any `�ipping'3 of zeros zi (which are organized in couples) corresponds to a di�erent

solution [2].

Therefore, for each 1-D PR problem we have a collection of possible solutions for

the pertaining part of the spectrum.

As 2-D polynomials are not factorable (but for a zero-measure set of cases), am-

biguities due to spectrum factorization do not generally occur in 2-D PR problems.

Accordingly, the solution of a number of 1-D PR problems and their correct intersec-

tion according to congruence/discrimination arguments may allow to get the actual

solution, the only residual problem being the so called `trivial ambiguities'.

These latter ambiguities a�ecting uniqueness consist in

i) a constant phase on the far �eld/aperture source;

ii) a linear phase on the FF, corresponding to a translation of the source;

iii) a conjugation of the complex �, corresponding to a re�ection (and conjugation)

of the aperture �eld;

iv) any combination of the above.

In fact, each of the above situations result in the same identical square amplitude

distribution.

While the �rst two ambiguities can be faced by �xing a reference phase and sup-

posing the support of the source to be known, respectively, the third one still remains.

Hence, even neglecting possible factorizations of the 2-D spectrum, some additional

a-priori information is anyway needed in order to get a theoretically unique solution

even in the 2-D case.

To this aim, besides the exact source support, we suppose to exactly know the

complex FF in a limited number of points, resulting in a `facilitated' crossword puzzle,

3 Unless the two elements of the couple have unitary amplitude.
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(a) (b)

(c)

Fig. 6.1: Rational of the proposed PR strategy based on a crossword puzzle scheme: (a)

Fill-in crossword; (b) Facilitated �ll-in crossword; (c) Facilitated concentric crossword

see Fig. 6.1(b). In fact, such a con�guration will allow a better discrimination amongst

multiple solutions.

Since we are dealing with circularly supported aperture sources, we will consider

1-D PR problems along rings and diameters of the spectrum. For this reason, we refer

to our approach as `concentric' crosswords-like scheme (Fig. 6.1(c)).

The approach is general and applies to whatever continuous aperture source, and

it overcomes some of the issues associated to the previous approach [123]. In this

latter, in fact, a horizontal, a vertical and a diagonal cut were needed to have three

intersections and initialize the solution of the puzzle, resulting in a cumbersome com-

binatorial problem4. Herein, the `concentric' scheme allows to start with just one ring

and one diameter (and hence with a reduced order combinatorial problem)5. Accord-

ingly, the `concentric' scheme leads to a considerably reduced computational burden

4 In fact, the �rst two intersection just normalizes the phase along the second and third

strip, and the third intersection allows for discrimination.
5 In fact, they have two intersection points and the second one already allows for discarding

incongruent solutions amongst the chosen diameter and ring.
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with respect to the previous approach. Moreover (see sect. 6.4 below) one can take

advantage from convenient representations of the radiated �elds.

Finally, let us note that by following the suggested puzzle solution strategy, also

in the PR problem there is a convenience in �rst retrieving the `easiest' part of the

spectrum. In particular, it is convenient to select 1-D cuts in correspondence of high

intensity �eld amplitude and avoid nulls of the �eld wherein the phase would make

no sense [14]. Also, cuts where many zeroes are present are preferred to reduce the

number of multiple solutions in the corresponding 1-D SF problem, and hence the

computational burden of the combinatorial problem at hand.

Hence, once the easiest cuts have been solved, it goes on systematically. Comple-

tion of the scheme is rather intuitive for crosswords' solvers.

6.4 A convenient representation for the far-�eld

To give an accurate representation of the �eld, we exploit the SVD of the radiation

operator relating the source f`(ρ
′
) to the �eld F`(k

′
).

If Eq. (1) is substituted into Eq. (3) and then Eq. (4) is used, the radiated �eld

can be written as [106]:

F`(k
′
) =

∫ ∞
0

f`(ρ
′
)J`(k

′
ρ

′
)ρ

′
dρ

′
= H`{f`(ρ

′
)} (8)

wherein J`(·) is the `-th order Bessel function and the integral expression is the

Hankel transform [141] of order ` of the function f`(ρ
′
).

By normalizing ρ
′
, k

′
such that the normalized variables ρ, k belong to the interval

[0, 1], Eq. (8) becomes in an operator form as follows:

F` = A`f` (9)

A` being a compact notation for the radiation operator. We can now perform the

SVD of A`, that is {v`,n, σ`,n, u`,n}, such that:

A`v`,n = σ`,nu`,n (10.a)

A+
` u`,n = σ`,nv`,n (10.b)

with σ`,n, v`,n, u`,n denoting the n-th singular value, right-hand and left-hand

singular function, respectively, associated to the `-th order, while A+
` is the adjoint
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operator. Since the singular functions v`,n and u`,n are orthonormal in the space of

source and �eld, respectively, they can be used as representation bases in the respective

domains. Therefore, we can represent the �eld as follows:

F`(k) =

∞∑
n=1

b`,nu`,n(k) (11)

and, by substituting Eq. (11) into Eq. (4), we �nally achieve:

F (k, φ) =

+∞∑
`=−∞

∞∑
n=1

b`,nu`,n(k)ej`φ (12)

Then, expansion (12) can be conveniently truncated on the basis of the properties

in [106]. By so doing, one achieves

F (k, φ) =

βa∑
`=−βa

N∑̀
n=1

b`,nu`,n(k)ej`φ (13)

where N` = 2a
λ −

|`|
π .

Finally, a further advantage can be taken from the fact that the singular functions

u`,n must exhibit a `hole' of the order L in the k = 0 direction, so that for a given

value of k the external summation on L can be further limited. Notably, this means

that when considering a ring of radius k, the �eld can be conveniently written in

terms of a trigonometric polynomial whose order depends indeed on k (the lower k,

the lower the order of the polynomial).

6.5 The proposed procedure

As already stated, the key point of the proposed PR strategy is to recast the 2-D

problem into a combinatorial problem over 1-D instances.

Ideally, one has to solve 1-D problems as long as the entire far �eld matrix is

retrieved thank to subsequent solutions intersections. However (see below) a more

e�ective scheme is possible once a su�cient number of rings and diameters have been

solved.

In the �rst step, a reduced number of 1-D PR problems is solved by properly

choosing rings and diameters cuts as suggested in Section 6.3. In such a step, ad-

vantage is taken from the fact that the source has a limited dimension, so that its

spectrum is bandlimited. As a consequence, a �nite number of cuts (and rings) can
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be considered, and all quantities can also be safely sampled along the corresponding

domains. Moreover, once the ratio between the number of retrieved overall �eld sam-

ples and the total number of �eld samples is su�ciently high [80], one can move to

a faster mixed �tting procedure. This latter amounts in the minimization of the sum

of two functionals, enforcing respectively a �tting over the residual square amplitude

data, and over the already retrieved �eld data.

Notably (see above), because of the chosen (SVD based) representation of the

spectrum, such a step also implicitely retrieves the aperture distribution.

The three steps of the PR procedure are detailed in the following subsections.

6.5.1 Step 1: 1-D PR via SF and crosswords

Let de�ne with ξ the generic independent variable depending on the 1-D �eld

curve at hand, that is:

F (ξ) =

F (k
′
) for φ = φ̄ (i.e., a diameter)

F (φ) for k
′

= k̄′ (i.e., a ring)

(14)

According to [2], the square amplitude distribution of Eq. (14) can be expressed

in terms of auxiliary coe�cients Dp such that:

|F (ξ)|2 = P (ξ) =

2P∑
p=−2P

Dpe
jpξ (15)

where, because of the fact that the left-hand member is a real quantity, Dp is a

Hermitian sequence of 4P + 1 complex coe�cients, that is Dp = D∗−p
6.

By considering the measured square amplitude data, that is P̃ (ξ) with ξ =

[ξ1, . . . , ξN ], N being the number of measurements taken according to [80], the se-

quence Dp can be determined in such a way that:

P̃ (ξ) =

2P∑
p=−2P

Dpe
jpξ (16)

Once coe�cients Dp have been determined, the SF technique developed in [2] is

applied in order to get the multiplicity of solutions for the pertaining 1-D cut of the

power pattern.

6 Note that the square amplitude distribution has a (spatial) bandwidth which is twice the

one pertaining to the corresponding complex �eld. Moreover, the number of DoF of the

�eld along a diameter and a ring is generally di�erent.
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(a) (b)

(c) (d)

Fig. 6.2: Concentric Crosswords-like scheme of the proposed PR strategy. (a) Inter-

section amongst diameter at v = 0 and ring at k
′

= k̄′ ; complex �eld known in Point

`A' for phase normalization and in Point `B' for solutions discard. (b) Intersection

amongst diameter at u = 0, ring at k
′

= k̄′ and point (u = 0,v = 0); complex �eld

known in Point `C' for phase normalization, in Point `D' for solutions discard and

in Point `E' from previous intersection. (c) Intersection amongst ring at k
′

= k̃′ and

diameters at u = 0 and v = 0; all the intersection Points are known from previous

intersections. (d) Intersection amongst diagonal (u = ū,v = v̄) and ring at k
′

= k̄′ .

The continuous black circle indicates the contour of the visible part of the spectrum.

For the sake of simplicity, let suppose to have applied the SF to the horizontal

diameter and to a generic ring, as depicted in Fig. 6.2(a). Hence, for each of them,

a number of possible solutions are available. In order to discover the correct one, let

apply the `crossword' approach and consider the intersection between two �eld values

(i.e., points `A' and `B') which are supposed known. In particular, point `A' acts as a
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Fig. 6.3: Pictorial view of the �eld in the spectral domain after Step1. The green

zone is relative to points where the complex �eld has been retrieved. The red zone is

relative to point where �eld has yet to be recovered.

normalization point7, while point `B' is used to discard a number of possibilities and

hopefully identify the correct �eld along the diameter and the ring.

Now, it is possible to move to another cut, for instance the vertical diameter (see

Fig. 6.2(b)), solve Eq. (16) for Dp and evaluate the multiplicity of solutions. Then,

the `crossword' approach is applied once again. At this time, point `E' is known from

the previous intersection, while point `C' and `D' can be used to normalize the �elds

and discard solutions, respectively.

The procedure is iterated by considering, for instance, a new ring as in Fig. 6.2(c),

or a new diameter as in Fig. 6.2(d).

In summary, every time a crossword approach is applied the PR requires that the

complex �eld is known in the two intersection points, in order to have a reference �eld

value for all the multiple solutions and to discard all of them that are far from the

actual one. In case two points are not enough to discriminate the actual solution, it

is possible to consider more intersections. For instance, if the scenario in Fig. 6.2(a)

cannot allow the retrieving of the �eld, one can move to scenario of Fig. 6.2(b) and

adopt points `B', `C' and `D' to discover the solution.

As it can be easily guessed, as the procedure goes on, the number of points in

which the complex �eld becomes known and usable grows, so the 1-D PR problems

at hand become easier and easier.

7 A normalization procedure is performed to avoid the trivial ambiguity due to a linear

phase superimposed on the �eld itself. Hence, the normalization process makes the �eld

value of all multiple solutions in the point at hand (k
′
N , ΦN ) equal to the actual �eld in

that point. By denoting with J the total number of multiple solutions, it means that:

Fj(k
′
N , φ) = Fj(k

′
N , φ)

Factual(k
′
N ,φ)

Fj(k
′
N
,φ)

, j = 1, ..., J.
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6.5.2 Step2: PR Completion

After that a number of rings and diameters of the FF have been retrieved through

the procedure detailed in Section 6.5.1, the scenario at hand will appear as depicted

in �g. 3. In the �gure, the retrieved �eld is highlighted in green while the red part

indicates those points where just the amplitude of the �eld is still unknown. Hence,

to run out the PR procedure, we need to recover those points.

To accomplish such a goal, two possibilities come out. The �rst one is a simple

interpolation of the available �eld. Undoubtedly, phase errors in the reconstructed

points are expected in this case.

As a second and more accurate possibility, we can solve a �tting problem in the

overall spectral domain such that a proper �eld representation must �t the already

retrieved �eld in the `green points' and the available data in the `red points'.

Let split the spectral domain in two parts:
∏̂
≡ (k̂, φ̂) relative to points with

already retrieved �eld (i.e., complex valuesMk̂,φ̂) and
∏̃
≡ (k̃, φ̃) where just amplitude

data (i.e., M̃2
k̃,φ̃

) are still known.

The PR completion is performed by solving the following optimization problem:

min
b
ψ(b) = w2

1ψ1(b) + w2
2ψ2(b) (17)

where b is the vector containing the representation coe�cients b`,n, w
2
1 and w2

2

are positive constants properly weighting the two functionals ψ1 and ψ1, which are

de�ned as [127]:

ψ1(b) =

∥∥∥∥∥ |Fk̃,φ̃|
2 −M2

k̃,φ̃

M2
k̃,φ̃

∥∥∥∥∥
2

∏̃ =
∑
k̃

∑
φ̃

[
|Fk̃,φ̃|

2 −M2
k̃,φ̃

]2
M2
k̃,φ̃

(18.a)

ψ2(b) =
∥∥∥Fk̂,φ̂ −Mk̂,φ̂

∥∥∥2∏̂ =
∑
k̂

∑
φ̂

|Fk̂,φ̂ −Mk̂,φ̂|
2 (18.b)

Accordingly, the optimization problem (17) aims at determining coe�cients b`,n

such that amplitude data are �tted through Eq. (18a) and the already retrieved �eld

from Step 1 are �tted through Eq. (18b). Note that while functional (18b) is quadratic

with respect to unknowns, functional (19a) is indeed quartic.

To perform the optimization, a gradient-based minimization scheme is adopted.

As known, this kind of deterministic solution algorithm converges to the closest local

minimum of the cost functional. However, thanks to Step 1, and hence to the quadratic
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(a) (b)

(c) (d)

Fig. 6.4: Example 1. Amplitude (a) and phase (b) of the nominal aperture �eld dis-

tribution. Square amplitude (c) and phase (d) of the corresponding far �eld.

part of the functional, such a drawback is reduced or avoided at all. Moreover, also

the adoption of a normalization factor in Eq. (18a) for the enhancement of low data

values guarantee more robustness against local minima [127].

Details about the implementation of the gradient-based solution algorithm are

given in Appendix C.

6.5.3 Step3: Aperture Field Retrieval

While the usual PR problem can be considered accomplished with Step 2, the di-

agnostic problem we are interested in will end with the retrieving of the aperture �eld

distribution since, as extensively said previously, contains within itself information

about re�ector shape deformations.

To this aim, we exploit the available SVD of the radiation operator A`l. In fact,

the singular functions v(`,n) can be used as representation basis for the source:
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Fig. 6.5: Example 1: diameters and rings retrieved in Step 1. The continuous red line

indicates the 1-D �eld to be retrieved through SF; the continuous green line indicates

the �eld known (in amplitude and phase) from previous 1-D PR problems. The black

circle markers are those points wherein the complex �eld is supposed a-priori know;

the blue star markers indicate intersection points wherein the complex �eld is known

from previous 1-D PR problems. The last �gure represents the �nal con�guration of

the retrieved far �eld at the end of Step 1.

f`(ρ) =

N∑̀
n=1

α`,nv`,n(ρ) (19)

and the source representation coe�cients α`,n can be directly evaluated through

singular values by means of [142]:

b`,n = σ`,nα`,n (20)

where the adopted truncations of the di�erent SVD allows for a safe and robust

recovery of α`,n coe�cents. Then, the aperture �eld is �nally retrieved by substituting

Eq. (19) into Eq. (1).
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6.6 Numerical Examples

This section is devoted to the assessment of the proposed hybrid PR strategy for

the diagnosis of surface deformations on a re�ector antenna in case of di�erent kinds

of distortions.

As nominal source, we considered a continuous aperture �eld with a circular sup-

port whose nominal expression is the following:

f(ρ
′
, φ

′
) = |f |ejφf (21.a)

|f | = 4FL

4FL2 + ρ′2
(21.b)

φf = β

[
2FL+

∆z

ρ

(
4FL2 − x′2 − y′2

4FL

)]
(21.c)

wherein FL is the focal length, while ∆z
ρ is a constant factor.

In the �rst example, we supposed a surface deformation δ(ρ
′
, φ

′
) [137] on the

re�ector that turns into a phase distortion on f(ρ
′
, φ

′
) which add up to the quadratic

phase, i.e.:

f(ρ
′
, φ

′
) = |f |ejφf+∆ (22)

with:

∆ =
8FL2β

4FL2 + ρ′2
δ (23)

Relationship (23), relating the aperture phase linearly with the surface deforma-

tion has been derived in [129]. According to [137], we set δ randomly in the range

[−λ/30, λ/30].

The nominal source with the corresponding FF are shown in �g. 6.4. The radius

of the source is 5λ, FL = 4λ, ∆zρ = 0.5 and the amplitude |f | has been scaled such

to exhibit a taper of 5dB.

Step 1 of the PR procedure provides for a subsequent recovery of 1-D complex �elds

in correspondence of signi�cant diameters and rows of the data matrix. In particular,
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Fig. 6.6: Step 1 of the PR procedure. Outcome of 1-D PR problem through Spectral

Factorization for: (top) diameter at v = 0; (bottom) ring at k
′

= 4.2486. In the 2-D

image the continuous red line indicates the considered diameter and ring; the circle

markers indicate points where the complex �eld is supposed known: the white point

is used for �elds normalizations and the black point is used for discarding multiple

solutions.

we have chosen 7 rings passing through points with high intensity amplitude, and 4

diameters (u = 0, v = 0, diagonals at 45◦ and 135◦). In �g. 6.5 the sequence of 1-D PR

problems dealt with in Step 1 are shown by highlighting with a continuous red line the

1-D �eld to be retrieved, with a continuous green line the �eld already gathered in a

previous PR problem, while with blue and black markers coordinates of the spectrum

wherein the complex �eld is known due to previous recovery or for a-priori knowledge,

respectively. In this respect, it is worth to note that only 4 complex measurements are

needed to trigger the overall procedure, which is a very reduced number with respect

to a-priori information or diversity conditions required in other strategies.

For the sake of brevity, in �g. 6.6 the retrieved �elds by means of the SF for the

diameter at v = 0 and the ring at k
′

= 4.2486 are reported.

Thereafter, the procedure for the PR completion has been undertaken. In �g. 6.7b

is shown the result achieved by just interpolating the �eld retrieved in Step 1, while in

�g. 6.8b improved results achieved from the �tting problem (18) can be appraised. The
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(a)

(b)

(c)

Fig. 6.7: Step 2 and 3 for Example 1. From left to right: amplitude and phase of

the continuous aperture source, square amplitude and phase of the corresponding far

�eld. From top to bottom: actual distributions (a); retrieved distributions through

interpolation (b); retrieved distributions through the proposed hybrid strategy (c).

weighting parameters w2
1 and w2

2 have been set equal to the energy of the pertaining

data.

To quantitatively appraise the improvement brought from the hybrid approach, we

introduced the following normalized mean square error metric, for both the radiated

(NMSErf ) and the aperture (NMSEaf ) �eld:

NMSErf =

∥∥∥F actual(k′
, φ)− F recovered(k′

, φ)
∥∥∥2

‖F actual(k′ , φ)‖2
(24.a)

NMSEaf =

∥∥∥factual(ρ′
, φ

′
)− frecovered(ρ′

, φ
′
)
∥∥∥2

‖factual(ρ′ , φ′)‖2
(24.b)
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(a)

(b)

Fig. 6.8: Step 2 and 3 for Example 1 with SNR = 30dB. From left to right: am-

plitude and phase of the continuous aperture source, square amplitude and phase of

the corresponding far �eld. From top to bottom: actual distributions (a); retrieved

distributions through the proposed hybrid strategy (b).

The attained metrics for the example at hand are summarized in Table 6.1.

The proposed PR strategy has been also successfully tested in case of data cor-

rupted by white gaussian noise with a given SNR. Fields and sources retrieved in the

noisy condition are shown in �g. 6.8 for SNR = 30dB, while error synthetic parame-

ters are summarized in Table 6.2. Instead, in �g. 6.9 the retrieved �elds by means of

the SF for the diameter at v = 0 and the ring at k
′

= 4.2486 are reported.

Table 6.1: Comparison of NMSE for Example 1

NMSErf NMSEaf

Interpolation 0.1310 0.6662

Fitting Problem (18) 2.2302 · 10−4 5 · 10−3

Table 6.2: NMSE for Example 1 with SNR = 30dB

NMSErf NMSEaf

Fitting Problem (18) 0.0014 0.0065
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Fig. 6.9: Step 1 of the PR procedure. Outcome of 1-D PR problem through Spectral

Factorization for: (top) diameter at v = 0; (bottom) ring at k
′

= 42̇486. In the 2-D

image the continuous red line indicates the considered diameter and ring; the circle

markers indicate points where the complex �eld is supposed known: the white point

is used for �elds normalizations and the black point is used for discardimg multiple

solutions.

As a second assessment case, we considered an optical path disturbance (OPD)

represented by means of Zernike polynomials [143] up to the 7− th degree (36 expan-

sion coe�cients), as suggested in [138]. Accordingly:

f(ρ
′
, φ

′
) = |f |ejφf+2βOPD (25)

with:

OPD(ρ
′
, φ

′
) =

∑
n

∑
m

cnmz
m
n (ρ

′
, φ

′
) (26)

wherein polynomials Z are orthonormal over the unitary circle and coe�cients

cnm have been randomly chosen in the interval [-1,1] [14]. The adopted OPD(ρ
′
, φ

′
)

function is shown in �g. 6.10. In this case, the radius of the aperture is 4λ, FL = 1.65λ,

∆z
ρ = 0.5 and the amplitude |f | has been scaled such to provide a tapering of 10dB

at the re�ector edge.
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Fig. 6.10: Optical Path Disturbance adopted in Example 2.

Also in this case, we have chosen 7 rings passing through points with high intensity

amplitude, and 4 diameters (u = 0, v = 0, diagonals at 45◦ and 135◦), and only 4

complex measurements are needed to trigger the overall procedure.

For the sake of brevity, in �g. 6.11 the retrieved �elds by means of the SF for the

diameter at v = 0 and the ring at k
′

= 3.4109 are reported.

Thereafter, the procedure for the PR completion has been undertaken. In �g. 6.12b

results achieved from the �tting problem (18) can be appraised, while error synthetic

parameters are summarized in Table 6.3. Also in this case, the weighting parameters

w2
1 and w2

2 have been set equal to the energy of the pertaining data.

Table 6.3: Comparison of NMSE for Example 2

NMSErf NMSEaf

Fitting Problem (18) 1.6164 · 10−5 0.0282

Also in this case, the proposed PR strategy has been also successfully tested in

case of data corrupted by white gaussian noise with a given SNR. Fields and sources

retrieved in the noisy condition are shown in �g. 6.8 for SNR = 30dB, while error

synthetic parameters are summarized in Table 6.4. Instead, in �g. 6.9 the retrieved

�elds by means of the SF for the diameter at v = 0 and the ring at k
′

= 3.4109 are

reported.
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Fig. 6.11: Step 1 of the PR procedure. Outcome of 1-D PR problem through Spectral

Factorization for: (top) diameter at v = 0; (bottom) ring at k
′

= 34̇109. In the 2-D

image the continuous red line indicates the considered diameter and ring; the circle

markers indicate points where the complex �eld is supposed known: the white point

is used for �elds normalizations and the black point is used for discarding multiple

solutions.

Table 6.4: NMSE for Example 2 with SNR = 30dB

NMSErf NMSEaf

Fitting Problem (18) 2.2302 · 10−4 5 · 10−3

6.7 Final remarks

This Chapter dealt with contributions to the 2-D PR problem. In particular, like

the method presented in the previous Chapter, the 2-D PR problem can be seen as a

proper combination of 1-D problems. Moreover, also in this case, the proposed tech-

nique (opposite to almost all available methods) requires measurements (plus some

minimal a-priori information) over just one plane and avoids the exploitation of GLO

algorithms. However, similarities end here. In fact, di�erently from the method pro-

posed in the previous Chapter, the present one considers circular �continuous� aper-

ture sources instead of antenna arrays. Then, by exporting the multipole expansion of

the FF (and of the corresponding power pattern), it enables one to perform the above

`crosswords' PR procedure by acting, this time, just on diameters and concentric-
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(a)

(b)

Fig. 6.12: Step 2 and 3 for Example 2. From left to right: amplitude and phase of

the continuous aperture source, square amplitude and phase of the corresponding far

�eld. From top to bottom: actual distributions (a); retrieved distributions through

the proposed hybrid strategy (b).

ring (rather than horizontal, vertical and oblique) cuts of the pattern. In this case,

in order to identify the correct �eld instances among all the ones provided by the

SF, it is su�cient considering the intersection between two �eld values (rather than

three �eld values) improving the previous procedure. In fact, the need of just two

intersections will lead to a considerably reduced computational burden with respect

to the �rst approach. Finally, this technique does not require any symmetry (e.g., a

circularly-symmetric behavior) of the �eld in order to properly work.

As a demonstration of the interest and e�ectiveness of the proposed approaches,

applications to array diagnostics as well as to re�ectors' surface deformations are

given.

The bottleneck of the proposed technique is the computational burden. In fact, as

long as SF method is used, this latter grows as the number of array elements increases.

However, one can develop some smart strategy in order to reduce the number of

combinations to be explored. For instance, starting from a line where many zeroes are

present reduces the number of ambiguities on the corresponding 1-D PR problems.
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CONCLUSIONS AND POSSIBLE FUTURE

DEVELOPMENTS

In this Thesis, novel contributions to phaseless inverse source problems and appli-

cations have been presented. The most common goal of an inverse source problem is

to retrieve (and infer useful information about) a source starting from the knowledge

of some data and of the model describing the electromagnetic phenomenon at hand.

In this respect, completely new point of views to phaseless inverse source problems

have been considered in the Thesis.

More in detail, the contributions of the Thesis can be summarized as it follows.

After a brief recall of phaseless inverse source problem formulation and properties,

the Thesis is composed by two di�erent parts.

In PART I, electromagnetic �elds shaping problems are dealt with. In particular,

the problem of maximize the �eld intensity in a given point or direction as well as

the problem of shaping the �eld within a given region have been considered. Coming

to details, by taking advantages from a previously developed focusing method, called

FOCO (FOcusing via Constrained Optimization), the aim was to delineate a general

and unitary mathematical framework identifying the causes of non-convexity (and

hence di�culties) and to propose an e�ective ways out. In particular, two up to now

unsolved canonical problems have been successfully tackled.

The second Chapter has been devoted to shaping problem by means of 1-D arrays

o 2-D planar arrays. In particular, the proposed approach combines the adoption of

several `control points' with the FOCO method in order to address both issues related

to the occurrence of undesired side �eld peaks and to the �eld intensity uniformity

in the target region. Moreover, the proposed approach is able to exploit all the DoF

of the problem by looking for complex patterns, and it allows identifying (if any) a

multiplicity of substantially-di�erent excitation sets all ful�lling the assigned power-

pattern mask. Finally, the approach seems to be the �rst one able to grant, at the same

time, all the above features plus the capability of dealing with completely-arbitrary
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array layouts and element patterns (including aperiodic planar and conformal arrays

where mounting-platform and mutual-coupling e�ects are present). In fact, for any

set of phase shifts the problem becomes essentially identical to FOCO, so that one

just needs to optimize the phase shifts.

By taking advantage from the same circumstance, the third Chapter has been

devoted to shaping problem by means of large and arbitrary arrays. In fact, a hybrid

approach based on nested optimizations has been proposed, where the external GLO

acts on the �eld's phase shifts over a minimal number of `control points' located into

the target region whereas the internal optimization acts instead on excitations. As

discussed and validated through examples, the approach is very e�ective even in those

cases where methods based on either enumerative strategies (Chapter 2) or GLO on

all the excitations (or �eld samples) result too heavy under the computational point

of view. In fact, the GLO is here performed on a minimal number of unknowns (which

are conveniently identi�ed as the �eld phase in a low number of control points). By

so doing, the computational burden required for optimizing the synthesis is reduced

as much as possible.

The fourth Chapter provides a very simple extension of the basic FOCO approach

to the vector �elds. In particular, it is shown that the non-convex part of the synthesis

problem consists in the selection of the �eld polarization in the target point which

provides the highest intensity of the overall �eld herein. In fact, once the optimal

polarization is known, the focusing problem becomes a simple CP one. This interesting

result allows the development of a possible solution strategy. In fact, one can search

the optimal polarization by means of GLO procedure. In this case, GLO algorithms

would be applied to a very small number of parameters (i.e., the �ve components of

the polarization vector) so that the issues related to the number of variables, such

as the actual optimality of the solution found and the computational burden, are

avoided.

It has to be noted that the common strategy in Chapter 3 and 4 is that of identi-

fying the causes of non-convexity of the problem and formulate its solution in such a

way that the (required) GLO procedures only have to deal with the minimal number

of unknowns, with the inherent bene�ts.

In Part II, the PR problem is dealt with. In particular, the developed approaches

to PR require only one measurement surface plus the knowledge of the source's sup-

port and a few additional informations. Moreover, they deal with 2-D problems, i.e.,

with the retrieving of planar sources or excitations of planar arrays. As in PART I,
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the proposed approaches are based on a proper combination of the solution of sim-

pler problems, which are herein 1-D PR problems, and each of them can be solved

through the SF [2] method obtaining, for each 1-D PR problem, a collection of possi-

ble solutions. Hence, the �nal actual solution of the 2-D PR problem is gathered by

following a procedure which resembles the solution of crosswords puzzles, where one

has to guarantee the congruence amongst the solutions amongst across and up-down

possible words.

The �fth Chapter has been devoted to the case of antenna arrays, where the spac-

ing is greater than (or equal to)
√

2
2 λ. In fact, in such a case phaseless measurement

allow collection of the square amplitude of the spectrum in the overall periodicity

interval. Coming to details, the developoed approach is able to perform the `cross-

words' PR procedure by acting on horizontal, vertical and oblique cuts of the pattern.

In order to identify the correct �eld instances among all the ones provided by the SF,

it will be su�cient considering the intersection between three �eld values. As a distin-

guishing feature, opposite to almost all available techniques, the proposed one requires

measurements (plus some minimal a-priori information) over just one plane and does

not need to recur to computationally-expensive global-optimization algorithms.

The sixth Chapter has been devoted to continuous aperture sources. The pro-

posed procedure is able to perform the above `crosswords' PR procedure by acting,

this time, just on diameter and concentric-ring cuts of the pattern (rather than hor-

izontal, vertical and oblique) cuts of the radiation pattern. In this case, in order to

identify the correct �eld instances among all the ones provided by the SF, it will

be su�cient considering the intersection between two �eld values. The need of just

two intersections in order to discard the unsuitable �eld distributions will lead to a

considerably reduced computational burden with respect to the approach introduced

in Chapter 5. Also, one is able to deal with whatever planar source.

Both results in PART I ans PART II allow to devise a series of possible develop-

ments.

First, a simple joining of results of Chapters 2 and 3 from one side, and Chapter 4

from the other side, will allow a convenient procedure for �eld intensity shaping. Sec-

ond, the shaping procedures which have been developed can also be used in near �eld

or non-homogeneous regions of space, which is of interest in very many applications

including the shimming of the B+
1 �eld in Magnetic Resonance Imaging applications.

As a matter of fact, this possibility for realizing B+
1 �elds as uniform as possible in

the region of interest is being considered at LEMMA/UNIRC.
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As far as the second part is concerned, �expert systems� environments for X-words

solutions are being developed. The case where one knows a-priori that the source is real

and positive can be interestingly dealt with using the so-called "collapsed distribution"

as a convenient starting, which is also in progress. Finally, all results can be hopefully

extended, or they are at least of interest, for turning back to the �rst problem, i.e.,

antenna power pattern synthesis.
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Appendix A

Analytic expression for Ripple function

This Appendix is aimed at showing how the R function (2) [and correspondingly

the cost function (3)] can be accurately approximated as a positive semi-de�nite

quadratic function of the excitations. To this end, as a linear transformation does not

a�ect convexity properties, let us consider a sampling representation of the �eld. By

so doing, one can rewrite expression (1) as follows:

|F (r)|2 =

∣∣∣∣∣
L∑

m=1

FmS(r − rm) +

Q∑
k=1

FkS(r − rk)

∣∣∣∣∣
2

(A.1)

wherein Q is the number of Nyquist samples located in Ω \ Λ, S(r − rm) are the

chosen sampling functions, and Fi denotes the value of the �eld in the sampling point

r
i
. Notably, the �rst addendum [say FDOM (r)] is known (as �eld samples have been

�xed) while the second addendum [say FRES(r)] is the one actually containing the

unknowns.

Moreover, in the shaped zone, by virtue both of the typical behavior of sampling

functions as well as of the fact that it depends on the (low-amplitude) sidelobes'

samples, the second term can be considered to be negligible (residual) with respect

to the �rst one. Then, by further elaborating (A.1), one �nds:

|F (r)|2 = |FDOM (r)|2 + 2<{FDOM (r)F ∗RES(r)}+ |FRES(r)|2 (A.2)

wherein the �rst (and dominant) term is constant, the second term is a linear

function of the unknowns, and the third one is a quadratic form of the unknowns.

Hence, as long as the quadratic part can be neglected with respect to the previous

ones, one can conclude that (A.2) is well approximated (within a controlled accuracy)
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by a positive semide�nite quadratic form, and hence by a convex function. Also note

that the third and last term can be made smaller and smaller (paying a price in

terms of number of samples) by a proper use of the self-truncating sampling functions

discussed in [98].
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Appendix B

This Appendix is aimed at illustrating the meaning of the �ve parameters we have

used to encode polarization.

The total complex vector �eld in (1) is expressed by:

E(r) = Ex(r)ix + Ey(r)iy + Ez(r)iz (B.1)

ix, iy, iz denoting the unit vectors of the Cartesian coordinate system. As a com-

mon phase constant does not alter polarization, a convenient choice is to assume that

one component of the �eld, say Ex(rt), is purely real in the target point. By so doing,

a �eld having a generic polarization and amplitude can be represented by �ve real

quantities, i.e.:

<{Ex(rt)},<{Ey(rt)},={Ey(rt)},<{Ez(rt)},={Ez(rt)} (B.2)

In such a space, every point lying on a single half-line departing from the origin has

the same identical polarization, so that the unit vector along the half line univocally

identi�es the polarization. Hence, if

p1 =
<{Ex(rt)}
|E|

, p2 =
<{Ey(rt)}
|E|

, p3 =
={Ey(rt)}
|E|

, p4 =
<{Ez(rt)}
|E|

, p5 =
={Ez(rt)}
|E|
(B.3)

then the unit vector associated to the polarization which is needed in (7) can be

�nally written as:

p = p1ix + {p2 + jp3}iy + {p4 + jp5}iz (B.4)
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so that E = |E|p. Note that, in view of de�nition and expected properties, the

parameters p1,...,p5 (have to) satisfy the constraint:

p2
1 + p2

2 + p2
3 + p2

4 + p2
5 = 1 (B.5)

This latter property implies that the space of possible polarizations can be re-

garded as a 5-sphere.
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Appendix C

Analytic expression of the gradient

This appendix is devoted to report the expressions of the gradient and the line

search parameter related to the cost functional ψ in (18) within a conjugate gradient

scheme.

In fact, the conjugate-gradient-based solution of (18) reads:

b(i+1) = b(i) + µiAi∇ψi (C.1)

where i and i+1 denotes the ith and (i+ 1)th iteration, respectively, ∇ψ is the gra-

dient of ψ and µi is a scalar value chosen at each step such to guarantee the maximum

decrease along the direction de�ned by A∇ψ. Finally, the matrix A characterizes the

kind of the adopted minimization.

Herein, we adopted the Polak-Ribiere scheme [58].

Considering that ∆ψb =
〈
∆ψb,∆b

〉
, the gradient is given by [127]:

∆ψb`,n =4w2
1

∑
k̃

∑
φ̃

(
u`,n(k̃)ej`φ̃

)∗
Fk̃,φ̃

[
|Fk̃,φ̃|

2 − F̃ 2
k̃,φ̃

]
F̃ 2
k̃,φ̃

+

2w2
2

∑
k̂

∑
φ̂

(
u`,n(k̂)ej`φ̂

)∗(
Fk̂,φ̂ − F̂k̂,φ̂

) (C.2)

where the superscript ∗ denotes the complex conjugation operation.

The line minimization step is evaluated as:

µi = argminψ

(
b(i) + µi∇b(i)

)
(C.3)
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where ∇b(i) is the descent research direction considered at the ith iteration.

Due to the nature of the functional ψ1 and ψ2, the overall functional can be

rewritten as a fourth-degree algebraic polynomial:

ψi(µ) = aµ4 + bµ3 + cµ2 + dµ+ e (C.4)

whose coe�cients are the following:

a = w2
1

∑
k̃

∑
φ̃

|fk̃,φ̃|
4

F̃ 2
k̃,φ̃

(C.5)

b = 4w2
1

∑
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∑
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[
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∗
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e = w2
1

∑
k̃

∑
φ̃

[
|Fk̃,φ̃|

2 − F̃ 2
k̃,φ̃
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F̃ 2
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∑
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where:

fk̃,φ̃ =
∑
`

∑
n

∇b`,nu`,n(k)ej`φ (C.10)

for the pertaining (k, φ) points.
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