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Introduction

1.1 Scenario and motivation

In this era of great technological evolution and innovation, the daily life of people is

quickly moving into the digital world and domain. Indeed, technology is involved in

many daily operations that a person carries out. Just consider this last year of pan-

demic, in which many daily tasks were possible mainly thanks to ICT technologies

that let people continuing working through the smart working. Online social commu-

nities and interactions represent a fact in modern days. However, the pandemic just

accelerates the evolution from the analog world into the digital one. Indeed, we were

living in this transition period well before the world-wide spreading of the virus.

Smart objects, IoTs, smartphones, smartwatches and laptops are only a subset of

devices that we use every day to carry out many di↵erent activities: we can say that

almost everything is now connected and brought into the digital domain.

This situation, in which data travels via internet through servers and services,

opens new opportunities and challenges both for researchers and scientists but also

for malicious people. Indeed, exposing information in the internet requires solu-

tions, protocols and infrastructures to be secure, reliable and trusted, other than fast

and user-friendly. We can not accepts trade-o↵ in these situations: security, privacy

and trust are properties on which every solution (both in the digital and the analog

domain) should be built.

E-participation is now imposing as the new way to communicate, interact and

sharing information among people. Moreover, services provided by governmental

entities and companies are moving rapidly into the digital domain. On one hand we

meet people and citizens that ask for new services and new levels of e�ciency and

reliability in the interactions between them and the city and, on the other hand, we

have cities that are facing big problems in terms of scalability and security because of

using legacy systems and also because of the global urbanization phenomenon: many

citizens are moving from their native places to settle into big cities [282] saturating
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resources available. These two main situations are making cities literally moving

from a classical interpretation to a new paradigm called Smart City.

In recent years energy consumption increased exponentially; the environment

is hardly challenged; healthcare and education systems are demanding new ap-

proaches; public safety is challenged as well; and the potential for future cyberat-

tacks against cities is dramatically high. Without innovative solutions, this situation

can lead to further environmental degradation and poverty. It is necessary to rethink

the models of access to resources, transport, waste management, and energy man-

agement [209]. Hence, smart, cost-e↵ective, scalable, secure and innovative solutions

that can address the problems of urbanization are needed [210].

Despite there is some kind of consensus that the label smart city as innovation in

city management, its services and infrastructures, a common definition of the term

has not yet been stated. There is a wide variety of definitions of what a smart city is

[266].

This paradigm involves almost every area of research, from engineering to ar-

chitecture, from social sciences to economics, etc. [63]. Smart cities aim at evolving

everything inside a city into something smarter, more eco-friendly and sustainable

so that reducing pollution, costs for citizens and improving services. Clearly, this

goal is very ambitious but researchers are working hard in recent years to propose

solutions able to reach it. Among others, cybersecurity is one of the area more af-

fected by this new paradigm [210].

The concept of the smart city emerged during the last decades as a fusion of ideas

about how information and communications technologies might improve the func-

tioning of cities, enhancing their e�ciency, improving their competitiveness and ser-

vices, and providing new ways in which problems of poverty, social deprivation, and

poor environment might be addressed. Intelligent cities, virtual cities, digital cities,

information cities are all perspectives on the idea that ICT is central to the operation

of the future city [69].

A big component in the smart city strategy is represented by Smart Grids. We can

define the smart grid as the successor of the classical electric grids, having the main

purpose to design new solutions that are more reliable, faster and more secure.

Smart grid technology is changing the way traditional power grids operate by re-

ducing energy demands, global warming and consequently, utility costs. Consumers

are required to share information about their energy consumption with their utility

providers, over communication channels using smart meters [63]. The main func-

tionalities of smart grids start with modernizing power systems by means of real-

time monitoring, automation and self-controlling issues [149]. Smart meters play a

crucial role in this sense. They are smart devices that connect the smart home of the
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citizen to the smart grid infrastructure by taking into account di↵erent parameters

(amount of energy required, amount of energy consumed, etc.).

Moreover, smart meters are able to guarantee a real-time communication net-

work connecting the grid with electricity providers and consumers. Smart grids use

this communication network to collect demands from consumers and to reply to

them by optimizing resources available on the grid [329, 177, 383]. Moreover, smart

grids have some internal features, such as self-healing and the ability for fault detec-

tion, which allow them to continue providing the energy flow to the grid. Another

challenge that the new smart grid paradigm wants to address regards the energy

market mechanism, both in terms of production of new renewable energy and the

energy trading aspect. Indeed, smart grids want to make closer all steps associated

with the energy. For this scope, the prosumer actor is now involved in the scenario.

Briefly, we can define a prosumer as a participant that both produce and consume

energy and electricity in the network.

In this thesis, we propose new solutions andmodels that refer to the digital aspect

of the smart city paradigm and that implement the concept of security-by-design.

Indeed, security has been considered too much in past just as a patch implemented

after the realization of the system. New solutions in the new paradigm of smart city

must, instead, provide security properties already in the design phase. It would be

unacceptable and very risky to expose our daily life information and actions into not

secure systems.

1.2 The Blockchain technology

Blockchain technology is a hot topic for researchers of the very last years. It is part

of the Distributed Ledger Technologies DLTs since it implements a distributed way

of manage transactions between participants. There is no any central authority or

central power and we can be see blockchain as a P2P network in which validity of

transactions and some other fundamental properties are guaranteed by a particular

mechanism in which every transaction is grouped in blocks that are linked each

others through some security hashes.

Among all properties this technology provides, we remark immutability, trans-

parency, traceability and security, that are achieved by implementing cryptographic

protocols to add and link transactions in the network.

At the beginning, blockchain technology was quite misunderstood because peo-

ple often confused or overlapped it with the Bitcoin [10], although this last was only

an application based on the blockchain technology. In this sense, some people saw

it as a new vehicle for malicious users since it provides anonymity in transactions
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while some other people saw the blockchain as a business source because of the

mining process (that we will better explain in the thesis) and the opportunities to

gain crypto-money by mining blocks and transactions.

However, researchers and scientists soon understood that this new technology

could represent a big source for new applications, solutions and methods. Indeed,

blockchain is not just a technology able to support cryptocurrencies (as happened in

Bitcoin), but it is much more.

In particular, blockchain-based technologies are used in cases where there is need

to reach an agreement between two parties and they do not want to use a trusted

third party. The blockchain technology plays the role of an impartial referee, since

it is required that the majority of the peers of the network agree to validate a new

transaction. Moreover, this technology evolved to what we now call Blockchain 2.0.

The progenitor of this new family of blockchains is clearly Ethereum [20], a public

permissionless platform created by Vitalik Buterin having as main goal to represent

a platform able to manage and run decentralized applications (dApps) in a secure,

reliable and fast way [19].

Ethereum presents some new very interesting features that makes this new tech-

nology more flexible than others. In particular, the introduction of two main con-

cepts like Smart Contracts and Tokens, among others, let Ethereum have a worldwide

success. A smart contract is a real actor and participant in the network that can be

easily developed and published by users thanks to the high-level language called

Solidity. Smart contracts are, indeed, pieces of code that follow the rule if this, then

that. They run code and returns outputs and every peer of the network can execute

them so that it is guaranteed the correctness of the execution. We can define To-

kens as digital assets that have no value until they are contextualized in a certain

domain. By the combination of these two features, this new platform let the design

and implementation of many di↵erent applications still guaranteeing all the security

properties of the blockchain technology [344].

In Ethereum every task and operation the user wants to carry out must be paid

in terms of ether (that is the cryptocurrency, the fuel of the whole platform). For this

reason, the smart contract should be as simple and fast as possible.

In the first part of this thesis we exploit Ethereum and the blockchain technol-

ogy to design and proposes new architectures and solutions to address some of the

challenges that smart cities open.

First, we address the problem of energy trading in a smart grid scenario. As dis-

cussed above, energy management is a key factor in the smart city paradigm be-

cause of urbanization and because of environmental problems. We propose a solu-

tion based on a Ethereum smart contract and tokens that can provide a new way
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for consumers, prosumers and retailers to exchange and trade electricity easier and

faster via a blind auction where the smart contract is in charge to compute the best

scenario for each situation.

Another scenario we investigate regards service delivery with accountability and

privacy requirements. It is worth highlight that the smart city paradigm wants to

enhance quality and e�ciency of services provided to citizens. Many solutions that

are implemented and used require the customer to register into the service supplier

platform and give them its personal data to retrieve the asked service. However,

there are several cases in which it is not necessary to disclose information about

the customer’s identity to have back the service but it would be just su�cient to

demonstrate the possession of some requirements (attributes, licences, etc.). Fur-

thermore, the customer can not be always sure about the trustworthiness of service

providers because they are quite often third parties. For these reasons ee propose a

new approach privacy-preserving that let service delivery without disclosing addi-

tional and not necessary information to the service provider. IAlso, we still manage

and guarantee accountability of operations.

Smart cities are characterized by a huge amount of data. It is produced by every

device and it represents, at the same time, a source of information but also a source

for attacks. For this reason, smart cities provide two main di↵erent typologies of

data: open data and closed data [114]. If for the former it is easy to understand that

everybody can read and access it, for the latter there is necessary to spend some at-

tention. Access control plays a fundamental role for closed data. The problem is not

trivial, since we deal with a highly open and dynamic environment, and, at the same

time, that a certain level of accountability should be guaranteed to contrast misbe-

haviour and solve possible legal controversies. We propose a new attribute-based

access control mechanism based on a Ethereum smart contract in which consumers

must fulfil a certain policy to gain access to the information. We also implement the

solution using the InterPlanetary FileSystem as data storage.

1.3 Exploit generated data

1.3.1 Smart Objects

Internet of Things is another attractive and fashion topic of interest because it is

currently considered the new frontier of the Internet, and a lot of research results

about this topic can be found in literature. Among all, a very interesting proposal

regards the application of the social network paradigm into IoTs, creating what is

known as Social Internet of Things (SIoT) [57]. This paradigm introduces the concept
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of social relationships among smart objects so that things are empowered with social

skills, making them more similar to people [58].

In literature, social network researchers have introduced new paradigms capable

of capturing the growing complexity of this scenario. Social Internetworking System

is one of these paradigm, which models a scenario comprising multiple related so-

cial networks. We investigate the possibility of applying this ideas to SIoT, and we

propose a new paradigm that we call MIoT (Multiple Internets of Things), capable

of modelling and handling the increasing complexity of this last context. MIoT can

be seen as an evolution of SIoT. In SIoT smart objects can be linked by five kinds

of relationship, namely: (i) parental object relationship; (ii) co-location object rela-

tionship; (iii) co-work object relation- ship; (iv) ownership object relationship; (v)

social object relationship. If: (i) a node is associated with each thing, (ii) an edge is

associated with each relationship between things, and, finally, (iii) all the nodes and

the edges linked by the same relationship are seen as joined together, SIoT can be

modeled as a set of five pre-defined networks. Here, some nodes belong to only one

network (we call them inner-nodes), whereas other ones belong to more networks

(we call them cross-nodes).

We model a MIoT as a set of things connected each other by relationships of any

typology and, at the same time, as a set of related IoTs, one for each kind of relation-

ship. Every smart object can join di↵erent IoTs because of the creation of its di↵erent

instances. The nodes of each IoT represent the instances of the things participat-

ing to it. As a consequence, a thing can have several instances, one for each IoT to

which it participates. This new way of thinking smart objects open new scenarios

and challenges. For example, classical centrality measures or classical crawler are

not anymore valid in this new paradigm.

1.3.2 Data Lakes

The widespread di↵usion of new smart objects, smart devices and the technological

progress Orof modern days let increase dramatically the amount and the variety

of data produced, bringing to the concept of big data . Everything that surrounds

us produce now data in each moment: smartphones, sensors, IoT devices, PCs, etc.

The DIKW pyramid (Data, Information, Knowledge, Wisdom) explains clearly how

important is to collect and manage in a correct way data to support decision making.

Briefly, in the bottom of the pyramid we find data, which becomes information if we

contextualize it; from information we can retrieve knowledge if we are able to give

it meaning. Finally, knowledge becomes wisdom if we understand it. Climbing in

these levels we get more and more value from data.
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In this scenario it is relevant also to have a comprehension of what data is now.

In fact, if many years ago data was mostly structured and processed by the data-

warehouse paradigm, now unstructured and semi-structured data are exploding

in number. The data-warehouse solution does not perfectly handle semi-structured

data and it has even more di�culty for unstructured one because of its rigid rules

and complexity. New flexible and agile architectures are necessary to solve this situ-

ation. These requirements have been addressed by the new paradigm of Data Lake.

Data Lakes is a term introduced in 2010 by James Dixon (CTO at Pentaho, an

American Business Intelligence company) [4] as a storage repository that imple-

ments a flat architecture so that the insertion and the removal of a source can be

easily performed .

Soon big companies and researchers have been fascinated by the innovative idea

proposed by Dixon to collect data in its native and raw format and not to trans-

form and process the data (as happens during the process of data ingestion in data

warehousing). This ambitious project could be implemented only with the sustain

of adequate policies of data governance. Indeed, the main risk of data lakes is to

transform this huge source of information and knowledge in a data swamp, that is

something not useful and di�cult to navigate for data scientists and that can not

help and support the decision making process.

As suggested by many researchers and companies [280, 165], metadata plays a

crucial role in the management of a data lake because queries and navigations over

the data lake can benefit from metadata information: approaches and solutions will

be more agile and flexible if the system processes metadata instead of data. For this

reason, the main data lake companies are performing several e↵orts in the direction

of proposing solutions to manage data lakes. For instance, Zaloni, one of the market

leaders in the data lake field, proposed a metadata classification [280]). For this rea-

son, the definition of new models and paradigms for metadata representation and

management represents an open problem in the data lake research field.

Starting from the metadata classification proposed by Zaloni, we developed and

implemented a network-basedmodel that is able to handle uniformly many di↵erent

and heterogeneous data lake sources. In particular, the most relevant challenge we

face is to model and propose a way to structure unstructured and semi-structured

sources. The model we propose is able to reach this goal and it helps us to address

other important challenge of the data lake management and navigation.

Indeed, this model represents the basis on which we investigate and propose

other ideas and studies. First, we address the problem of schema integration by

proposing a model that is able to extract semantic relationships as synonymies,
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homonymies, overlappings and type conflicts from di↵erent data lake sources through

interschema properties detections.

Another challenge we address regards the navigation of a data lake. As said, it is

important to navigate the data lake because it is possible to gathering precious infor-

mation and knowledge. For this reason we propose two solutions for the topic-driven

extraction of thematic views and complex knowledge patterns from heterogeneous

sources.

In both cases we exploit our previous proposals of metadata representation and

schema integration, but they both can be considered stand alone and they can work

with other models and solutions.

1.4 Smart Communities

Social networks represent the main vehicle for information sharing and interactions

among users. Indeed, in daily life, communications are taking rapidly the direction

of the digital and the virtual domain. The smart city paradigm also contribute to

increasing the number of online interactions. E-participation plays clearly a key role

in the everyday operations. We are almost dependent from social media and social

networks; they are sources of information sharing, platforms where people can in-

teract each other and where also trash news and data are collected and shared. For

this reason, trust represents a fundamental property that users look for when they

interact and use their social networks. In particular, we can face fake social network

profiles and fake news. Usually, fake news are shared and forwarded mostly by fake

profiles. This situation motive us to propose a new model that is able to detect if or

not a given social profile can be considered trusted.

Social network profiles whose claimed identity does not match with the real user

are certainly potential security threats in the Web [278]. This happens in two cases.

The first case is that of fake profiles, in which the owner of a profile intentionally

claims the real-life identity of another individual.

The second case is that of violated profiles, in which an intruder, permanently or

temporarily, uses the profile of a victim in a fraudulent way.

In both cases, the risk of anomalous behaviour with potential damage of the vic-

tim reputation, espionage, or social engineering attacks towards people connected to

the victim is very high. To give an example, according to security firm Symantec [7],

a growing number of hackers are targeting professionals on LinkedIn. Through these

connections, attackers can entice users to give up personal data, hijack them towards

infected websites and, once their email addresses is known, launch spear-phishing

campaigns.
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The problem has thus a high practical relevance. Several studies have been pro-

posed in the recent literature [170, 116] to contrast this problem. However, all the

existing proposals require a strong e↵ort of analysis done centrally by the social

network provider, which takes into account all the behavioural and topological in-

formation of the profiles.

We think there is need to a decentralized approach where collaboration among

peers of the network is the key to isolate fake profiles from the communication net-

work.

We address this situation by proposing a decentralized model that is able to com-

pute the trust level of each social profile so determining if it can be considered

trusted from other users. This study is in collaboration with the French research

group from ENSICAEN University, led by Prof. Rosenberger, that is in charge to en-

force this model by using keystroke dynamics as biometric feature.

Another situation we investigate regards data extraction from Online Social Net-

works (OSNs). Many people create and manage more than one social profile in

the di↵erent available OSNs. The combination and the data extraction contained

in OSNs can produce a huge amount of additional information regarding both a

single person and the overall society. Consequently, the data extraction from mul-

tiple social networks is a topic of growing interest. There are many techniques and

technologies for data extraction from a single OSN, but there is a lack of simple

query languages which can be used by programmers to retrieve data, correlate re-

sources and integrate results from multiple OSNs. We propose a new language that

can retrieve data frommultiple Online Social Networks through a single query. Con-

cerning existing languages, the proposal o↵ers in addition the possibility for users

to add keywords in the language which reflect the metadata used by social networks

to address its data. This feature, which we called awareness, enables the possibility

to add knowledge into the language.

1.5 Outline of the Thesis

This thesis describes some aspects related to trust, security and privacy in the smart

city domain. The thesis is divided in four main parts.

Part I contains the proposals based on the blockchain technology that have the

main objective to enhance the trust and privacy level for daily situations in the smart

city and in the smart grid. First, in Chapter 2 we deepen some basic concepts that

are involved in all this part of the thesis. In Chapter 3 we propose a solution for

energy trading based on blind auctions managed by a suitable Ethereum smart con-

tract. Chapter 4 contains new solution for service delivery problems with account-
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ability and privacy requirements. In Chapter 5 we propose a new attribute based

access control mechanism based on smart contract for closed data in the smart city.

To reach this goal we also used as data storage IPFS. Chapter 6 present a model to

enable the propagation of trust in the Web of Trust domain by exploiting Ethereum

smart contracts. Finally, in Chapter 7 we propose an approach to enabling Ethereum

transactions also among users that are not yet registered into the Ethereum system

by means of the Identity Based Encryption (IBE).

Part II focuses mainly on data management. We first propose a new paradigm

to represent smart objects networks. Then, we focus on how collect, store and nav-

igate all the data that smart objects, sensors, smart devices and others produce in

such a way it is easy to extract knowledge from it. For this scope, we model the new

data lake paradigm with the help of network analysis and graph theory. In addition,

we exploit the metadata role in such paradigm to propose models and approaches

that are more flexible, lightweight and adapt to unstructured and semi-structured

sources. In this sense, we propose a model able to uniformly handle heterogeneous

sources that represents the basis for further proposals. In detail, in Chapter 8 we

model with graph theory and network analysis properties a new paradigm that can

represent smart objects in multiple environments and we propose also a ad hoc

crawler for this new kind of network. Chapter 9 proposes a new approach to uni-

formly handle heterogeneous metadata sources in the data lake domain. In Chapter

10 we exploit the above model to present a new approach for semantic properties

detection and schema matching and integration among di↵erent data lake sources.

In Chapter 11 we propose a topic-driven model able to extract thematic views from

data lakes. Finally, in Chapter 12 our contribution regards an approach to extract

complex knowledge patterns among concepts belonging to heterogeneous sources.

Part III of the thesis is about social network, participation and analysis. In Chap-

ter 13 we first propose a model in which it is possible to compute, in a decentralized

way, the trust of a user in the social network domain to avoid fake profiles. This work

is in progress and it is in collaboration to a French group of researchers from ENSI-

CAEN led by Prof. Rosenberger that is in charge to enforce the model by applying

biometric features. Chapter 14 proposes a new query language SQL-like that is able

to query multiple online social networks at once to retrieve data, correlate resources

and integrate results from multiple OSNs.

Finally, in Part IV we draw our conclusions and delineate some future future

works and developments of our research.



Part I

Blockchains for smart and trusted interactions
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In the last decade, we are spectators of the rapid andmassive introduction of new

technologies in everyday life. Indeed, almost everything that involves both working

and daily operations is transposed into the digital domain through the internet in-

frastructure and all services that lean on it. The new concept of Smart City is grow-

ing as a relevant challenge for scientists of several areas. Probably, the main cores

of the smart city paradigm are data management (data generation, data collection,

data navigation, etc.) and interactions among citizens and between users and the city

itself.

New technologies clearly help to reach these objectives, but we know also that

the digitalization we are searching and realizing often exposes some relevant and

personal data on internet, so there is need to implement new solution that are, at the

same time, faster, easier, more reliable and secure.

Smart city is one of the hotter topics for scientists also because it involves di↵er-

ent areas of research (e.g., engineering, computer science, phycology, sociology, etc.).

As for engineering, it is quite evident that it is necessary to contribute by propos-

ing new solutions that are in steps with the new technologies for both old and new

situations.

At the same time, the Blockchain technology is spreading rapidly and it is gaining

momentum due to its advantageous properties.

This part of the thesis is devoted to investigate new proposals that could solve

some open problems in the new smart city scenario. In particular, Chapter 2 deals

with the technical study of some background concepts, technologies and properties

that are helpful such as the the blockchain technology, with a focus on Ethereum,

and smart cities, focusing on the energy management and the service delivery in

this context.

The smart grid paradigm is very challenging for scientists since it requires to

innovate every operation related to the energy infrastructure. In this sense, energy

trading is a crucial phase and there is space to new proposals and approaches that

fit with the requirements of smart grids and smart cities. Chapter 3 addresses the
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problem of energy trading in smart cities and smart grids for which a solution based

on smart contracts is presented. Furthermore, this chapter faces and discusses the

most relevant security aspects that are involved and guaranteed in the proposal.

The smart city concept has also the purpose to provide better services for citizens.

When a customer wants to obtain a certain service, it is necessary to register into the

service supplier platform. During this phase, the customer sends some personal data

and identity information. However, there are many cases where the service could be

granted by demonstrating to fulfil some requirements, like a certain licence, the pos-

session of one or more certificates or attributes. In Chapter 4 we propose a solution

in which the service can be provided to the customer based on attribute require-

ments. In addition, our proposal guarantee also accountability. We instantiate our

model in a real-life scenario and we discuss and analyse security aspects as well.

Chapter 5 addresses on how an user can access information available in the smart

city and how this operation can be protected against malicious people. Indeed, we

can distinguish two kinds of data: open and closed. The former are available for ev-

erybody, while the latter are reserved to a certain subset of people. In detail, we

propose an attribute-based access control solution for closed data and we combine

it with the properties of smart contracts and blockchains. Moreover, we use Inter-

Planetary FileSystem (IPFS) as data storage to be more compliant with the direction

of distributing information and operations.

In Chapter 6 we propose a solution that enables the propagation of trust in the

Web of Trust concept. Several years ago Zimmerman [394] implemented this model

in the PGP scenario, but, even if in theory it provided propagation, in practice this

opportunity has never been implemented. We model a solution that enables this

feature and we implement it through an Ethereum smart contract.

One of the known limitation of the platforms blockchain-based is that they re-

quire the user to be registered into the system before participating in. In Chapter 7

we model a solution for safe interactions in the blockchain domain among users that

are not necessary registered yet to the system by means of Identity Based Encryption.



2

Background

This chapter introduces some fundamental concepts that are commonly exploited and used

by the proposal of this first part of the thesis. First we discuss about the blockchain tech-

nology and how it works. Then, the focus is on the Ethereum blockchain, deepening some

crucial aspects as Smart Contracts, Tokens and the programming language that let us im-

plementing them, which is called Solidity. The second part of this Chapter is about Smart

Cities and focuses mainly on Smart Grids and their open challenges concerning those sit-

uations in which is necessary to preserve and guarantee some security properties.

2.1 Blockchain and Distributed Ledger Technologies

The interest towards Blockchain [269] is constantly increasing during the last years,

due to its power to enable new business scenarios. Blockchain technologies attract

the attention of both industries and researches, in various fields, besides computer

science, mainly also economics and law. As a consequence, any aspect regarding

those technological features that impact how applications can be designed and used

is very relevant.

Blockchains are part of the Distributed Ledger Technologies (DLTs) that imple-

ments a di↵erent logic from the centralized and the decentralized ones. In Figure

2.1 there is the representation of such di↵erences.

In detail, the centralized logic obviously has a one-to-many ratio among the nodes

belonging to the network, in such a way one node is much more important and has

much more decision power with respect to the other ones. This could bring some

advantages in specific situations, but otherwise this kind of network is very suscep-

tible of attacks and, more in general, problems. Indeed, the whole network would be

destroyed if the central node is, for any reason, o↵ and not available.

Decentralized logic extends the previous one by applying it not just once to the

network, but several times locally. In this way, this logic creates some satellites orga-
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Fig. 2.1: Centralized vs decentralized vs distributed networks

nized, in turn, following the one-to-many distribution. This kind of logic is often used

to represent governances establishing a coordination among locally central nodes.

The last logic, the distributed one, does not expect any kind of central nodes by

creating the governance by means of the concept of trust among nodes. In this way

of create and manage networks, decision making is achieved by an implementation

of the consensum mechanism. Distributed Ledger Technologies (DLTs) are based on

this last typology of network. In addition, they use a registry, named Ledger that is

replicated, shared and synchronized over di↵erent and several peer of the network.

Potentially, every single node could have a copy of this distributed registry.

As the term Blockchain suggests, it consists of a chain of blocks, each one con-

nected to the previous one through the usage of cryptography. We can say that every

Blockchain is a DLT but we can not say the vice-versa. Blockchain is a crowd peer-

to-peer network, since community play a fundamental role to win against malicious

attempts (the most famous example of these networks is Wikipedia).

The basic component of a blockchain network are the following:

• nodes, which consist of the participants of the network;

• transactions, which consist of the data and the value that the sender wants to

forward to a recipient;

• blocks, which consist of a collection of transactions that must be verified and

approved before adding it to the chain;

• ledger, which consists of the distributed registry where all information are per-

sistently stored and available.

In particular, every block contains, among others, a direct link in its header (prev-

hash) to the previous one, a timestamp of the creation of the block and all data of the
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Fig. 2.2: Concatenations of blocks in blockchains

transaction included in the block. The hash code of a block is generated by the set

of hash codes of every transaction grouped in the block and it represents the unique

identifier of the block itself. This solution is summarized in Figure 2.2.

The most relevant properties and advantages of this technology are:

• immutability, once the transaction is added to the chain, it can not be altered;

• transparency, all operations are available and stored in the distributed registry,

accessible from everyone;

• traceability, every block is linked to the previous one;

• redundancy, information is distributed;

• security based on cryptographic techniques.

Thus, the main challenge of blockchains is to find a distributed way to validate

transactions among peers of the network through a valid consensus mechanism.

Indeed, one of the killer features that helped blockchains to impose themselves

as a technology in the recent years can be seen in the miner figure and the mining

process, which consist of the process necessary to ensure the security and verify the

validity of all transactions inside a given block so that it can be added to the chain.

The mining process is correlated to the overall performances of the blockchain:

the faster it is higher the performances of the network [372].

Definitely, the first platform that used the blockchain architecture is Bitcoin

[269], a payment system that is served with a blockchain behind to register and

validate transactions of cryptocurrencies (named Bitcoins) between people. In Bit-

coin, users are identified by a string, so that sensitive and personal data are hidden

to each other. This, combined with the properties of blockchain, let Bitcoin become

soon very popular. Details and particular explanations of Bitcoin are not relevant for
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the purposes of this thesis, but it could be interesting to spend some words to sum

up how the consensus mechanism works in this famous blockchain.

The mining process followed by Bitcoin is known as Proof of Work. In this so-

lution miners have to solve a di�cult mathematical challenge (known as puzzle)

to verify the block and all the transactions inside it. In particular, the first miner

who solved this enigma wins and can append the block at the end of the chain only

if the majority of other miners accepts and validate it (here, the term consensus

mechanism). The reward of this victory consists, in Bitcoin, of all fees (spent by the

senders) included in the transactions plus an established amount of new cryptocur-

rency, defined as coinbase. It is evident that winning the mining process can bring

some interesting benefits to miners in particular in financial terms. For this reason,

during the years miners have bought a lot of performing hardware to have more

computational power trying to solve these enigmas quicker than others, transform-

ing, indirectly, the figure of the miner to real companies. On one hand, this helps to

improve the overall performance of the blockchain but, on the other hand, this led

to some, and not to underestimate, problems, like a huge consumption of electricity

and the consequence of centralizing the power of the network in these (always less

in number but bigger in computational power) mining pools, contrasting the orig-

inal wills and principles of blockchain to distribute the decision power as well as

information among all nodes.

In addition, since every mined block let the miner to earn new coin, and since it is

fundamental to posses the majority of the computational power to be sure to mine a

block in a malicious way (this would be very expensive for the attacker), blockchains

and their protocols are considered very secure and the so-called majority attack is

very di�cult, if not almost impossible, to be carried out.

Finally, we can distinguish four category of blockchains that are shown in Fig-

ure 2.3 with respect to two di↵erent characteristic. A blockchain can be public or

private [378] and permissionless or permissioned. Bitcoin is a permissionless and public

blockchain because it does not implement any access control technique and every-

body can read, join and participate to it. Instead, a blockchain is considered private

and permissioned when data and information are available only to participants and

not to external entities and when participants have to be accepted by a central, and

more important, node. In particular, this last case is used often inside companies,

where the management wants to follow internal transactions guaranteeing trace-

ability and accountability.

More particular are the hybrid solutions. Indeed, we have a public permissioned

blockchain when data is available and readable from every one (participants or not)

but only accepted node can write on it. Instead, in private permissionless blockchains
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Fig. 2.3: Classification of blockchains

everyone can join the network but other nodes will not share any data. Indeed, every

peer has its ad-hoc chain [124] so creating a private side-chain.

2.2 Ethereum

Ethereum is a public blockchain-based platform that allows the development of de-

centralized applications (known as Dapps) that let the interaction among nodes of

the network be secure and fast [142, 375].

Ethereum is attracting the interest of both the industry and the research areas

since from its publication mainly because of the new features of smart contracts and

tokens.1

In last years, after the incredible and exponential success of Bitcoin [269] and

others cryptocurrencies blockchains, it is growing the second era of blockchain (so

called Blockchain 2.0) characterized by the new feature of smart contracts.

Ethereum [142] is one of the blockchain platforms attracting the interest of both

research and industry, mainly due to the power of smart contracts. Indeed, when dif-

ferent parties with conflicting interests have to exchange value, a problem is how to

prevent that one of the parties, in a certain moment, misbehaves to obtain an ad-

vantage, so that the agreement is not concluded fairly for everyone. Smart contracts

solve this problem. The consensus mechanism implemented by Ethereum guaran-

tees that all the contract steps are automatically executed in a transparent way, ac-

cording to the agreed rules, without needing that parties have to trust each other.

Ethereum [20] is the progenitor and the most relevant technology of this new era.

It is not just a blockchain for cryptocurrencies but a platform that can be defined as

1 These characteristics will be explained in the following.
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a programmable public and permissionless blockchain, having the main intent to

provide an alternative protocol for building, in a fast, secure and interoperable way,

decentralized applications (DApps).

Smart contracts are executed by the Ethereum decentralized and distributed Vir-

tual Machine (EVM) [375]. They are written in the Turing-complete language Solid-

ity [27] that implements the EVM bytecode. It is worth noting that the definition of

a smart contract depicts it as a self-executing contract that has inside the terms of the

agreement between two parties without the need for a central authority. The ether is the

cryptocurrency generated by the Ethereum platform and used also to pay transac-

tion fees. In Ethereum, di↵erently from the Bitcoin blockchain, there are two di↵er-

ent types of accounts:

• Externally Owned Accounts (EOAs);

• Contract Accounts (CAs)

The former are controlled by private keys, so by people who owns these keys,

while the latter are controlled by the contract code. In detail, every account has a 20-

byte address and has an ether-balance and ethers can be transferred among accounts.

An EOA can send transactions that will be stored inside the blockchain to create a

smart contract or invoke a function inside it, or again, simply to transfer ether to

another account. Instead, the CA can be activated only by an EOA. These families of

accounts open new horizons regarding transactions. Indeed, in Ethereum, there are

the so-called External Transactions (ETs) and the Internal Transactions (ITs) (known

also as Contract Transactions). The former are generated by EOAs and they are pub-

licly and transparently recorded inside the blockchain [19] while the latter are sent

from a contract to other contracts and these are not recorded on the blockchain and

do not a↵ect the states of other accounts [19]. An Ethereum environment [21] is used

to create and publish smart contracts and DApps.

Ethereum, as a blockchain, requires that transactions and blocks have to be val-

idated by miners. In addition, every computational step carried out requires also

some extra-charges to be paid by users. This kind of fuel is called gas, which is a unit

of measuring the computational work of running transactions or smart contracts in

the Ethereum network. In particular, gas is expressed through gwei, that is a subunit

of ether.

Furthermore, every user can specify, through the field GAS_PRICE, how much

she/he is willing to pay for each computational step. Obviously, the higher this field

is, the earlier the transaction will be chosen by miners. Another interesting field is

STARTGAS, representing the maximum number of computational steps the transac-

tion execution is allowed to take and that helps to avoid loops.
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POWMore in detail, this mechanism is established bymining based on the proof-

of-work (PoW) scheme. The PoW assumes that the winner miner is that one who

solves first somemathematical puzzles. The average time for mining a block of trans-

actions is about 10 � 12 seconds. As a consequence, new branches of the principal

chain are generated very often and it is necessary to manage these forks to guaran-

tee a certain level of security and decentralisation of the mining process. For this

purpose, Ethereum implements a simplified and modified version of the protocol

GHOST (Greedy Heaviest Observed Subtree) in such a way also “uncles” nodes are

partially considered in the computation of which block has the largest and heaviest

total proof-of-work backing it.

2.2.1 Tokens

Tokens represent probably, together with smart contracts, the killer feature of the

Ethereum environment and its success. Indeed, a token is a virtual asset that can

be created by every peer of the blockchain [360] that has not a well-defined associ-

ated economic value. In fact, the token has not a value until it is contextualized in a

certain domain. Generally speaking, we can see tokens as money: they initially are

just paper and the value they have is given by the context in which they are used.

So, we can define a token as a particular cryptocurrency that has no value until

someone or something (e.g. the crypto-market) gives it to it. Usually a company or

a single-person that decides to implement a new token via smart contract publishes

the business idea in a white paper and o↵ers the token during a Initial Coin O↵ering

(ICO) period.

We can distinguish two main families of Ethereum tokens: fungibles and non-

fungibles. The former are defined as tokens that are fully interchangeable (i.e., all to-

kens are alike) and they could be used, among others, as sub-cryptocurrency for pay-

ments, while the latter are tokens that have an identifier or a label, so that they are

mostly used as virtual collectables [360] or in specific situations where it is required

that every token is di↵erent from the others. The ethereum community worked on

some standards helping the creation and the sharing of tokens by developing tokens

as interfaces to be implemented in such a way users can use them. In particular,

the standard ERC-20 (Ethereum Request for Comments, number 20) is one of the

most popular fungible tokens. It is composed of six mandatory functions to be im-

plemented, plus three optional ones. However, since ERC-20 has some limitations in

terms of costs and functions, the new ERC-223 standard has been recently proposed.

It is fully backward compatible with ERC-20 and it solves the above limitations.

On the other side, the most popular standard for non-fungible tokens is ERC-

721, which has been recently improved by the new ERC-1155. These kinds of tokens
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are associated with some metadata, in which it is possible to save information that

characterized and identify uniquely each token.

2.3 Smart City

E-participation is now imposing as the new way to communicate, interact and shar-

ing information among people. Moreover, services provided by governmental en-

tities and companies are moving rapidly into the digital domain. On one hand we

meet people and citizens that ask for new services and new levels of e�ciency and

reliability in the interactions between them and the city and, on the other hand, we

have cities that are facing big problems in terms of scalability and security because

of using legacy systems and also because of the urbanization phenomenon: many

citizens are moving from their native places to settle into big cities [282] saturat-

ing resources available. These two main situations are making cities literally moving

from a classical interpretation to a new paradigm called Smart City.

In recent years energy consumption increased exponentially; the environment

is hardly challenged; healthcare and education systems are demanding new ap-

proaches; public safety is challenged as well; and the potential for future cyberat-

tacks against cities is dramatically high. Without innovative solutions, this situation

can lead to further environmental degradation and poverty. It is necessary to rethink

the models of access to resources, transport, waste management, and energy man-

agement [209]. Hence, smart, cost-e↵ective, scalable, secure and innovative solutions

that can address the problems of urbanization are needed [210].

Despite there is some kind of consensus that the label smart city as innovation in

city management, its services and infrastructures, a common definition of the term

has not yet been stated. There is a wide variety of definitions of what a smart city is

[266].

This paradigm involves almost every area of research, from engineering to ar-

chitecture, from social sciences to economics, etc. [63]. Smart cities aim at evolving

everything inside a city into something smarter, more eco-friendly and sustainable

so that reducing pollution, costs for citizens and improving services. Clearly, this

goal is very ambitious but researchers are working hard in recent years to propose

solutions able to reach it. Among others, cybersecurity is one of the area more af-

fected by this new paradigm [210].

The concept of the smart city emerged during the last decades as a fusion of ideas

about how information and communications technologies might improve the func-

tioning of cities, enhancing their e�ciency, improving their competitiveness and ser-

vices, and providing new ways in which problems of poverty, social deprivation, and
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poor environment might be addressed. Intelligent cities, virtual cities, digital cities,

information cities, smart cities are all perspectives on the idea that ICT is central to

the operation of the future city [69].

Nowadays, cities face di↵erent problems and challenges to improve their citizens’

quality of life [343]. Governments, communities, and businesses increasingly rely on

technology to overcome the problems that daily arise [374]. Smart cities can make an

intelligent response to di↵erent kinds of needs, including public safety and services,

industrial and commercial activities, transportation, and healthcare [341]. In detail,

a city becomes a smart city when it combines the usage of network infrastructure,

software systems, server infrastructure, and client devices to better connect critical

city infrastructure components and services. Smart cities are an e↵ective integration

of smart planning ideas, smart development approaches, and smart management

methods. On the other hand, a city cannot be defined as smart if it adopts limited

and sectorial improvements.

Indeed, a smart city must involve di↵erent elements such as smart governance,

smart economy, smart mobility, etc. Smart cities make use of new types of infor-

mation and communications technology to support common sharing which is one of

their most important characteristics. It is well-known that the features of blockchain

technology may contribute to the smart city development through sharing services.

As said smart cities can be seen and defined di↵erently based on the area we are

talking about. Architects will define them in a certain way, sociologists will see it in

another perspective, etc. What is instead universally recognized is the relevance of

data. Data represents in smart cities the most important feature to investigate and to

study because of the huge advantages a correct data management could bring into

this new paradigm.

In a high level perspective we can distinguish two di↵erent typologies of data:

• open data;

• closed data.

The former are data available for every access. Anybody can read them without

any constraint. The latter are subjected to some policy and constrained.

2.3.1 Smart Grids

A big component in the smart city strategy is represented by Smart Grids. We can

define the smart grid as the successor of the classical electric grids, having the main

purpose to design new solutions that are more reliable, faster, more secure and more

e�cient.
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Smart grid technology is changing the way traditional power grids operate by re-

ducing energy demands, global warming and consequently, utility costs. Consumers

are required to share information about their energy consumption with their utility

providers, over communication channels using smart meters [63].

Smart grids have as main aim also to improve the overall reliability of the whole

energy cycle and to guarantee a better ratio demand/response so that the financial

field is interested as well by applying a new energy market pattern [329]. Moreover,

by increasing the energy demand and the number of entities involved in the energy

market, smart grids have to face the problem of guaranteeing a certain level of data

and message availability in transmissions among peers of the network [96].

Smart grids (SGs) are designed to work most with renewable energies. The di-

rection taken by SGs is migrating from a centralized to a distributed energy market

model, in which customers have more decision-making power, according to their

role of producers and suppliers of energy as well. Therefore, there is a new figure

of the energy user in smart grids: the prosumer, who acts, in the smart grid envi-

ronment, as both the consumer and the producer of energy. Indeed, the smart grid

protocol is quite close to a P2P solution in which there is not anymore a hierarchical

relationship among nodes.

The main functionalities of smart grids start with modernizing power systems by

means of real-time monitoring, automation and self-controlling issues [149]. Smart

meters play a crucial role in this sense. A smart meter is a hardware component

that can run software that makes it capable to manage (also by sending) electricity

generated by a prosumer and to respond to external requests [240].

Moreover, smart meters are able to guarantee a real-time communication net-

work connecting the grid with electricity providers and consumers. Smart grids use

this communication network to collect demands from consumers and to reply to

them by optimizing resources available on the grid [329, 177, 383]. Moreover, smart

grids have some internal features, such as self-healing and the ability for fault detec-

tion, which allow them to continue providing the energy flow to the grid. Another

challenge that the new smart grid paradigm wants to address regards the energy

market mechanism, both in terms of production of new renewable energy and the

energy trading aspect. Indeed, smart grids want to make closer all steps associated

with the energy. For this scope, the prosumer actor is now involved in the scenario.

Briefly, we can define a prosumer as a participant that both produce and consume

energy and electricity in the network.

Energy trading is one of the most important components in the smart grids’ en-

ergy management as well as in the more classical energy market, in which it rep-
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resents the last phase of the cycle. Indeed, a very high-level description of how the

energy market works is the following:

1. the energy is produced by generators;

2. the energy is transmitted to the distribution network;

3. now, retails are in charge of connecting the distributors to consumers by buying

and selling energy;

4. the consumer can obtain the energy needed by paying to retailers.

Smart grids aim to make these steps closer to each other, to improve the overall

energy consumption and system e�ciency, and to reduce cost and time.

If we just think of the new figure of the prosumer, it is clear that this cycle is in-

herently faster in a smart grid scenario with respect to a classic grid, since there are

not only central generators but energy can be created and transmitted to the distri-

bution network also via prosumers themselves. Anyway, step 4 is quite a bottleneck

also in smart grids because it still needs to follow some traditional criteria that are

not fully compliant with the smart grid proposal and it deserves new approaches to

be investigated.
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A new architecture for energy trading in smart grids

Smart Grids represent one of the most relevant challenge of smart cities since they aim at

evolving from the classical electric grids to something more compliant with the technology

progress of last decades. In details, Industry 4.0 and Smart Grids are pursuing the path of

automation of operations to make closer and quicker all the steps of producing, collecting

and distributing energy. We propose a new ethereum-based solution that provides trust

and accountability to mutual interactions. However, since ethereum is public, we have also

to ensure the solution from threats to privacy. The solution aims to be a concrete proposal

to accomplish the needs of energy trading in smart grids, including the important feature

that no information about the identity of the peers of the network is disclosed in advance.

3.1 Introduction

Due to the continued growth in energy demand, the issues of increasing its produc-

tion, on the one hand, and to limit environmental pollution, on the other hand, are

becoming global challenges.

Of course, it is necessary yet not su�cient to extend the usage of renewable

energy. Only in 2018, renewable energy raised by 4%, accounting for almost one-

quarter of global energy demand growth [22].

Energy systems in smart grids are taking the direction of decentralized architec-

tures in which a device, known as smart meter, can manage requests and responses

through the whole network. Since it would be not appropriate to implement cen-

tralized protocols over smart grids, it is fundamental to accommodate this decen-

tralized and distributed direction by using technologies that are decentralized and

distributed as well. This way, blockchain technology appears to be the best solu-

tion, because of its proven properties, such as immutability, transparency and de-

centralization. Indeed, thanks to the evolution of the blockchain paradigm origi-

nally born with Bitcoin blockchain [269] (mainly devoted to the cryptocurrency Bit-

coin), blockchains supporting smart contracts, like Ethereum [20], can be viewed as



28 3 A new architecture for energy trading in smart grids

platforms for secure, interoperable, and decentralized applications, in which con-

flicting parties may establish agreements and exchange value without trusting each

other. Energy trading in smart grids perfectly fits with these features. Therefore,

an interesting research direction is to investigate how to fully exploit the power of

blockchain and smart contracts to envisage innovative applications and to increase

the e↵ectiveness of the notion of smart grid. Observe that the use of blockchain may

introduce flexibility among operations carried out by stakeholders inside the energy

trading market. In particular, if we overlap these features with the energy industry

we can deduce that the sector that can benefit most from them is energy trading

among applicants and bidders. Indeed, a blockchain-based solution for energy trad-

ing is able to improve accountability, reliability, fairness and to reduce time and

costs.

The blockchain enables parties to transfer assets without the participation of a

trusted third-party and all the transactions are stored and validated by the network,

with no centralized unit control.

Indeed, in our proposal the power of smart contracts is also exploited to manage

the o↵ers in a blind fashion, so we can actually talk about an auction, in which iden-

tities are disclosed only when the agreement is established. Interestingly, the entire

auction is managed with no intervention of any external referee.

3.1.1 Scenario and motivation

From the beginning, the electricity grid was conceived as a centralized system in

which energy is produced in huge power plants. It is clear that this kind of system

has limits in reliability, availability, and, as a consequence, also in business terms.

Moreover, the growing world population generates a rising demand for energy and,

due to the increasing level of pollution, the request for sustainable and renewable

energy is necessary. Indeed, investing in renewable energy is becoming central in

most of the world governments for environmental protection. Energy is a raw ma-

terial and for this reason it can be exchanged; energy trading term means buying,

selling, and moving energy from where it is produced and generated to where it

is requested.Through the years, the energy systems have been developed into four

di↵erent stages: decentralized or centralized energy systems, either distributed or

smart and connected energy systems.

A decentralized approach can evaluate the energy exchange [388], considering

the decreasing price of distributed energy resources in the ten past years, known en-

ergy consumers can become prosumers, that is they can both consume and generate

energy. The consumers, instead, only purchase energy. There are several business

initiatives whose aims are to improve the energy use and consumption all over a
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(smart) grid. Many of these initiatives are characterized by similar actors and opera-

tions. Indeed, the actors in an energy trading scenario could be represented by:

• Consumer, a physical person who needs to buy electricity.

• Prosumer, an entity that acts as an energy supplier (such as farmers with wind

turbines or an individual who produces additional energy) and at the same time

uses and buys electricity. In detail, we can consider a prosumer as a consumer

with the ability to produce energy as well. So, every prosumer is a consumer

while the contrary is not always true.

• Retailer, which buys and stores electricity from prosumers and sells it to cus-

tomers (both prosumers and consumers). The retailer is also responsible for get-

ting customers connected with the network and for customers’ billing and ser-

vice. A retailer can be seen as an intermediary agent between the energy market

and the energy consumers.

The operations carried out by the actors could be divided into three phases, im-

plemented through di↵erent approaches, as the study [369] suggests. The first step

consists of making aware the network about the own energy supply and demand.

This step requires the adequate controls to ensure the privacy and security of the

actors. The second step regards the matching among consumers and prosumers.

Specifically, the consumer chooses the most suitable prosumer able to fulfil the re-

quest. Many times, this phase is implemented through an auction process. The trans-

action settlement is the last phase, it consists of establishing the rules, among the

parties, to guarantee the transfer of energy.

The main aim of this proposal is to provide a protocol that takes into account the

security and privacy requirements in the new energy trading scenario.

Indeed, during the various processes in which the prosumers are involved, they

should declare and disclose their identities because of the huge trading activities.

When a consumer demands for energy, an auction starts, the winner prosumer stip-

ulates a contract with the consumer. During these phases, being aware of the actors’

identity could cause a possible impairment. Furthermore, dynamics is required be-

cause prosumers are not known first. For this reason, an important issue is to imple-

ment a privacy-preserving approach in the auction phase. Exploiting the blockchain

technology in an energy trading scenario can include the well-known advantages,

such as the elimination of a central governing institution, a distributed consensus,

and the immutability and accountability of transactions. At the same time, designing

a smart grid fully automated can be advantageous and helpful in the cost reduction

of transactions and electricity. Although the other proposed solution consisting in

the integration of blockchain for energy trading seems to solve the problem, there
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Fig. 3.1: The architecture of our proposal.

are still open issues such as the spreading of energy trading in a public blockchain,

or the responsibility in the transactions derived from the anonymity ensured by

blockchain. For these reasons, we propose an approach that includes the manage-

ment of the actors’ identity to make transactions accountable.

This way, the final agreement will be achieved among not anonymous entities.

3.2 The architecture of our proposal

In this section, we define the architecture and we describe the steps of our solution.

First, we denote the involved entities and, then, we show the entire process of the

proposal.

Figure 3.1 illustrates the overall architecture of our solution.

The actors involved in this scenario are consumers, prosumers, and retailers. We

exploit the Ethereum blockchain to store the information in a distributed and im-

mutable way and also to guarantee the security properties. Consequently, in our

proposal, we include a new actor, the Energy Authority, which is the entity that de-

ploys the smart contract needed to drive our solution.

In our solution, the following steps can be identified:

1. Setup.

In the initialization phase, a suitable smart contract SC is deployed on Ethereum

by the Energy Authority. It implements the functions that are described and used

in the following. Moreover, both prosumers and retailers register an Ethereum

address. For the sake of clarity and to better improve readability of the proposal,

we will call from this point prosumers as producers that keep maintaining both

their role of producing and consuming energy.
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2. System Registration.

In this phase, the entities join the system. First, the owner of the smart contract

identifies each retailer and verifies its Ethereum address by a challenge-response

scheme. In particular, the retailer must sign a challenge sent by the owner by us-

ing the private key of its Ethereum account. For each verified retailer, the smart

contract owner (that is the Energy Authority) invokes a function of SC and gives

the retailer’s address AR as an input parameter. This function adds AR to the list

of the verified retailers LR managed by the smart contract. A verified retailer R

can register one or more producers P in the system. This operation is done by

calling another function of SC and giving the prodicer’s address AP as an input.

Again, the retailer verifies the producers’s address by a challenge-response pro-

cedure. The result of the function call is the inclusion of this address to the list

of the verified producers LP , which is also managed by the smart contract. These

procedures are repeated every time the smart contract owner wants to add a new

retailer or a retailer wants to add a new producer to the system. At the end of this

phase, it is possible to verify whether an Ethereum address (that we call Main

Ethereum Address MEA) is associated with a verified retailer or producer.

3. Energy Production.

The actor involved in this step is the producer, which generates energy and

trades it with the retailers. In particular, given the producer Pi , she/he can trans-

fer a given amount of energy, say E, to the retailer Rj thanks to the smart grid

infrastructure. Indeed, in the smart grid environment, there exists an IoT device,

the smart meter, that is fundamental to link the consumer to the whole energy

infrastructure. We propose an easy extension of such a smart meter that will

include also the possibility of connecting to the Ethereum blockchain. This can

be reached by adding a new feature on this device that will have associated an

Ethereum address and, through the Internet, it will be able to interact with the

blockchain network. In particular, this device acknowledges an input and output

energy transfer in terms of tokens via SC.

The smart contract sends a certain amount Tk of tokens to the producer. The

value Tk is computed as Tk = E · ci,j , where ci,j is the exchange rate between the

producer Pi and the retailer Rj . Moreover, SC generates, at this point, an event

Transfer to log the operation carried out.

4. Energy Request.

In this step, a consumer (or a prosumer acting as a consumer) asks for energy (i.e,

tokens) by building a request containing the amount of energy needed. In partic-

ular, this task is carried out by calling the function newAuction() and giving as

parameters the amount of requested energy, and two timestamps d1 and d2 used
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as deadlines of the auction. Observe that the consumer does not call this func-

tion by the Ethereum account generated during the System Registration step,

but generates a new address for the function call in such a way that the energy

applicant is still unknown and not identifiable. We call this address Temporary

Ethereum Address TEA. At this point, the smart contract starts a blind auction

with a fixed deadline d1.

5. Auction.

Any producer can participate in the auction by bidding a price p for this supply.

In particular, the producer has to call the function SendBlindBid() of the smart

contract by giving it the blind o↵er of the priceH(p||r), where r is a random value

and H stands for a cryptographic hash function. This way, the real bid is hidden

to the other competitors.

We remind that to prevent identity disclosure the producer uses a new TEA to

participate in this auction.

6. Awarding.

At the auction deadline d1, each producer that participated in the auction calls

the function sendBid() and passes as parameters the values p and r in plain-text

to disclose its o↵er.

After all participants reveal their o↵ers or after the deadline d2 established pre-

viously by the energy applicant, the auction is awarded to the best bidder. In fact,

the energy applicant retrieves the best o↵er related to its auction by calling the

function endAuction(), which computes the best o↵er and returns the winner

bidder.

Before establishing the winner, this function calculates H(p||r) and verifies that

the result is equal to the value submitted in the previous step, thus validating

the o↵er.

7. Agreement.

Now, both the consumer and the awarded producer must disclose their identi-

ties. For this purpose, the producer has to link its Temporary Ethereum Address

TEA used in the previous phase to its Main Ethereum Address MEA (which is

publicly available) by generating a transaction from MEA to TEA and another

from TEA to MEA.

This way, the producer proves to be the owner of both the Ethereum addresses.

It is now necessary to check that theMEA associated with the awarded producer

has, at least, p token available in its wallet. This means that the producer can

fulfill the consumer request. If this check fails, the smart contract discards the

awarded producer and, by shifting the list of producer participants in the auc-
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tion, it repeats the operations with the newly awarded producer. This cycle is

repeated until all the requirements are fully satisfied.

At this point, the consumer has to prove to be the owner of the address A used

during the auction. To do this, the prosumproducerer generates a random value r

(challenge), which is sent to the consumer. The consumer generates a new trans-

action from A to MEA of the prosuproducermer having as payload r, thus prov-

ing to be able to win the challenge. Moreover, the consumer uses an identity-

based authentication scheme to disclose her/his identity: for example, schemes

such as OpenId-Connect and SAMLv2 [268] can be used. If these operations suc-

ceed, the consumer and producer complete the auction by exchanging tokens

and ethers as resulting from the energy request and auction.

8. Redeem Tokens for Energy.

This step can be carried out by everyone with tokens in their Ethereum wal-

lets, so both producers and consumers, which want to redeem tokens for energy.

During this process, the energy applicant has to send tokens towards the retailer

by using a given function of the smart contract. This method will check that

the sender has got the amount of token in the wallet and that the recipient of

this amount is a registered retailer. If these controls succeed, then tokens are

transferred from the applicant wallet to the retailer one. At this point, the re-

tailer sends to the applicant electricity through the smart grid’s infrastructure

and generates, at the same time, an Ethereum transaction with the information

regarding the amount of energy sent.

However, since the retailer is not fully trusted (as it happens in real-life archi-

tectures as well), it is necessary to adopt some countermeasures to contrast a

hypothetical malicious behaviour of the retailer. At this point, the applicant’s

smart meter plays a fundamental role.

There are, potentially, four options: (i) the energy received is compliant with the

agreement, (ii) the energy received is less than the agreement, (iii) the energy re-

ceived is more than the agreed amount, (iiii) the energy is not received. Based on

these situations, the smart meter will generate, as an answer, an Ethereum trans-

action by calling a function of success or failure. In this last case, a dispute arises

between the energy applicant and the retailer. Here, the Energy Authority plays

the key role as a super party actor to e↵ectively mitigate and solve the problem.

3.3 Implementation

In this paragraph, we present the implementation of our proposal and describe the

Ethereum smart contract that provides the needed functionalities. First of all, it is
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necessary to set-up the environment useful for the development of such a smart con-

tract. In particular, we use Remix as Integrated Development Environment (IDE) and

MetaMask that is a browser extension that allows us to run Decentralised Applica-

tions (dApps) directly on the browser without running a full Ethereum node. The

programming language is Solidity [27] and the smart contract has been deployed on

the Ropsten TestNet.

Let’s move now into the real implementation of the proposal. First, we had to

define and declare the ERC20 token interface, in such a way our smart contract

can inherit it, by implementing its functions. We gave the token the name of SET,

which stands for both Smart Energy Token and Smart Energy Transfer. Because of the

aim of such a token, the Initial Coin O↵ering (ICO) period is not necessary so that

the initial total supply was given totally to the developer of the smart contract by

means of the constructor function. In fact, in Solidity, the constructor method is

called and executed only once, that is when the smart contract is deployed. We use

also this characteristic for storing the information about the real developer of the

smart contract in the owner variable. We remind that, in our case, the developer of

the smart contract is the Energy Authority.

Another fundamental Solidity properties we exploited is the modif ier, which is

used to limit the access to functions. In detail, in Listing 3.1, we implemented amod-

ifier that, if declared in a given function, limits the access only to the developer of the

contract. For example, we used this modifier in function _add_retailer(), which

can be called only by the Energy Authority to add the addresses of verified retailers

to this particular list. An analogous pattern has been used also in the case of the in-

sertion of verified prosumers into the list by declaring the function_add_prosumer()

with the corresponding modifier onlyRetailer and. Generally speaking, this pat-

tern is used every time a function needs this kind of restriction.⌥
modifier onlyOwner() {

if (msg.sender != owner) {

revert();

}

_;

}

function _add_retailer(address _new_retailer)onlyOwner public{

retailers_list[_new_retailer]=true;

} �⌃ ⇧
Listing 3.1: Application of the Solidity modifier in our smart contract

In the whole demand-response cycle, the first operation that is carried out in

the Ethereum environment is the Energy Request. In Listing 3.2, we implemented

the function newAuction() that, if called by an user, generates and activates a new

auction on the system. The energy applicant has to specify how many kWhs are

needed and the periods of time she/he wants to wait for the completion of the whole
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process. In detail, the applicant has to give two timeouts to the function. The first

timeout denotes the period of time in which the auction is active while the second

one denotes the period of time until the prosumer can send the plaintext bid.

When the new auction is created the smart contract adds it into the mapping

all_auctions and the function emits also an event to log this operation.⌥
function newAuction(uint kWh, uint timeout1, uint timeout2)public {

uint id_auction = getID();

all_auctions[id_auction].consumer = msg.sender;

all_auctions[id_auction].active = true;

all_auctions[id_auction].end_of_auction = now+timeout1;

all_auctions[id_auction].end_of_disclosurement = now+timeout1+timeout2;

emit newAuctionGenerated(msg.sender, id_auction, kWh, now+timeout1,

now+timeout1+timeout2, now+timeout1+timeout2);

} �⌃ ⇧
Listing 3.2: Creation of a new auction

At this point, prosumers can send their blind bids to answer the token request by

calling the function sendBlindBid and, before the second timeout expires, they call

the function sendBid(), in which they reveal the real o↵er made 3.3.⌥
function sendBlindBid(uint idAuction, bytes32 blind, bytes32 hashRandom) public returns (bool) {

require(all_auctions[idAuction].active==true && now<all_auctions[idAuction].end_of_auction,

"The auction is now closed");

blindBid[msg.sender].idAuction=idAuction;

blindBid[msg.sender].blind=blind;

blindBid[msg.sender].hashRandom=hashRandom;

blindBids[idAuction].push(blindBid[msg.sender]);

return true;

}

function sendBid( uint idAuction, uint cost , uint _random ) public returns (bool){

require(all_auctions[idAuction].active==true && now>all_auctions[idAuction].end_of_disclosurement ,

"It’s too late");

if(blindBid[msg.sender].blind == keccak256(abi.encodePacked(toBytes(cost),toBytes(_random)))){

bid[msg.sender].cost=cost;

bid[msg.sender].idAuction=idAuction;

bid[msg.sender].bidderAddress=msg.sender;

bid[msg.sender].random=_random;

bids[idAuction].push(bid[msg.sender]);}

return true;

} �⌃ ⇧
Listing 3.3: Functions sendBlindBid() and sendBlind()

The next step is to compute the winner prosumer after the end of the auction. So,

the tokens applicant calls the function endAuction() that first checks whether the

auction is closed and, if this operation successes, it computes the winner prosumer.

The code of these steps is shown in Listing 3.4.⌥
function getBestValue(uint idAuction)public returns(offer memory){

require(all_auctions[idAuction].consumer==msg.sender && now >

all_auctions[idAuction].end_of_disclosurement);

offer memory _o = bids[idAuction][0];

uint best_cost= bids[idAuction][0].cost;

uint n=bids[idAuction].length;

uint pos = 0;

for(uint j=1;j<(n);j++) {
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if (bids[idAuction][j].cost<best_cost && bids[idAuction][j].unvalid == false ){

best_cost = bids[idAuction][j].cost;

_o = bids[idAuction][j];

pos = j;}}

bids[idAuction][pos].unvalid=true;

return _o;

}

function endAuction(uint idAuction) public returns ( address, uint) {

require(all_auctions[idAuction].consumer==msg.sender && now>all_auctions[idAuction].end_of_auction,

"The auction is still active");

offer memory best_offer=getBestValue(idAuction);

address winnerAddress= best_offer.bidderAddress;

uint winnerBid = best_offer.cost;

all_auctions[idAuction].winner=winnerAddress;

emit eventEndAuction(winnerAddress, winnerBid);

return (winnerAddress, winnerBid);

} �⌃ ⇧
Listing 3.4: Ending of the auction and computation of the winner pro-

sumer

Now, the winner prosumer and the energy applicant have to send, respectively,

tokens and ethers to the smart contract, which will collect and exchange them

with each other. Since the prosumer participated in the auction with a temporary

Ethereum address TEA, now it has to use the main Ethereum address MEA to send

tokens and receive ether. In particular, the function putToken() is called by the

main Ethereum address of the prosumer, to demonstrate it is the real owner also of

the address that won the auction. To achieve this goal, the prosumer has to carry on

the following steps. First, it has to sign the hashed MEA with the private key corre-

sponding to the temporary Ethereum address that has been used to participate in the

auction. At this point, the prosumer uses its MEA to send this signed hashed infor-

mation together with tokens in such a way to demonstrate it is the actual possessor

of both the MEA and the TEA.

Finally, the energy applicant, which can be both a prosumer or a consumer, has

to exchange its tokens with the retailer to obtain physically the energy needed. This

operation is carried out by calling another function that is used to receive tokens

and triggering the dispatch of the electricity thanks to the smart grid infrastructure.

It is also necessary to analyse the performances of our proposal. Indeed, some

issues may arise with respect to the latency between the energy demand and the

final energy response since we propose an ethereum-based solution. Let be te the

time that it is necessary to verify and validate a transaction in Ethereum. In average,

Ethereum add a block of transactions to the network each 10 seconds. We have also

to sum every timeout (for the sake of presentation we indicate the sum of every

timeout with to) the energy applicant chooses. indicatively, we obtain a time T =

(n ⇤ te)+ to+" to complete a whole cycle of demand-response through our solution. It

is now necessary to add the physical energy transmission time as well that is over the

contribution of this study but it depends on the smart grid infrastructure. Clearly,
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Function Milliether US Dollars

newAuction() 0,149 0,035

sendBlindBid() 0,023 0,005

sendBid() 0,027 0,006

endAuction() 3 0,71

Whole Smart Contract 4,684 1,12

Table 3.1: Costs of the deployment of the Smart Contract and of the functions

as other approaches correlated to the transmission of electricity in smart grids, it

is not possible to satisfy a real-time request for energy from consumers because of

known physical limitations of the infrastructure. For this reason, many researchers

are working and proposing new solutions to forecasting the energy loads by means

of many di↵erent approaches. In particular, in these lasts years the new proposals

involves often machine learning algorithms or the usage of historical smart meter

data, that are able to learn from the past to better forecast needs of consumers [135,

298, 346].

Since every operation carried out on the Ethereum blockchain has a related cost,

we summarise in Table 3.1 the costs associated with our implementation. In particu-

lar, we focus on the most common and used functions of the smart contract and also

the entire (and unique) deployment of the smart contract, reporting both the values

in milliether and in US dollars (in July 2020).

3.4 Security aspects

In this section, we discuss the security properties and the adversary model of the

solution described above. We show that the following security properties are guar-

anteed:

Access Control refers to protecting information from unauthorized users. In our

case, the real values of the bids should be hidden and protected from the other auc-

tion competitors until the auction deadline.

Data integrity refers to the completeness, consistency, and accuracy of data. Data

used for energy trading should not be tampered with: in particular, once declared,

the price of bids during the auction phase should not be modified by anyone.

Privacy requires that no identifying or sensitive information is disclosed if not nec-

essary. In our case, both prosumers’ and consumers’ identity information should be

preserved during an auction to assure fairness.
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Authentication guarantees the verification of the identity of the entities accessing a

protected system or a resource. We require that, after the auction, the involved actors

are aware of their reciprocal identity.

Accountability assures that the operations carried out in a collaborative system oc-

cur in an open and accountable way. In our solution, we refer to the accountability

of every transaction among actors.

Reliability is the probability that a system can perform a predetermined function

under given conditions for a given time. In our scenario, reliability means that the

actors can exploit system functionalities, such as the request for energy, the auction,

or the agreement between prosumers and consumers ensuring the continuity of cor-

rect services.

After describing the security properties to guarantee, we define the adversary

model. In our analysis, the energy authority is a trusted party and behaves respon-

sibly and correctly in the system. In contrast, a retailer, a prosumer, or a consumer

can be malicious and act as an adversary internal to the system. Clearly, the adver-

sary can also be an external entity of the system. In our attack model, the adver-

sary cannot compromise the behavior of the energy authority and cannot guess ran-

domly generated values, secret information, blockchain private keys, passwords of

the other entities. Furthermore, the adversary cannot execute transactions from the

Ethereum accounts of the other entities. The adversary cannot break the cryptogra-

phy primitives (e.g., it cannot revert cryptographic hash values or decrypt ciphered

messages) and cannot perform physical attacks on the infrastructure (e.g., tamper-

ing with smart meters). The goal of the adversary is to violate at least one of the

security properties listed above.

Let start by describing how these properties are guaranteed in our proposal.

Data Access Control is reached during the auction. Indeed, the prosumer does

not send to the smart contract the price p of the supply in plain text but sends the

value H(p||r), where r is a random value. To violate the confidentiality of the price p,

the adversary should either (1) break the one-wayness property of H or (2) guess the

random r and use a brute-force approach. Both of these possibilities are unfeasible.

Concerning data integrity, the price p of the supply o↵ered in the auction as

h = H(p||r) cannot be modified. Suppose that, in the awarding phase, the adversary

sends the values p1 and r1, with p1 , p, thus trying to change the o↵ered price. As

the smart contract calculates h1 = H(p1||r1), if h1 , h, this attack is detected. Having

that h1 = hwith p1 , p is impossible because this would violate the second pre-image

resistance property of cryptographic hash function [310]. Moreover, the integrity of

the values sent to the smart contract cannot be tampered with, thanks to the im-
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mutability of blockchain transactions: when transactions are mined by the network,

data contained into the transactions are stored and not modifiable any more.

The privacy of the users is obtained because the identity of the auction winner

and the consumer is disclosed only after the end of the auction, in the last phases

of the energy request/supply. Indeed, the auction participants do not use their main

Ethereum addressMEA, which is linked to their identity, but a Temporary Ethereum

Address TEA that is randomly generated and used only for this auction. In e↵ect,

the reuse of blockchain addresses is strongly discouraged since the initial adoption

of the blockchain technology [68]: Ethereum addresses are pseudo-anonymous and

their reuse can favor the break of pseudo-anonymity of the owners. It is worth noting

that not reusing the main address at each auction also contrasts an attack based

on behaviour. Indeed, an attacker could track and link the activities of prosumers

and consumers to gather useful information for predictive analysis based on energy

consumption or the price o↵ered for supply.

The authentication is achieved by using a challenge-response protocol, a proto-

col widely used for authentication [255], which is robust provided that the random

number used as a challenge is generated from a su�ciently large domain and is

never reused. The awarded prosumer has to link its TEA to its MEA. To do this,

the prosumer signs by the TEA private key the value MEA, thus declaring its MEA.

This association is guaranteed by the secrecy of the TEA private key. Consumers

have also to disclose their identity when a request of energy is supplied by the win-

ner prosumer. The robustness of this authentication depends on the corresponding

robustness of the digital identity chosen. Indeed, our solution is orthogonal to the

identification scheme. We suggest the use of a digital identity compliant with the

eIDAS Regulation [139], which is recognized to be robust and provides a norma-

tive basis for secure electronic interactions among citizens and companies all over

Europe.

Accountability is reached because all the operations of energy production, re-

quest, provision and payment are logged and stored in a public blockchain. By look-

ing at the Blockchain transactions, it is possible to verify the behaviour of any entity.

The accountability of the operations carried out in the entire environment avoids

the arising of disputes among the actors: no one can claim something di↵erent from

what has been reported on the blockchain.

The reliability of the solution is based on the features of blockchain. The robust

Ethereum network counts a large number of nodes that work for keeping alive the

network, ensuring the reliability of the blockchain-based solutions. Observe that,

each actor is advantaged by well-behaving: indeed, participating in the auction re-

quires a fee to be paid by every participant. This fee is not refunded in case of proto-
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col violations. For example, the prosumer winner is discouraged from not providing

the o↵ered token because, in this case, the participation fee is not refunded by the

smart contract (thus, protecting against attacks aiming at the denial of service).

3.4.1 Discussion on security vulnerabilities of smart meters

The Advanced Metering Infrastructure (AMI) is the aggregation of smart meters,

communications networks and data management systems that are tailored to meet

the integration if renewable energy resources in an e�cient way [211]. AMI is re-

sponsible for collecting, analyzing, storing and providing measurement data sent

by smart meters to authorized parties. So, they can process the data for demand

forecasting, outage management, billing. It helps consumers to optimize power uti-

lization knowing the real-time price of electricity. Also, it helps to acquire precious

information about consumption of the consumers to maintain the reliability of the

power system [176]. Smart meters play a crucial role in this infrastructure because

they are fundamental to link peers of the network and to let them communicate to

execute the steps of the solution. Smart meter is a stand-alone embedded system

that contains a microcontroller that has some hardware and software features (e.g.,

non-volatile and volatile memory, analog/digital ports, timers, clocks) that can be

used also in energy-demand side management [44]. Generally speaking, smart grids

incorporates two di↵erent types of communication: Home Area Network (HAN) and

Wide Area Network (WAN). The former uses protocols like ZigBee, Bluetooth and

wired or wireless Ethernet, while the latter can communicate using WiMAX, cellu-

lar networks (2G, 3G, 4G, 5G) or fiber optics.The smart meter is in charge to act as a

gateway between the in-house devices and the external world [44]. Clearly, due both

to their crucial role played in the AMI and to the protocols they run, smart meters

can be seen also as weak points of the overall chain because of some relevant security

issues that are related to these two aspects. Since our proposal gives an important

role to smart meters, we can say that this proposal su↵ers also from the same weak-

nesses. At the same time, if it is important to take into account the security of smart

meters’ issues, inherited from the implementation of protocols like ZigBee and/or

GPRS+A5 by these devices [208], we want to underline that these possible threats

are common to the whole AMI and smart grids infrastructure, and our proposal is

orthogonal to them. Researchers and scientists are working hard to try to address, or

possibly solve, these issues by proposing new countermeasures, enhanced protocols

and solutions for known attacks [211, 32, 334, 194, 176].

Another aspect to take into account about smart meters regards their physical

productions and distribution in the big market because they could be potentially

untrusted devices. In addition, every component (both hardware and software) that
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shapes the whole process must be flagged and checked as trusted, otherwise every

proposal (and not only the one presented in this study) could be considered un-

trusted. To reach the complete trustworthiness of the production and distribution of

these devices I can suggest to implement some severe protocols in which a govern-

mental entities is involved in order to check and verify the trustworthiness in every

step.

3.5 Related work

Smart grid is one of the topics on which the research interest has observed an out-

standing increase. The authors of [200] propose a complete survey about smart grids.

In particular, after a clear explanation about the infrastructure, they focused their

attention on smart metering and communication technologies and methods and on

what is, in the smart grid scenario, security. Indeed, from this survey, it emerged

that the most important area on which smart grids researchers should carry on is

the one that let reliability, privacy and data protection increase. The paper [147] is

one of the most appreciated surveys about smart grids in literature since authors

looks at SGs from a technical point of view. In particular, they focused their studies

on three di↵erent areas, such as (i) smart infrastructure system, (ii) smart management

system and (iii) smart protection system. Concerning the first element of the list, it in-

cludes the information, energy and communication infrastructure on which SGs are

based. Instead, the smart management system includes the tools and methods sets

necessary for the advanced management of functionality of SGs that are developed

on the smart infrastructure system. Finally, the smart protection system provides

advanced methods for data and failure protection, reliability analysis and for facing

cybersecurity issues.

In [140], authors proposes a work about di↵erent quality indicators in smart

grids. In particular, their work aims at catching information from smart grids when

multiple aspects, like energy level and network structure are jointly assessed. For

this reason, the authors proposes an Indicator Model for combining a priori informa-

tion about grids to estimate the service quality of the network in such a way di↵er-

ent network configurations can be comparable. The authors of [385] propose an ap-

proach cloud based for smart grid applications since some features required by SGs,

such as flexibility, scalability and omnipresent access are guaranteed by cloud com-

puting. Anyway, a solution based on cloud computing for SG applications needs still

some additional studies and it has open research issues in terms of, among others, se-

curity, reliability and robustness. Also in some past work we focused on smart grids,

discussing the trade-o↵ among energy, performance and availability [162] [126].
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The survey [49] provides an overview of solutions exploiting the blockchain tech-

nology in energy sector. The authors classify the proposals into di↵erent categories

based on the field of activity (e.g., e-mobility, grid management, decentralised en-

ergy trading), the platform used, and the relative consensus algorithm. They in-

troduce security and identity management as a possible outcome of the blockchain

technology in energy applications. They conclude that smart contracts simplify and

make faster the cooperation and competition among energy suppliers. According to

this result, our solution aims at protecting consumers’ and prosumers’ privacy by

creating temporary Ethereum addresses (TEA) exploited for the auction phase. This

way no information related to the real identity is exchanged before the agreement

phase.

The authors of [35] focus on the security and privacy challenges of energy trading

in smart grids. The proposed system, PriWatt, relies on Bitcoin and Bitmessage:

the former technology guarantees security and privacy without the need of a third

party, and the latter assures anonymity through encrypted messages in messaging

streams. A system limitation regards the message redundancy in the communication

necessary to guarantee high levels of privacy and security.

The system proposed in [381] is based on an Ethereum private blockchain that

allows the participation of only authorized users. No identity management mech-

anisms are implemented but the access control and authentication are guaranteed

through the blockchain’s smart contract feature of restrict modifiers. In our smart

contract we assure that only authorized users can run the functions through the

modifiers but we assume that this is not enough. Indeed, during the system registra-

tion (see Section 3.2) we propose a challenge-response protocol to verify the Main

Ethereum Address, which has been used to confirm the agreement between the par-

ties.

The authors of [137] present a Secure Private Blockchain-based platform assur-

ing the privacy of producers and consumers. While the producer can exploit di↵er-

ent energy accounts, the consumers’ privacy is preserved by changeable public keys

of their smart meters. Nevertheless, to reduce the computation, the negotiation be-

tween the producer and consumer is conducted o↵-the-chain. This choice limits the

security properties of energy bids that are not evaluated by the smart contract as our

solution contemplates. Indeed, one of our strengths results in the creation of a blind

auction managed by the smart contract, in a trusted way and avoiding unfairness

among prosumers.

In [158], the authors propose a solution to implement traceable energy gover-

nance in Smart Grid Networks. The schema provides a transparent and traceable

tracking of energy usage and consumption via the blockchain transactions. This
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proposal uses permissioned blockchain and super-nodes in charge of validating

users’ identities and activities. In contrast, our approach uses a public blockchain

(Ethereum), which allows us to implement an auction without referees. The au-

thors of [70] deal with Energy Storage Units (ESU) in smart grids. In their proposal,

they use certified pseudonyms and smart contracts with no centralized authority.

Despite the similarity of the above choices with those of our proposal, the focus

of their studt is quite di↵erent. Indeed, it does not deal with energy trading but

only with the problem of charging coordination to avoid blackout. The authors of

[157] solve the problem of privacy in an energy trading scenario with a consortium

blockchain-oriented approach. During the energy trading phases, the authors in-

troduce a privacy-preserving module named Black Box Module (BBM), whose main

principle is to create a mapping accounts for energy sellers. Again, the focus of the

work is di↵erent from the solution proposed in this thesis because their proposal

concerns the protection of data stored in blocks against linking attacks and mali-

cious data mining algorithms.

In [335], the authors face the problem of privacy in the blockchain-based solu-

tions for energy trading in smart grids. Their proposal is based on the function-

hiding inner product encryption to match every bid with its bidder. However, this

solution requires a central trusted entity, the Distributed System Operator, that acts

as a mediator between the user and the network. In our solution, no centralized en-

tity is required.

A smart and scalable distributed ledger system for smart grids is proposed in

[66]. The authors analysed the properties of this new protocol and instantiated it

in an electrical vehicles scenario. Ecash is the energy cryptocurrency of the system,

used as a digital asset for energy transactions. These transactions are added in form

of a directed acyclic graph. The validation of transaction is done by checking the

balance amount of Ecash spent or used in the transaction and through the proof-

of-Time instead of the classical and more used Proof-of-Work. If the transaction is

validated by more than half of the total SmartChain then the transaction is consid-

ered valid. In the proposal, both the seller and the buyer will have a di↵erent chain

where the transactions of the respective actors are stored. This proposal is opposed

to the current solution relying on the already existing Blockchain technologies, as

our schema does. Indeed, the authors of [66] design a new system inspired by the

blockchain paradigm and aimed at meeting the limited computational resources of

electric vehicles. In [121], an implementation of a blockchain-enabled Internet of

Things approach for microgrids is presented. The study underlines the need for a

system that considers the security and privacy of microgrid operations. The authors

demand these security requirements to the IoT network, made of di↵erent energy
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devices, and to the microgrid central control which securely collects the data and

transfers it to the blockchain. Then, the blockchain enables the IoT to provide the

requested power. Even if the solution aims at providing the network with security

properties, it is not clear how the blockchain enables these operations. The IoT net-

work needs to be resilient and reliable to assure data security and privacy. Although,

as declared, the data is only accessible for the respective area micro-grids, the prob-

lem of privacy still exists, because the energy request and supply are shared inside

the same area. In our solution, a smart contract certificates the validity of energy

transactions and distributes them to the blockchain network. Furthermore, the pri-

vacy of stakeholders is guaranteed from the first phase of an energy request. Only

when the prosumer wins the auction and the consumer is willing to buy the energy,

they reveal their real identities.

The start-up Grid+ [1] improves the retailing energy process by using the public

Ethereum Blockchain. Every user can become a prosumer with the help of an Intelli-

gent Agent, which is a computer in charge of an Ethereum node. This agent manages

the BOLT token, which is the currency required to use the Grid+ platform, and the

GRID token used to convert the kWh of power. In a decentralized energy system

based on the blockchain technology, parties could create trading energy transactions

inside an immutable and transparent platform.

The authors of [304] underline the security concerns related to the current cen-

tralized energy trading systems and explore the corresponding security issues in the

proposed solution.

In [217], the solar energy distribution system Helios controlled by an Ethereum

smart contract is presented. Helios allows participants to make available a quantity

of energy measured and controlled by dedicated meters. It is also used a private

Blockchain as local energy markets to define a private and permissioned setup and

a predefined set of agents that have access to the system. The authors of [258] sim-

ulate a scenario composed of one hundred residential households in a local energy

market. The micro-grid proposed in [203] is similar to a private blockchain network

where nodes are only authorized entities. Each node is a smart home able to produce

renewable energy, the electricity exchange that is trading is governed by a smart

contract.

The authors of [240] propose an infrastructure based on blockchain that supports

reliable and cost-e↵ective transactive energy by enabling autonomous and decen-

tralized energy trading among nodes of the network. Although the scenario is quite

close to ours, the solution does not address the privacy policy and does not aim at

preventing any kind of fraudulent actions.
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3.5.1 Comparison

We conclude this section with the comparison between our proposal and the solu-

tions of the state of the art carried out considering four aspects:

1. If a solution contemplates a Blind Auction.

2. If Access Control of bids is preserved.

3. If Identity-Management mechanisms or schema are considered.

4. If a solution preserves users’ privacy (Privacy-Preserving).

5. How much the solution is scalable (Scalability).

In our comparison, Blind Auction, Access Control, Identity-Management and

Privacy-Preserving are boolean measures, while we use the values low, medium, and

high for Scalability. Specifically, solutions based on private Blockchains are labeled

as low scalability; solutions exploiting consortium Blockchains have medium scala-

bility, whereas scalability is high when public Blockchains are used. Table 3.2 sum-

marizes the results obtained from our comparison.

Techniques [35] [381] [137, 158] [157] [335] Our

proposal

Blind Auction Yes No No No Yes Yes

Access Control Yes Yes No No Yes Yes

Identity Management Yes No Yes Yes No Yes

Privacy-Preserving Yes No Yes Yes Yes Yes

Scalability Medium Low Low Medium Low High

Table 3.2: Comparison between existing solutions and ours.

This comparison allows us to claim that our solution outperforms the state of the

art. Among others, our solution includes innovative features, as it does not require

a centralized unit control, it manages the energy trading in a blind fashion until the

agreement, and it does not exploit any external referee.





4

A new solution for service delivery with accountability

and privacy requirements

In smart cities, providing better services is one of the most relevant achievement. New

technologies can contribute to improving old services and adding new ones for citizens, so

that the overall life-quality of people can continue to grow. Among these new technology,

blockchain is very interesting for its several properties we discuss earlier. In particular,

the main benefit of ethereum smart contracts is that di↵erent parties with conflicting in-

terests can exchange value without trusting each other. As a matter of fact, solutions in

which service delivery is regulated by smart contracts are proliferating. However, services

sometimes could be negotiated and delivered only on the basis of some attributes, without

disclosing the identity of the customer to the service supplier. However, accountability is

still required, so that, in case of need, the identity of the customer should be linked to

the service delivered and communicated to the appropriate parties. We propose a practical

solution to the above problem that integrates the features of Ethereum with a (Ciphertext-

Policy) Attribute-Based Encryption scheme. To show the e↵ectiveness of our proposal, we
instantiate the general model to a significant use case.

4.1 Introduction

One of the most relevant goals of smart cities is to provide better services to citizens

both in terms of quantity and quality with respect to what happens now and what

in the past. Indeed, cities are mostly evaluated and classified for what they provide

to people: the better the service are, the happier the citizens are. Furthermore, there

are emerging new needs and wishes from people living the city.

For this scope, it is very important to adequate and to design new projects so

that the overall quality of life can grow up. Clearly, technology and the evolution of

infrastructures can support this ambitious scenario.

We are now in a particular period in which the technological progress is growing

and bursting into the every day life of citizens, providing them many opportunities

and many choices. At the same time, the citizen often does not know exactly who
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the service supplier is, and this is an aspect to take into consideration since the user

almost every time has to register into the platform of the service provider to join

and retrieve the asked service. In addition, this registration phase coincides with the

disclosure of personal and sensitive data, that is mandatory. Obviously, this opens

up some critical issues regarding privacy and data protection. Some questions could

arise.Can the company be considered trusted? How the company collect and manage data?

Is it really necessary to disclose such a level of private and identity-related data? Indeed, it

could be desirable not to disclose to the (potentially untrustworthy) service supplier

other identifying information to prevent data misuse even in the less severe hostile

case of an honest-but-curious provider.

There are many situations in which the service can be delivered to a customer

only on the basis of some requirements the customer has to satisfy, such as the age,

the professional title, the possession of a certain licence, without disclosing any fur-

ther information.

To reach this goal, one could think of standard techniques based on anonymous

credential [100], but, to be realistic, a solution to the problem of anonymous payment

should be provided, together with an appropriate level of guarantee that anonymity

does not compromise obligations, non-repudiability and accountability of the agree-

ment.

To the best of our knowledge, no solution has been proposed for this general

problem so far. The idea of this proposal is to leverage the power of smart con-

tracts to obtain all the above requirements. Pseudonymity of Ethereum can ensure

a good level of privacy, but the problem of implementing attribute-based contracts

is not solved, at the moment, by native features of Ethereum. The direction we fol-

low is the integration of a public attribute certification process (possibly based on

the ecosystem designed by the eIDAS EU Regulation [358]) into the smart-contract

features at a cryptographic level, thus by exploiting a Ciphertext-Policy Attribute-

Based Encryption Scheme (CP-ABE) [77].

We observe that an attempt of bypassing the cryptographic link between at-

tribute possession and Ethereum transactions would not provide an adequate result

in terms of trustworthiness. Indeed, we should require that an entity of the applica-

tion (maybe a smart contract) should obtain by a Third Trusted Party (the Attribute

Provider, in the eIDAS system) the proof of the possession of certain attributes for a

given pseudonymous individual. This implicitly requires full trust in this node, con-

cerning the assessment of attributes. In contrast, our solution requires that only the

party certifying the attributes (assumption fully accepted in eIDAS) and the Private

Keys Generator (PKG) of the CP-ABE are trusted parties, which are parties external
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to the application. Moreover, often attributes can be certified by Government bodies,

which could also play the role of Private Keys Generator.

It is worth noting that, in our solution, the link between attributes and real-life

identity is known only by the party certifying the attributes. Moreover, all the ac-

tions are immutably recorded over the blockchain and, in case of need, the link be-

tween the pseudonymous used in a certain transaction and the real-life identity of

the customer can be disclosed by collecting information from the PKG and the par-

ties certifying the attributes. This guarantees the accountability requirement of our

solution.

In the smart city scenario, several proposal involved privacy-preserving authen-

tication schemes. In particular, they are often proposed in the Vehicular Ad-hoc

Networks (VANETs) and in intelligent transportation systems, where security and

privacy are issued that must be addressed and taken into consideration. The biggest

scope of these algorithms regards the preservation from the disclosure of identity

data. From this perspective, they seem to be well suited for our aim. However, we

can not take into consideration privacy-preserving authentication schemes because

we need to implement an attribute-based access control mechanism where we ask

the customer to satisfy a certain policy (that can be summed up as a set of attributes)

for each of the services required.

4.2 The proposed solution

In this section, we present the architecture and the solution we propose to allow ser-

vice delivery only to users having certain requirements, by preserving their identity.

In Table 4.1, the entities involved in the scenario are depicted: we have a user U

who needs a service s provided by one of the several available service suppliers (SS).

Moreover, we have several Attribute Providers (AP), which are in charge of check-

ing if a user fulfils or not some specific attributes. Finally, we have the Public Key

Generator PKG, which is the Trusted Party issuing ABE private keys.

We introduce some preliminary background notions.

1. let SS be the service supplier providing the service s;

2. let A be the access structure [71] representing the policy associated with the

service s;

3. let P = {a1, . . . , an} be the attributes of U that are compliant with the policy A; 1;
4. we denote by OW (ai ) the Attribute Provider that is in charge of checking if U

fulfills or not the attribute ai ;
1 For the sake of presentation, with an abuse of notation, we use A meaning the policy rep-

resented by A.
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U User

s Service

SS Service Supplier

A Access Structure

ai i-th attribute

OW (ai ) Attribute Provider of ai

P set of attributes

PKG Public Key Generator

Ethx Ethereum Address of x

T Transaction

pk ABE public key

skP ABE private key for P

Encrypt(PK,M,A) ABE Encryption

Decrypt(CT ,SK) ABE Decryption

KCK(M) Keccak digest of M

Table 4.1: Notation.

5. we denote by Ethx an Ethereum address owned by x, where x can be U , SS , or a

smart contract;

6. we model an Ethereum transaction T as a tuple hidT ,Ethsrc,
Ethdest ,datai, where id is the identifier (usually, it is the digest of the transac-

tion), src and dest are the sender and receiver of the transaction, resp., and data

is the payload. Observe that, transactions include also an additional field value,

which is not relevant for our scope, so that it is not considered here.

7. KCK(M) denotes the Keccak digest of the message M .

8. Setup(k): This algorithm receives a security parameter k and returns a public

parameter PK and a master secret key MSK .

9. KeyGen(MSK ;P): This algorithm takes as input a set of attributes P and the

master secret key MSK . It outputs a private key SK associated with S .

10. Encrypt(PK,M,A) denotes the encryption of the message M under the policy A
(see item (2) above).

11. Decrypt(CT ,SK) denotes the decryption of the ciphered message CT with the

ABE private key SK .

Now, we describe the steps carried out by the di↵erent actors of our scenario.

These steps are also summarized in Figure 4.1.



4.2 The proposed solution 51

Step 1: service request. First, the user U asks for the service s supplied by SS . For

this purpose, U generates an Ethereum transaction T1 = hidT1 ,EthU ,EthSS ,data1i,
where idT1 and data1 are the identifiers of the transaction and the service s, respec-

tively.

Step 2: challenge start. When SS receives the service request T1, the service supplier

first checks whether EthU is not revoked (the detail about how this check is imple-

mented is given in Step 5). If EthU is not revoked, SS acknowledges the request and

generates a challenge needed to verify that the user is able to prove the possession

of all the required attributes to satisfy A. In particular, SS creates the new policy

A0 requiring, in addition to the conditions expected by A, also the possession of the

attribute an+1, where an+1 represents the possession of the Ethereum address EthU .

In words, the new policy enforces that the user has to satisfy the requirements of

the policy A and, moreover, she/he owns the Ethereum address EthU . This is done

in such a way to guarantee that only the user with address EthU can overcome the

challenge.

The challenge starts with the generation of the transaction T2 = hidT2 ,EthSS ,EthSC,
data2i, where SC is a smart contract and data2 = hX0 = idT1 ,X1 = P 0 ,X2 = Encrypt(PK

,R,A0),X3 = KCK(R),X4 = EthU i, where P 0 = P [ {an+1} and R is a secret value (the

challenge solution) big enough to prevent from guessing k. In words, data contains

the reference to the first transaction done by U , the set of attributes, the challenge

consisting of the encryption of a value R that can be deciphered only by users satisfy-

ing the policyA0 , and the digest of R computed by the Keccak function (the solution

verification). The smart contract receives the transaction and waits for the user reply.

Step 3: challenge reply. The user U looks for the transactions made by SS with

X0 = idT1 (i.e., in the first input of data field) – thus, the transaction T2. By using

idT1 , U can find the challenge and extract X1 = P 0 .

In order to prove the possession of all the attributes in P 0 , U needs the ABE

private key associated with the attributes P 0 . The task carried out to obtain this key

is the following.

1. U contacts PKG and asks for the ABE private key associated with the attributes

P 0 (message 2 in Figure 4.1);

2. PKG computes the set AP =
Sn+1

x=1OW (ax), which is composed of the attribute

providers of the attributes involved in P 0 ;

3. now, each APi 2 AP performs a challenge-response-based authentication with

the user U (messages 4 and 5);

4. In case of successful authentication, if the user owns the attributes requested,

APi generates an assertion of attribute certification for PKG (message 6), which is

signed by APi to guarantee integrity and authenticity. Moreover, APi stores the
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mapping between the user identity and the assertion identifier, which can be

used in case of revocation or accountability;

5. After collecting all the attributes certifications, PKG invokes KeyGen(MSK ;P 0),

which generates the ABE private key skP 0 for U . PKG sends this key to U (mes-

sage 7) and stores the mapping between the received assertion and the Ethereum

address, again for accountability or revocation reasons.

Observe that this procedure is carried out only the first time U needs the ABE

private key: indeed, this key will be used also for the next accesses to services with

the same policy A0 .
Now, U extracts X2 from T2, calls Decrypt(X2, skP 0 ), and obtains R0 . In order to

demonstrate the knowledge of the ABE private key and, consequently, to prove the

possession of the attributes P 0 , U generates another transaction T3 = hidT3 ,ETHU

,ETHSC,R0i.
Step 4: agreement. The call to the smart contract starts the automatic check of the

challenge reply. The smart contract acts as follows:

1. finds the pending challenge for the Ethereum address EthU , and retrieves X3 =

KCK(R);

2. extracts R0 from T3;

3. computes R⇤ = KCK(R0);

4. if R⇤ = X3, then U overcomes the challenge and the grant for providing the user

U with the requested service is given.

Step 5: revocation. This step is performed whenever a user U loses an attribute ai .

In this case, the attribute provider OW (ai ) searches for all the assertions previously

sent to PKG mapped to U (these are stored into a map - see Step 3): this list of

assertions is sent to PKG as revoked assertions.

PKG receives this list and searches for the Ethereum address mapped to each

assertion. Then, an Ethereum transaction of revocation to each of these addresses is

generated, reporting the revocation of the ABE key associated with this Ethereum

address. This way, the list of revoked Ethereum addresses is stored on Ethereum and

can be used in Step 2 to check if the Ethereum address of the user requiring the

service has been revoked.

4.2.1 Case study

To better understand our proposal, we instantiate it into the real-life scenario in

which a citizen wants to rent a car from a car sharing company.

Let suppose that John wants to rent a car (i.e., the service, in our scenario) s at

the company Car4U (which plays the role of service supplier SS). As Attribute-Based
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Fig. 4.1: Scenario and steps of our solution.

Encryption, we adopt a solution derived by the scheme [77]. Thus, we consider given

a cyclic group G with order p, a generator g of G, an hash function H : {0,1}⇤ ! G

and a bilinear map e :G⇥G!GT.

The Public Key PK and the Master Secret Key MSK are calculated as PK =

(G, g,h = g� , e(g,g)↵) and MSK = (�, g↵), where ↵ and � are two random elements

2Zp .

For the sake of presentation, we consider the case in which the service supplier

policy consists of only one requirement. In particular, the access structure A of the

policy for renting a Car4U car consists of the attribute a1 having the driving license.

Furthermore, the company Car4U has deployed its own smart contract described in

Section 7.3.

Now, we detail the use case proposed above.

Step 1: service request. Once John has decided the car to rent, he generates an

Ethereum transaction T1 to Car4U. We assume that the Ethereum address of Car4U

is public and extracted by the site, or a QR code, or in a similar way. The payload

of the transaction (i.e., the data field) contains the license plate of the car to rent as

service identifier.

Step 2: challenge start. Let suppose that John’s address has not been revoked: Car4U

acknowledges the request and sends a challenge needed to verify that John satisfies

the policy A0 , which means a1 having the driving license and a2 having the Ethereum

address EthJohn.

Now, Car4U picks up a random R 2GT and encrypts R underA0 . The encryption
algorithm picks up two random r, s 2Zp . The ciphertext is: X2 = (C̃ =Me(g,g)↵s,C =

hs,C1 = gr+s,C2 = g2r+s,C
0
1 =H(a1)r+s,C

0
2 =H(a2)2r+s).
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Finally, Car4U generates a transaction to call the function cStart of the smart

contract having in the payload hidT1 , {a1, a2},X2, KCK(R),EthJohni.
Step 3: challenge reply. Now, John requests to the Public Key Generator PKG the

ABE private key ska1,a2 built from the attributes a1, a2. Observe that OW (a1) is the

Motor Vehicle O�ce, which is in charge of checking whether a user has a driver

license. In order to show to be the owner of EthJohn, John is required to sign a chal-

lenge by the Ethereum private key associated with EthJohn: thus, the role of OW (a2)

is played by PKG. Now, John proves his identity to the Motor Vehicle O�ce: this is

done by an eIDAS-compliant identification scheme. Once the identity of the person

is verified, the Motor Vehicle O�ce can check whether John has a driving license. If

this is the case, the Motor Vehicle O�ce sends to PKG a SAML assertion [239] and

stores the mapping between the assertion identifier and the identity of the user.

If John proves also to be the owner of EthJohn, PKG calculates the ABE private

key for John: PKG picks up the randoms t, t1, t2 2Zp . The decryption key is: ska1,a2 =

(D = g
↵+t
� ,D1 = gtH(a1)t1 ,D2 = gtH(a2)t2 ,D

0
1 = gt1 ,D

0
2 = gt2 ). This key is sent to John

and PKG stores the mapping between the assertion identifier and EthJohn.

Now, in order to decipher X2 (extracted from T2), John computes: F1 = e(D1,C1)
e(D01,C

0
1)
,

F2 =
e(D2,C2)
e(D02,C

0
2)
, and A = F2

1
F2
.

Then, the deciphered text is obtained as: R0 = C̃
e(C,D)/A .

It is easy to check the decryption procedure. F1 = e(D1,C1)
e(D01,C

0
1)

= e(gtH(a1)t1 ,gr+s)
e(gt1 ,H(a1)r+s)

. Since

g is a generator, H(a1) = gk for some k. Thus, F1 = e(gtgkt1 ,gr+s)
e(gt1 ,gk(r+s))

= e(g,g)t(r+s). Sim-

ilarly, F2 = e(g,g)t(2r+s). Therefore, A = F2
1

F2
= e(g,g)2t(r+s)

e(g,g)t(2r+s)
= e(g,g)ts and C̃

e(C,D)A =
Me(g,g)↵s

e(hs,g
↵+t
� )/e(g,g)ts

= M . Finally, John calls cResponse of the same smart contract and

sends the deciphered value R0 .

Step 4: agreement. According to the called function, the service is grant if KCK(R0)

is equal to KCK(R).

Step 5: revocation. Let suppose now that John’s driving licence is revoked. Since

John has asked for and obtained the ABE private key before the revocation, he is

able to pass the challenge for rent a new car, and, thus, he could rent a car without a

driver license.

To solve this problem, when the driver licence of John is revoked, the Motor Ve-

hicle O�ce sends to PKG the identifiers of all the assertions sent to PKG in the past

related to John. PKG, which knows the Ethereum addresses related to these asser-

tions, generates an Ethereum transaction to John’s Ethereum address having in the

payload a field type sets to revocation and a field address sets to this Ethereum ad-

dress. In such a way, if John tries to request a service to any service supplier, this

request will be discarded because his Ethereum address is contained in a transac-
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tion of revocation stored on Ethereum (recall that this check is done by the service

supplier in Step 2).

4.3 Implementation details

In this section, we describe the implementation of our solution. In order to test

our proposal, we implemented the adopted CP-ABE scheme in JAVA language,

leveraging the libraries [128]. This was necessary to include, in our system, some

lightweight implementation of the scheme, tailored with our specific scenario, in

which policies are single domain-dependent attribute (this results in concrete two-

attribute policies since each policymust include also the Ethereum address as second

attribute).

Furthermore, we designed also the smart contract used to ask for a service and

decide whether to grant it. The smart contract is written in Solidity [27, 125], a high-

level Turing-complete and object-oriented language.

The smart contract, whose code is reported in Listing 4.1, stores by Owner (Line 3)

the Ethereum address of the service supplier, which is initialized with the address of

the party that deployed the smart contract. The struct data (Lines 4-10) represents

the skeleton of the challenge that must be won by the user to obtain the requested

service. Mappings in Lines 11-12, are used, respectively, to save pending transactions

(on which there is an open challenge) and to retrieve the challenge from a given

transaction.

In Solidity, the modifier can be seen as an extension of a function and it is used

to check a condition prior to executing the function. So, we implement the modifier

OnlyOwner (Lines 17-20) in the function cStart (challenge start) (Lines 22-26) in

such a way the condition that has to be checked is related to the sender of the trans-

action. In particular, OnlyOwner requires that the sender must be the owner of the

smart contract, otherwise the function cannot be executed.

The function cStart can be called only by the service supplier and is used to

reply to a service request of a user. In particular, the input of the function is the

challenge, which is saved in an instance of struct data (Line 23); moreover, we

set the mapping txs_pending for the given transaction tx to true so that, from now

on, there is an open challenge for that specific request . Finally, we map the given

transaction tx to this challenge.

The function cResponse (challenge response) (Lines 27-45) is called by the ap-

plicant of the service to reply and, possibly, win the challenge. This function receives

the address of the challenge transaction and the challenge solution r1. First, if there

is an open challenge for the given transaction (Line 28), we verify that the appli-
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cant who is calling the function is actually the target of that challenge (Line 30),

and compare keccak256(r1) with kck_R of the challenge (Line 32). In case of suc-

cess, the challenge is no more pending (Line 33) and the service can be grant (this

part is application dependent so we omitted its implementation). In case any of the

previous checks are not passed, the function ends (revert()).

We implemented this smart contract by Remix - Solidity IDE [25] and used Rop-

sten [26] as testnet, with the support of Metamask [23], which consists of a browser

extension that allows us to run dApps (decentralized applications) directly on the

browser without running a full Ethereum node. The deploy of the contract on the

Ropsten Test Network costs 844 Micro(ETH) (in April 2019, this is about 0,13 $), the

function cStart costs 644 Micro(ETH) (about 0,11 $) and the function cResponse

costs 24 Micro(ETH) (about 0,0037 $). From this analysis, we can say that the imple-

mentation of our solution is feasible and cheap.⌥
pragma experimental ABIEncoderV2;

contract Granting {

address owner; //the service supplier

struct data{ //the challenge

bytes32 tx;

string[] attributes;

bytes32 encrypted;

bytes32 kck_R;

address user;

}

mapping(bytes32 => bool) public txs_pending;

mapping(bytes32 => data) public fromTx_toData;

constructor () public {

owner = msg.sender;

}

modifier onlyOwner(){

require (owner == msg.sender);

_;

}

function cStart (bytes32 tx, string[] memory attributes, bytes32 encrypted, bytes32 kck_R, address user)

public onlyOwner {

data memory d1 = data(tx, attributes, encrypted, kck_R, user);

txs_pending[tx]= true;

fromTx_toData[tx] = d1;

}

function cResponse(bytes32 tx, uint256 r1) public {

if(txs_pending[tx]==true){

data memory d2= fromTx_toData[tx];

if (msg.sender==d2.user){

bytes32 rs= keccak256(abi.encodePacked(r1));

if(rs==d2.kck_R) {

txs_pending[tx]= false;

//Grant the service

}

else { revert();}

}

else { revert();}

}

}

} �⌃ ⇧
Listing 4.1: The code of the smart contract
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4.4 Security aspects

In this section, we briefly discuss the security properties of our solution.

Let start by defining the adversary model. In our analysis, we assume that both

PKG and Attribute Providers are trust parties and that the attacker can be a user,

a service provider or external to the system. In addition to the standard security

assumptions (unbreakability of cryptographic primitives and blockchain security

properties), we assume that private keys and secret information are not disclosed by

the owners and that users and service suppliers do not collude each other. The goal

of the attacker is to break at least one of the following security properties: access-

control, privacy, accountability, unlinkability, availability, non-repudiation.

Access control is reached. Indeed, to win the challenge, the user has to decipher

a challenge by an ABE private key that PKG issues only to users who prove the

possession of the attributes required by the policy.

The privacy requirement is that a service supplier is not aware of information

identifying the user accessing the service. This goal is reached because the architec-

ture of the solution allows the service supplier to know only the Ethereum address

of the user, which is generated by the user and appears a random string. The level

of protection of such information is that of pseudonymity given by blockchain, so it

is not absolute, as de-anonymization is in general possible. However, for our specific

context, unlike cryptocurrency transfers, if the user wants to protect her/his privacy

by using always one-shot blockchain addresses, the above attacks on pseudonymity

are not applicable.

Accountability is obtained by merging information coming from di↵erent par-

ties. If we want to know the identity of the person who used the service s, we start

from the transaction T1 used to require the service and extract the Ethereum address

used by this person. This can be done only by leveraging public information. Then,

since PKG stores the mapping between Ethereum address and corresponding asser-

tion, and any Attribute Provider stores the mapping between assertion identifier and

digital identity, it is possible to disclose the identity of the person who used s.

Unlinkability is guaranteed provided that a user exploits a new Ethereum ad-

dress for each service request (as discussed earlier, this measure makes ine↵ective

also de-anonymization attacks).

Attacks on Availability are contrasted. The only attack that can be performed is

a DoS, in which an attacker floods a service supplier with superfluous requests thus

trying to overload it and prevent legitimate requests from being fulfiled. However,

since any service request transaction has an even small price in Ether, an attack of

this type would be very expensive.
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Non-repudiation is obtained. Indeed, each action (service request, service grant,

etc.) is logged into the Ethereum blockchain and it can be verified. Moreover, trans-

actions are signed by an Ethereum private key, which is kept only by the owner of

the address. Again, Ethereum transactions cannot be modified after they are val-

idated. Moreover, the integrity of transactions is guaranteed by the properties of

public blockchains. Thus, no party can repudiate an action.

4.5 Related work

The concept of ABE (Attribute-Based Encryption) was first proposed by Sahai and

Waters in [314]. They presented their scheme as a new type of Identity-based En-

cryption in which the identity was formed by a set of attributes. More in detail, a

user with an identity formed by the attributes w is able to decrypt a ciphertext en-

crypted with attributes w0 , if the distance between w and w0 , calculated according to

some metric, is small. So, it is allowed a sort of error tolerance that makes it suitable

for biometric applications. In [169], the first KP-ABE scheme was proposed, where

a policy is associated with the decryption key and the attributes are associated with

the ciphertext. In order to decrypt the ciphertext, the attributes have to match the

policy. Similarly, in [77], the notion of CP-ABE was formalized, where the policy is

associated with the ciphertext and the attributes with the key. A scheme that com-

bines CP-ABE with KP-ABE was proposed in [51]. In this scheme, both policy and

attributes are associated with the ciphertext and with the key. Regarding the key,

the attributes are related to the user and the policy states which type of ciphertext

the user can decrypt. On the other hand, regarding the ciphertext, the attributes are

related to the latter and the policy states which type of user can decrypt the cipher-

text. An evolution of ABE is ABPRE [232]. In [231], a CP-ABPRE scheme is presented

that uses a semi-trusted proxy to transform a ciphertext encrypted under a certain

policy to another ciphertext under a di↵erent policy.

Platforms which rise with the aim to share services among consumers have the

need of a Trusted Third Party (TTP) [82], a Decentralised App (DAPP) based on

Ethereum smart contracts can resolve the requirement of having a trusted interme-

diary. The authors propose a DAPP for the sharing of objects and all the processes of

renting are ruled by the smart contract.

In service marketplaces scenarios, a blockchain that runs smart contracts can

enable the concept of trustless intermediation. The need of considering a trusted

figure, who plays the role of trusted intermediary, lays on the service markets na-

ture: the authors of [214] present a distributed approach to the problem and pro-

pose a new concept of decentralized and trustless service marketplace. In [186], the
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authors consider the delivery of physical assets, the main requirement is establish-

ing, through a smart contract, a series of agreements between the involved parties;

this way, accountability of actions is preserved. In Lelantos [46], a blockchain based

anonymity-preserving physical delivery system is proposed. This system can o↵er to

consumers the fair exchange of services and the unlinkability of operations. Obvi-

ously the actors can operate in a anonymous way using a pseudonym revealed to the

others parties, and all the processes are ruled also by a smart contract.

In [352], the author provides an overview of Ethereum and the principle of op-

eration; moreover, open problems are listed and treated, di↵erentiating the level of

abstraction. The paper [42] collects di↵erent proposals on smart contracts, related

to security, privacy issues, codifying and performance. Several platforms for smart

contracts are compared and applications are examined. There are many technical

and social implications in using smart contracts: [277] investigates the advantages

of machine-readable smart contracts. In particular, this paper focuses on smart con-

tracts and the management of their lifecycle. The author highlights existing gaps

in industry solutions using smart contracts and proposes their solution. In [160], a

SWOT analysis of blockchain is drafted to outline the advantages and disadvantages

in using this technology in di↵erent areas. In particular, authors focus on the in-

surance field and highlight the scenarios in which it can be worthwhile to improve

blockchain and smart-contract applications.





5

A new data access control mechanism based on smart

contracts

In the smart-city paradigm, data sharing is one of the pillars needed for its full imple-

mentation. Among the other aspects, we refer to the opportunity for users (citizens, com-

panies, organizations) of exploiting data sources managed both by institutional parties

and third parties involved in the smart-city life. Open-data is an answer to above need,

but, sometimes data cannot be disclosed publicly, coming to the concept of closed data. In

this case, access control takes a fundamental role. Since we deal with a highly open and

dynamic environment, a certain level of accountability should be guaranteed to contrast

misbehaviour and solve possible legal controversies. In this study we propose a solution

based on the combination of Ethereum smart contracts, eIDAS-based attribute and iden-

tity management, and the distributed file system IPFS for the access control of the closed

data in smart cities.

5.1 Introduction

In these years we are spectators of a fast and incredible technology revolution that

involves everything that surrounds us, frommobile devices to cars with autonomous

driving, from the development of smart grids to new communication protocols. In

this new world, there is a need of a new vision of what cities are and what cities

should provide to populations. One of the features that smart cities should provide

is the easy yet secure access to data which represent the substrate of the smart-city

life. Although a lot of attention has been devoted to interoperability and open-data

[114], larger space of investigation exists in the domain of closed-data, regarding dif-

ferent aspects, ranging from the way data sharing is implemented, to how the access

is controlled, and how to assign responsibilities to the di↵erent involved parties,

with the aim to make the access e↵ective but accountable. We try to give a con-

crete solution leveraging the power of Ethereum smart contracts, the Interplanetary

File System (IPFS) and the eIDAS European Regulation Ecosystem [358]. The idea

is to implement on top of the above components, an Attribute-Based Access Control
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mechanism (ABAC). As a matter of fact, ABAC represents the emerging approach for

large environments. Gartner predicts that by 2020, 70% of organizations worldwide

will have moved to the ABAC model. However, one of the main issues to deal with

for ABACs is how to assess attributes in a feasible way. In this study, we propose an

approach in which institutional bodies are responsible for attribute certification, ac-

cording to the eIDAS paradigm of Attribute and Identity Providers, and access control

enforcement is done in a trust way, thanks to Ethereum smart contracts.

5.1.1 Attribute-Based Access Control

Access control is one of the hottest and trend topics of the last decades in the IT

world. Indeed, to guarantee a right, secure and non-invasive mechanism that enable

or not the access to the resource is always necessary. In particular, an access control

mechanism should satisfy, among the others, the following properties: it does not

have to allow non-authorized people to access the resource and it does not have to

deny authorized people not to access the resource. The type of access must be subject

of authorizations as well.

There exist many families of access control, such asMandatory Access Control and

Discretional Access Control, for what concerns the flexibility of authorization rules,

Role-Based Access Control, Context-Based Access Control, Attribute-Based Access Con-

trol, etc., for what concerns the way to associate authorizations to subjects.

In particular, Attribute-Based Access Control (ABAC) is defined as an access con-

trol mechanism in which authorization is computed evaluating the fulfillment of one

(or more) required attribute. The National Institute of Standards and Technology

(NIST) defines ABAC as follow [190]: “An access control method where subject requests

to perform operations on objects are granted or denied based on assigned attributes of the

subject, assigned attributes of the object, environment conditions, and a set of policies that

are specified in terms of those attributes and conditions.”

As a matter of facts, after some decades of supremacy Role-Based Access Control

(RBAC), ABAC is emerging as definitely more suitable than RBAC to large environ-

ments, in which defined roles must be set by the management and associated with

people, resulting in what is known as role explosion. In our context (i.e., smart city),

ABAC is the elective choice.

5.1.2 InterPlanetary File System

InterPlanetary File System (IPFS) is a peer-to-peer distributed file system that con-

nects all computing devices with the same system of files [370]. It provides a high-

throughput content-addressed block storage model, with content-addressed hyper-

links. IPFS employs content-addressing to uniquely identify each file in a global
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namespace connecting all devices. Furthermore, it identifies, verifies and transfers

files relying on the cryptographic hashes of their contents [337]. It also integrates

technologies such as self-certifying namespaces, an incentivized block exchange, and

distributed hash tables (DHT), etc. IPFS is built around a decentralized system of

user-operators who own a portion of the total data, creating a resilient system of file

storage and sharing. As a consequence of this decentralized approach, IPFS has not

a unique point of failure, and nodes do not need to trust each other as well.

The IPFS user, when uploads a file to the system, will have back a unique

cryptographic-hash string (IPFS-identifier of the document) through which she/he

can retrieve the file every time and everywhere. Indeed, it is not required that the

user stores the original file in her/his devices, but it is enough to know the IPFS-

identifier of the document to obtain it. The hash string can be seen as a Uniform

Resource Locator (URL) of the World-Wide-Web.

5.2 Scenario and motivation

In the widest interpretation of the concept of a smart city, one of the main challenges

is to guarantee a secure, trusted and fast data sharing. This may have a significant

impact both in open-government policies that are crucial in smart cities [386], and

in the smart fruition of information to deliver complex services that need multiple

data sources.

In this scenario, it is fundamental to implement an access control mechanism that

is able to decide who can read what, by taking into account the fact that we operate

in an open environment, in which interested subjects cannot be predetermined. It is

worth noting that, although smart cities should provide open data, which are acces-

sible with no limitation, also closed data are relevant for the full implementation of

smart-knowledge-based communities. Therefore, access control becomes necessary.

To better explain, consider the following example. Suppose that some closed data

are produced by a smart city entity like a hospital or a court. Since we are talking

about sensitive data, it is reasonable to think of some policies for which only people

belonging to the medical board (in the case of healthcare data) or lawyers (in the

case of law data) can access.

As seen above, there are many access control models but, among all, due to the

open nature of our scenario, Attribute-Based Access Control (ABAC) seems the most

suitable one because neither identities nor roles are able to capture all the conditions

which should be satisfied by subjects to access information. Moreover, ABAC allows

us to implement anonymous-credential mechanisms to avoid that sensitive data of

subjects are disclosed to possibly untrusted parties and, thus, to preserve privacy.
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Obviously, if we think about a smart city and its data it is clear that it is necessary

to ensure properties like accountability, privacy, trust and non-repudiability (among

the others). In this sense, Ethereum blockchain perfectly fits with these require-

ments. Another motivation that led us to choose Ethereum is that the mechanism

of verification of attributes must be trusted. Furthermore, the usage of an Ethereum

smart contract enforces the attribute-based access control mechanism without any

privacy leakage, since attribute-based authorizations are anonymous and prevent

any disclosure of personal, sensitive, and not required information.

Anyway, Ethereum, as every blockchain, is not the most suitable platform for

sharing and storing large files since the blockchain is replicated on many nodes and

a lot of storage space is required without serving an immediate purpose [337]. More-

over, the blockchain becomes bloated with data that has to be propagated within the

network and the price of operating blockchain nodes increases because more data

needs to be processed, transferred and stored. File sharing platforms can be lever-

aged to solve these problems. Users can easily share large files and still benefit from

the blockchain.

InterPlanetary File System (IPFS) is a particularly interesting protocol peer to

peer file sharing platform that combines file sharing and hashes. Cryptographic

hashes serve to securely identify a fileâ¥Õs content. IPFS makes it possible to store

and share large files more e�ciently and it is based on cryptographic hashes that can

easily be stored on a blockchain. Unlike existing cloud storage, IPFS has the advan-

tage that data is distributed and stored in di↵erent parts of the world and not on a

central server [370]. Finally, a solution exploiting IPFS guarantees data availability.

5.3 The proposed access control mechanism

In this section, we propose our solution regarding the scenario discussed above and

at the same time we carry out a use-case in which applying the proposal.

First, we define all actors involved in it, then we present all the steps needed to

reach our goal.

Our idea is the following. Suppose that the smart city produces, owns and pro-

vides data that it wants to share not to everybody but only to who fulfils some re-

quirements. To be more concrete, but without loss of generality, we describe our

solution in the healthcare setting, although it can be easily extended to every typical

context of smart cities (e.g., transport, commercial and law data, etc.). In this sce-

nario, we consider the user as a doctor that has to prove its role and the possession

of such attribute in order to retrieve some medical information. In our proposal,

we assume that documents stored on IPFS are already encrypted and, for this rea-
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son, objects of our access control authorizations are keys instead of final resources.

Otherwise, the document could be easily read via a generic IPFS client.

In our solution, we define the following actors:

• User U , a citizen that asks for data;

• Identity Provider IP, whose task is the management and verification of user

identities;

• Attribute Provider AP, whose task is the management and verification of user

attributes;

• Access Service Provider ASP;

• Publish Smart Contract PSC, an Ethereum Smart Contract used for the publica-

tion of documents on IPFS;

• Access Smart Contract ASC, an Ethereum Smart Contract used for verifying the

policy and, where appropriate, for granting the key for the decryption of the

document;

• Oracle O, that is used by ASC for checking the validity of the certificate of U ;

• Content Manager CM , who is in charge of encrypting documents, publishing

them on IPFS, associating them to the right policy and addressing the key-

request when U fulfils its requirements;

• IPFS, used for storing data in a distributed way;

• Ethereum, a public blockchain allowing the development of smart contracts.

Once defined all entities involved in our proposal, let’s describe the steps of our

solution:

1. Policy Setup

In this first phase, the CM associates the document di with the policy p̂. If p̂ does

not exists, CM will generate it compliant with the XACML standard.

In particular, every category has a set of attributes related to and, as a conse-

quence, a di↵erent policy. In our scenario, we refer to the category of healthcare

data, where, for the sake of presentation, the attribute to be fulfilled is to be a

doctor.

2. Encryption

CM encrypts di with a symmetric encryption function (such AES) by using the

key related to the policy associated with healthcare data. Indeed, in accordance

with the above, every category (and every policy) has a di↵erent encryption key.

Let us denote by k̂ the key associated with the policy p̂. Now, CM obtains the

encrypted document ei .

3. Publication
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The goal of this step is to publish on IPFS the encrypted document ei and the

related policy p̂. This could be achieved through di↵erent ways. Indeed, CM

could simply publish it directly with an IPFS client. Anyway, accordingly to the

accountability features aimed by our proposal, we allow the publication only

trough the Ethereum smart contract.

In detail, CM calls a function of the PSC through her/his Ethereum address

ETHCM with ei as input obtaining as output the IPFS-hash hi related to ei . At the

same time, CM calls another function of the same smart contract PSC to publish

on IPFS the policy p̂, if it still does not exist in the Ethereum environment, thus

obtaining the IPFS-hash hp̂ .

At this point, CM maps hi with the corresponding policy hp̂ on the PSC. The

result is a mapping between the policy p̂ and the list of documents associated

with. Furthermore, there is a mapping between the area of interest (in this case,

healthcare) and p̂.

4. Attribute Verification

In this phase, the user U requests ASC the policy that she/he has to satisfy re-

lated to healthcare, obtaining hp̂ . Now, similarly to the Publication phase,U could

obtain the document directly with an IPFS-client, but again, our protocol en-

forces U to get it only via ASC. At this point, U knows p̂ and she/he can see that

the attribute required is to be a doctor. We remind that hp̂ is the IPFS hash that

stands for the identifier of the document, while p̂ is the real data. When we ask

for an IPFS hash we obtain back its content. For the assessment of the attributes

owned by users, we apply an eIDAS-based approach [358], in which a SAML-2

authentication process is established to involve both an Identity Provider and

one or more Attribute Providers which are institutional entities responsible for

providing information (like title, licences, qualifications, age, etc.) about digital

identities. To be compliant with real-life regulations, we cannot imagine that ev-

ery user plays the role of the service provider in an eIDAS authentication loop.

Therefore, we introduce an intermediate service, called Access Service Provider

(ASP), needed to perform the authentication request and to obtain the valid cor-

responding assertion. In detail:

• U goes to ASP to request, by playing the role of Service Provider the asser-

tion in which there is the information certifying the attribute to be a doctor;

• through a SAML2-compliant schema, ASP forwards the request to the Iden-

tity Provider IP;

• after that, IP contacts the Attribute Provider AP (in the use case, the medical

board) asking for the certification of the attribute being a doctor;
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• now, AP sends the reply to IP, which will contact ASP to communicate the

information obtained through an assertion. Finally, ASP returns to U the as-

sertion and the nonce related to. In particular, the nonce allows applications

to correlate the identifier of the assertion with the initial authentication re-

quest and it is used also to avoid replay attacks (see Section 5.4).

ETHU sends a transaction to ASC calling a function in which she/he puts the

hashed identifier of the assertion and the nonce as input. The smart contract,

now, has to verify the validity of the assertion and, as a consequence, the real

possession of the attribute required by the policy p̂. To do that, ASC invokes

the Oracle O, that is in charge of checking the overall validity of the previous

steps with IP. Indeed, an Ethereum smart contract is not able to interact with

the external world but it is limited to what happens inside the blockchain. For

this reason Ethereum enables this connection with the usage of oracles. An ora-

cle is a service that receives requests from the blockchain, computes the answers

through the external world and retrieve back the information to the network.

Clearly it is possible that oracles collects garbage from the external world and

they put it into the network. The "garbage-in garbage-out" paradigm is a pos-

sible weakness of this blockchain. Solving this situation is not the scope of this

proposal, but it is still necessary to take into account countermeasures. For ex-

amples, many proposals deal with the possibility to query multiple oracles at

once and to accept the answer that is retrieved by the majority of these oracles.

This is clearly in line with the collaborative and majority approach on which

blockchain is based. In this particular scenario, the oracleO is in charge to query

th IP to verify the validity of previous steps.

If the check succeeds, ASC emits an event in which it confirms the satisfaction

of the policy.

5. Key Granting

In this step, CM sees the event of success on the blockchain (it can be done via a

client application that is able to show, and possibly filter, events) and CM sends

a transaction blockchain to ETHU with the information about k̂. Obviously, be-

fore sending the transaction, CM should encrypt the key to prevent from its

disclosure to all blockchain. To reach this goal, CM encrypts k̂ with U ’s public

key, obtaining EU
pk(k̂). The result is an ethereum transaction from CM to ETHU

through the ASC having as input_data EU
pk(k̂). We remind that input_data is

an optional field of an ethereum transaction that can be used to share other in-

formation.
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Finally,U is the only one who can decrypt, with her/his private key, the chipered

key EU
pk(k̂). After the derivation of k̂, U is able to dechiper also ei , thus obtaining

di .

5.4 Security aspects

In this section, we briefly analyse the main security aspects that are involved in our

proposal.

Let us begin with the definition of the adversarial model, that is particularly rel-

evant for our proposal because by modeling the role of attackers, with their capa-

bilities and goals, we could help to improve the cyber defense [134] and, since we

are facing the case of closed data in the smart city scenario, it is necessary to ensure

that some fundamental security evaluations are valid. In detail, in our proposal, we

assumed that the Content Manager, the Identity Provider and the Attribute Provider

are trusted parties and that the attacker can be either a user or the Access Service

Provider.

In particular, the Access Service Provider could operate in a malicious way since

it could give the wrong assertion to the wrong users. Anyway, this attack is con-

trasted by using the SAML-2 standard because the Authentication Request and the

Authentication Response must coincide, so the ASP is not able to give the wrong re-

sponse to the wrong applicant.

In sum, we do not require the ASP more trust then that one required by the eI-

DAS regulation. In addition to the standard security properties and assumptions,

such as those ones related to the Ethereum blockchain and IPFS protocols, we as-

sume that user’s secret information and data are not disclosed to the public world

and that users do not collude each other as well.

The goal of the attacker is to break, at least, one of the following secure proper-

ties: availability, non-repudiation, accountability, integrity and confidentiality.

In our proposal, data are stored on IPFS while their identifiers are stored on the

Ethereum blockchain. This combination of these two technologies contrasts attacks

on availability. Indeed, the usage of IPFS avoids the central and unique point of

failure, since data are duplicated on multiple and random IPFS peers. Moreover, the

DoS attack, in which the attacker floods the Ethereum network with a huge amount

of requests, would be very expensive because every Ethereum transaction and every

call to a function of an Ethereum smart contract has a cost in terms of gas.

Non-repudiation is obtained. In fact, every action is logged into Ethereum and it

can be verified at any time and, in addition, Ethereum transactions are not editable

after been mined. They are also signed by the Ethereum private key, that is known
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and kept only by the owner of the address. Furthermore, non-repudiation is ensured

by our protocol also during the phases involving the publication of documents and

policies on IPFS and the downloading of such files from IPFS. In particular, although

these operations could be carried out by using a standard IPFS client application, we

implemented an alternative approach, based on smart contracts, enforcing the non-

repudiability of the overall protocol.

We can distinguish two di↵erent domains of interest: that one on the blockchain

and the other one o↵-chain. Concerning the former, accountability is ensured sim-

ilarly to the non-repudiation property. Instead, if we think to the o↵-chain side of

our proposal, accountability is reached because only the Identity Provider and the

Attribute Provider(s) know exactly the link between the identity of the user and its

related Ethereum address. So, if for any reason it is necessary to reveal this mapping,

it could be done by merging information from di↵erent parties.

Data integrity is, again, reached thanks to IPFS by the usage of the hash that is

carried out for every document published on the InterPlanetary File System. Confi-

dentiality is obtained as well, because sensitive and closed data are ciphered by the

Content Manager and the decryption key is given only to those users that fulfil the

policy associated with them. Furthermore, the Content Manager, before sending to

the user the key, encrypts it with the ethereum public key of herself/himself, that

can be easily derived from the Ethereum address. So, even if the Content Manager

sends the key by using Ethereum, nobody can actually understand it excepts for the

interested user.

Finally, our protocol reaches the goal of privacy requirement, since the Content

Manager is not aware of personal and sensitive information about users except for

their attributes and their Ethereum addresses. In this case, the level of protection

of these data is that one related to the pseudonymity provided by the Ethereum

blockchain itself, that is not full. However, if the user wants to preserve better

her/his privacy, she/he can generate a new Ethereum wallet for every operation,

making attacks on pseudonymity not possible.

5.5 Implementation issues

To implement our proposal, we used many di↵erent technologies and framework to

integrate IPFS and XACML with ethereum smart contracts.

In particular, these are, among the others, the most relevant ones:

• RemixIDE [25], an online IDE for the development of ethereum smart contracts;

• Tru✏e Suite [28], a suite of tools useful for interfacing smart contracts (e.g.,

Ganache);
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• Metamask [23], a browser extension that allows us to run decentralized applica-

tions (dAPPS) on the browser without running a full Ethereum node;

• Web3.js [29], a lightweight JavaScript library for integration with Ethereum

clients;

• Provable [24], the most known oracle used for Ethereum.

For the sake of presentation, we show only the most interesting details we faced

during the implementation of our solution and we miss some other details.

First, we developed a JavaScript web-page containing a form allowing the sub-

mission of files on IPFS that interfaces with the smart contract showed in Listing 5.1

in a transparent way.⌥
pragma solidity 0.5.8;

contract SimpleStorage {

string ipfsHash;

function set(string memory x) public{

ipfsHash = x;

}

function get() public view returns (string memory){

return ipfsHash;

}

} �⌃ ⇧
Listing 5.1: Code of the smart contract SimpleStorage used to publish

on IPFS

Moreover, the web-page returns the IPFS-cryptographic-hash identifier of the

document submitted and all this operation is permanently stored in Ethereum. This

is done thanks to the JavaScript code shown in Figure 5.1.

In particular, after the connection with the library web3js, captureFile is the

function to bu↵ering the file once submitted on IPFS and onSubmit is used for the

acquisition of the hash computed by IPFS. The operation carried out for the sub-

mission of the policy on IPFS via smart contract are the same. In Listing 5.2 there is

the portion of the smart contract that is in charge of mapping the IPFS-hash of the

document and its related IPFS-hash policy.⌥
address content_manager;

mapping(string => File) public fileMap;

string[] public filePolicy;

constructor () public {

content_manager = msg.sender;

}

modifier onlyCM(){

require (content_manager == msg.sender);

_;

}

function createMapping(string memory ipfsHash, string memory policyHash) public onlyCM{

fileMap[ipfsHash].ipfsHash = policyHash;

fileMap[ipfsHash].policyHash = policyHash;
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Fig. 5.1: Portion of the code of App.js

filePolicy.push(ipfsHash);

} �⌃ ⇧
Listing 5.2: Code of the mapping between the document and its policy

It is worth noting that the function createMapping can be called only by the

Content Manager (in this case, the deployer of the smart contract) thanks to the

modifier onlyCM. Indeed, the modifier is a function of Solidity that, when it is added

to the declaration of a function, limits the access to the function itself to those users

who satisfy its requests.

Another interesting aspect about the implementation regards the request of the

policy from the Ethereum smart contract to the IPFS network because the policy is

written with XACML, an XML-like language and there is need to parse the result.

This has been solved as shown in Listing 5.3.⌥
pragma solidity 0.5.8;

import "./Oraclize.sol";

contract Policy is usingOraclize{

bytes32 public oraclizeID;

string public results;

event LogOraclizeResult(string result);

function ipfs() payable{

OAR = OraclizeAddrResolverI ( "address" );

}

function getAttribute() payable {
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oraclize_query("URL", "xml(https://ipfs.io/ipfs/"IPFS-hash identifier").AttributeValue");

}

function __callback(bytes32 myid, string result) {

results = result;

LogOraclizeResult(result);

}

} �⌃ ⇧
Listing 5.3: Code of the smart contract query with parser XML

Now that the smart contract has obtained the attribute (or attributes) required

by the policy, it compares it to the attribute that is in the certificate presented by

the user to the same smart contract. If the information completely overlaps, then the

Content Manager generates a transaction to the user in which she/he specifies the

key associated with the policy after encrypting it with the user’s ethereum public

key.

5.6 Related work

In this section, we investigate the state of the art regarding data access control on

distributed information in a smart city environment.

For smart cities, cloud computing has become an important infrastructure as it

can provide secure and reliable data storage and sharing. However, in the cloud

storage system, the cloud server cannot be considered completely reliable. There-

fore, several studies have focused on access control for smart city data using the

cloud. In particular, the study [144] proposes a revocable access control scheme of

cloud data for smart cities. They design a proxy-assisted access control framework

for multi-authority cloud storage system and they construct a new multi-authority

Chipertext-Policy Attribute-Based Encryption (CP-ABE) scheme with e�cient de-

cryption to realize data access control in the cloud storage system, and design an

e�cient user and attribute revocation method for it.

In [164] an advanced solution is proposed, which is based on Virtual EnviRon-

ment (CLEVER) enabled for CLoud. The purpose of this proposal is to regulate user

access to certain areas and to provide useful data for business intelligence oriented

to multipurpose management. In particular, it aims to collect data on people’s access

and electricity consumption to provide information and services for public, private

or governance use. The study [222] presents an Integrated Component for Cloud Ser-

vices (ISCS) that enables secure and trusted access to data and related services in the

cloud. The ISCS controls and handles access-related aspects such as authentication,

authorization and registration. It is realized using OAuth and OpenID.

Always in the context of smart cities, several studies were carried out relating to

access control and IoT. The IoT protocols must provide data security, in particular,
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they must guarantee data updating, integrity, confidentiality, authentication, and ac-

cess control. The access control is perhaps the most important aspect of intelligent

cities since the unauthorized access to critical infrastructures can endanger the in-

habitants of smart cities (i.g. unauthorized access to tra�c lights can cause accidents

and tra�c congestion and cause huge financial losses). Access control also faces sev-

eral challenges such as limited resources of IoT devices, often with a limited power

budget. Furthermore, access control must provide a high degree of scalability. The

study [321] analyzes use cases of smart city and defines requirements of access con-

trol for the smart city IoT platform. Attribute-based access control is also analyzed

to satisfy the requirements. The requirements of internal access control of smart city

IoT platform are analyzed in-depth and an access control mechanism based on infor-

mation flow history is proposed to control information flow between components of

the platform. The most promising work in this area is on Delegated CoAP Authen-

tication and Authorization Framework (DCAF) [163] and Capability Based Access

Control (CBAC). CBAC as proposed by HernÃ‘ndez-Ramos et al. solves the scalabil-

ity issue of access control by decentralizing the validation of permissions, yet the AS

remains a single point of failure and a possible bottleneck. The study [98] proposes

an e�cient format for capacity tokens that is used completely without status and

decentralized. This allows deploying access control in scenarios of previous CBAC

implementations and DCAF are impossible.

Unfortunately, the data collected and processed by IoT systems are vulnerable to

threats of availability, integrity, and privacy. The work [248] takes advantage of the

blockchain technology for the protection of privacy and the secure IoT data sharing

in smart cities. The blockchain network is divided into various channels to preserve

data privacy; each channel includes a finite number of authorized organizations and

processes a specific type of data such as health, smart car, smart energy or financial

details. Access to usersâ¥Õ data is controlled by embedding access control rules into

smart contracts and data within a channel is further isolated and protected using

private data collection and encryption respectively. A reward system in the form

of a digital token is also proposed for users who share their data with interested

parties/third parties.

Many studies have focused on the use of blockchain technology as an access con-

trol manager for distributed systems. In [247] an approach based on blockchain tech-

nology is proposed to publish the policies that express the right to access a resource

and to allow the distributed transfer of such right among users. Each user can know

the policy associated with a resource and the subjects who currently have the rights

to access the resource because the policies and the exchange of rights are publicly

visible on the blockchain. This solution allows distributed auditability and a possi-
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ble working implementation based on XACML policies is also shown. The authors

of [338] use a modified version of the InterPlanetary Filesystem (IPFS) that exploits

Ethereum’s smart contracts to provide file-controlled access to files. IPFS interacts

with the smart contract whenever a file is uploaded, downloaded or transferred.

Moreover, the authors of [88] proposed a solution based on Attribute-Based En-

cryption (ABE) and the Ethereum blockchain for facing the problem of service de-

livery with accountability and privacy requirements.

In the paper [122] the authors propose a blockchain-based framework, called An-

cile, that allows safe and e�cient access to medical records by patients, suppliers,

and third parties, while preserving the privacy of patientsâ¥Õ sensitive informa-

tion. Ancile uses smart contracts in an Ethereum-based blockchain for greater access

control and obfuscation data, and employs advanced cryptographic techniques for

added security. The document shows how blockchain technology can be exploited in

the health sector to achieve the delicate balance between privacy and accessibility of

electronic health records. In [92], the authors integrate the Ethereum blockchain and

the Identity-Based Solution (IBE) by using the Public Digital Identity to overcome

the blockchain limitation regarding the fact that the recipient of transactions must

be signed up to the blockchain before using it. Indeed, in this work, authors allow

transaction between subject not yet registered to the system.

To the best of our knowledge, our proposal is the only one that tries to exploit

the advantages of both smart contracts and ABAC into a smart city scenario with

distributed information.
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A proposal to enable propagation in Web-of-Trust

Web of Trust o↵ers a way to bind identities with the corresponding public keys. It relies on

a distributed architecture, where each user could play the role of certificate signer. With

the widespread di↵usion of social networks, the trust propagation is a matter of growing

interest. This chapter proposes an approach enabling the propagation in Web of Trust by

means of Ethereum. The usage of Ethereum eliminates the necessity of single-organization

trusted services, which is, in general, not realistic. Although the information stored on

Ethereum is public, the privacy of users is protected because trust chains involve only

Ethereum addresses and strong measures are implemented to contrast their malicious de-

anonymization. The approach relies on the usage of a smart contract for storing the status

of certificate signatures and to manage revocations. When a user u wants to trust another

user v, the smart contract checks the presence of trust chains originating from root nodes

of u.

6.1 Introduction

The widespread di↵usion of social and recommendation systems have experienced

exponential growth in recent years. These systems o↵er very attractive means of

social interactions and communications, but also threats for security concerns. Con-

fidentiality, for example, is weakened by the lack of key management frameworks

that are able to bind social identities with the corresponding public keys. Conse-

quently, the risk of malicious events is very high. For this reason, we believe that

more e↵ective solutions and mechanisms are required when users, in open environ-

ments, rely on public key encryption to obtain security services. For example, a user

should get answers to the following questions: “is the person I am talking to really

the one she/he claims to be?”, “who ensure the trust level of my recipient?”, “is there

somebody embodying the recipient?”.

The design of a central authority, which is trusted by everyone, is often not ap-

plicable in these contexts. On the contrary, Web of Trust [159] ensures a higher level
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of flexibility since it adopts a distributed approach that better suits the nature of the

context we are referring to. Indeed, Web of Trust o↵ers a way to bind identities with

the corresponding public keys in the form of certificates without relying on central

authority and exploiting the direct trust between users. In Web of Trust, users have

the capability to sign each other’s certificates (i.e., the couple identity - public key),

and this mechanism originates a directed trust graph in which arcs represent sig-

natures. When a user needs to obtain information about a certificate issued by an

unknown user, he/she has to check for the presence of one or more trusted parties

in the list of signatures associated with that certificate.

Although Web of Trust allows in principle trust propagation, its direct imple-

mentation into the current architecture would require either the adoption of certifi-

cates with size exponentially growing with propagation or trusted servers to which

users delegate trust chain verification. With no propagation, no trust is required

for servers. Distributed ledgers o↵er a solution to avoid trusted central authorities

and to guarantee the storage of shared information in an immutable and distributed

way. In this chapter, we propose an approach that enables trust propagation in Web

of Trust and exploits Ethereum to work as a public key infrastructure holding the

list of signatures and to implements trust management. This approach matches the

current state of Pretty Good Privacy (PGP) [394] public key server infrastructure.

The result is a system where users can sign certificates of other users and can re-

trieve information about the trust level associated with a certificate by consulting

the blockchain. Moreover, the proposed solution does not require the disclosure of

social identities both for the signature and for the verification of trust phases, since

it is based on users’ pseudonyms given by the corresponding Ethereum addresses.

6.1.1 Web of Trust

Nowadays, we are spectators of an incredible growth of online social networks

(OSNs). Unfortunately, at the same time, risks and attacks towards these systems

are increasing [78, 116]. The risks associated with OSNs are of a di↵erent type. In

our study we focus on the trust propagation, that is orthogonal and complementary

to some other problems such as the identification of fake accounts to contrast so-

cial attacks. In fact, a lot of works can be found in this area ([91, 116, 379] to cite a

few). Instead, in this work, we propose an approach that enables trust propagation in

the Web of Trust for secure communications by exploiting Ethereum and the smart

contract properties.

One of the most known methods that provide a mean to trust the association

between identities and public keys is the “Web of Trust”. It has been firstly proposed

in the context of Pretty Good Privacy (PGP) in 1991 by Phil Zimmermann [394].
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PGP o↵ers authentication and privacy protection for data communication and Web

of Trust which consists of a decentralized method for certifying a given PGP public-

key certificate. Indeed, people can sign each other’s public key so that progressively,

and dynamically, they create a network of interconnected links and signatures [31].

When someone needs to trust the public key of an unknown user, she/he has to

verify the set of signatures and of the signatures’ identities associated with it. The

result is that each person will have a di↵erent and subjective idea of the other one

based on signatures of her/his certificate. This is due to the figure of “introducers”,

who are the trusted people whose signature represents a trustworthiness guarantee

for a PGP certificate. The set of introducers is chosen by each person, so influencing

the personal perception of the network identities.

In this context, it is fundamental to compute and manage, in a timely manner,

the trustworthiness of both PGP public-key certificate and introducers. According

to [31], the former can have three levels of trustworthiness (i.e., undefined, marginal

and complete), while the latter can be fully, marginal, untrustworthy or don’t know

trusted. Moreover, since Web of Trust is generally subjective, every user is able to

resolve her/his scepticism by tuning suitably two thresholds that are related to the

minimum number of introducers’ signatures that need to present a certificate to be

considered as complete by a user.

Alice Bob

Charlie

David

Erin

Justin

Fig. 6.1: Signatures in Web of Trust

To explain the basic idea behind the Web of Trust, let us consider the scenario

depicted in Figure 6.1. A total of 6 users are interconnected by a set of edges repre-

senting signatures of public keys. The origin on an edge represents the signer, while

the destination is the signed party. The edge is bidirectional when a mutual signa-

ture is present. For example, Charlie signs the certificates of Alice, David, Erin and

Justin, while Bob is signed by David and Erin. The reader can deduce the other

signatures by following the edges.

In this scenario the verification of a user’s public key can be asked from each

user after the definition of her/his own set of introducers. For sake of simplicity,

we do not consider the levels of trustworthiness. It means that, for example, Alice
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could trust the Bob’s public key if David and/or Erin belong to the set of Alice’s

introducers and she has settled for 1 signature. If she needs at least 2 signatures,

both David and Erin needs to belong to her set of introducers; if she needs more

than 2 signatures to trust a user’s public key, she will never trust Bob’s public key.

Furthermore, what happens if Alice wants to verify Bob’s public key and her in-

troducer is only Charlie? In our previous example, there is a path of signatures (of 2

steps) from Charlie to Bob. PGP is equipped with a parameter, named CERT_DEPTH,

to establish the maximum length of the certification chain; unfortunately, this value

is often not used in real applications since it can be quite di�cult to use in an appro-

priate way [179, 31]. This led to decrease in the interest of researchers in working on

new solutions for the propagation of trust. Anyway, since we are talking about Web

of Trust, we think it is necessary to enable propagation to make the most of PGP,

especially in OSN applications where the number of users is very high. In this sense,

we can start from the assumption on “objectiveness” of trust, such that, if Alice fully

trusts Charlie as her introducer, she is trusting, at the same time, his actions and his

decisions. As a consequence, if Charlie considers David trustworthy, then Alice will

consider David trusted as well.

In a standard PGP scenario, enabling propagation leads to keep an updated and

trusted certification chain in each PGP member’s certificate, and, moreover, it re-

quires to store full trust chains on PGP servers. This is, clearly, totally in contrast

with the Web of Trust principles. For this reason, the rest of the chapter will de-

scribe our solution that exploits Ethereum instead of PGP servers.

To the best of our knowledge, few works proposed ways to enable propagation

in Web of Trust or use a blockchain-based solution to implement PGP and trust

evaluation mechanisms. In [178], for example, the authors proposed a way to fur-

ther expand the trusted neighbourhood. The basic idea relies on the possibility to

sign a user’s certificate with the couple of values {+1,�1}, where �1 represents a

signer that believes the certificate is not authentic. Starting from these values, the

authors provide the necessary formulas evaluating a user’s feedback. Other exist-

ing works proposes the usage of blockchain to secure Trust Management system

for authentication. For example, in [39] the authors formally model such systems

as trust graphs and explore how the usage of a blockchain can mitigate attacks. In

[301] the authors proposed a formula to calculate the trust degrees between two

users in an e-commerce as a combination of direct and indirect trust degrees. Start-

ing from this formula, the authors in [103] exploits blockchain as a mean to store

the necessary information. The work in [382] proposes a framework supporting fast

propagation of certificate revocation and elimination of man-in-the-middle risk by

using blockchain. With respect to all these works, our proposals exploit blockchain
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to store certificate signatures and smart contract to verify the presence of trust chains

enabling propagation inWeb of Trust. The proposed solution also contrasts the mali-

cious de-anonymization of social identities, in fact the trust propagation stores only

information about Ethereum addresses. Moreover, the introduction of a smart con-

tract does not ask clients to be full nodes (i.e., a node that stores the full blockchain

and participates in block validation) and to perform expensive computations to nav-

igate the trust graph. The smart contract also introduces economic disincentives to

malicious behaviours (such as Denial of Service and Sybil attacks). In the next sec-

tion, we describe the details of our Ethereum-based proposal for enabling propaga-

tion in Web of Trust.

6.2 Description of our proposal

Since we need a trusted and distributed mechanism to overcome these issues, we de-

cide to implement a blockchain-based solution enabling the propagation in Web of

Trust. The core of our proposal resides in the representation of a Web-of-Trust-based

trust model, allowing the propagation of trust among a domain of public key asso-

ciated with real-life identities. Even if we assume that real-life identities operate on

an OSN context, the proposed solution is general enough to be applied in other con-

texts. The user needs to publish their public keys (e.g., on their own social network

profiles). We remark that the focus of this proposal does not regard the problem

of impersonation and fake profiles in social networks, for which a wide literature

exists, and the existing approaches and techniques can be orthogonally applied to-

gether with our solution. We highlight that we use the blockchain technology as a

mean to propagate trust in the network, while we need to involve also public keys

because the aim is to trust identities.

According to the Web of Trust model, every user u elects a number of introducers,

who are persons objectively trusted for u. From the point of view of trust propagation,

public keys (actually, certificates) associated with the introducers play the role of

root certificates whenever u wants to verify trust paths. More formally, we define a

set of users U and a function fi : U ! 2U , which, for any user u 2 U returns the set

fi (u) 2 2U of the introducers of u.

As highlighted in Section 6.1, in order to avoid the necessity of single organiza-

tion trusted services implementing trust propagation and certificate revocation, we

design and implement an Ethereum-based solution. Thus, we refer to another do-

main of identities, which is composed of the set of Ethereum addresses. The idea is

that the trust graph is built via an Ethereum smart contract SC, it is stored also into

the state of SC and it is managed through the functions of the same smart contract.
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Let denote by ETHSC the Ethereum address of SC. The smart contract SC includes

the following functions: sign, verif y, and revoke. The exact definition of these func-

tions will be explained throughout this section. The status of SC is composed of a

directed graph Gs of Ethereum addresses, a list Lr of revoked Ethereum addresses,

and a data structure storing the number of failing attempts of Ethereum addresses

if not null (this point will be explained in the Trust Verification process below).

For instance, the user ui has his Ethereum address ETHui . The smart contract SC

contains the information and the functions needed to carry out our proposal such

as Gs, that represents, via the mapping data structure, the graph of friendships and

trust among users.

We represent Ethereum transactions as tuples

hsrc_address, recipient_address,datai

where src_address denotes the Ethereum address of the sender, recipient_address

denotes the Ethereum address of the receiver, and data is the field including addi-

tional information (allowed in Ethereum). In our representation, we do not make

explicit the fact that any transaction is signed by the sender by means the Ethereum

private key, and we omit some information related to specific features of Ethereum

(e.g. GAS price). We highlight that we do not define a generic representation of

smart-contract events because the structure of any event can be defined by the smart-

contract designer in terms of both structure and content. In the following, we list the

content of events into tuples.

Now, we describe how we map, in our model, the basic functions of Web of Trust,

which are certificate signature, trust verification, and certificate revocation. We want

to highlight that each of the following operations calling the smart contract can be

performed only by those Ethereum addresses that have not been revoked yet since

the smart contract will filter all the illegitimate requests received.

For the sake of clarity, when we say that a user u trusts another user v, we mean

that u declares that the user v (actually, her/his certificate Cv) is the real owner of

her/his public key. According to Web of Trust, there exists three di↵erent levels of

trust, that are COMPLETE , MARGINAL , UNDEFINED. To be realistic, we assume that

users trust only reciprocally because we consider that trust is required as a prelim-

inary step of an interaction between two users that do not know each other. When

the user u signs a certificate Cv , we say that u gives trust to v.

So, as shown in Figure 6.2, each user is characterized by the following attributes:

• a unique identifier for the social network;

• a pair of PGP keys (private and public);

• an Ethereum address;
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• a list of Introducers.

The Ethereum address of the user can be trusted, via transactions, by other

Ethereum addresses.

Fig. 6.2: Attributes of the user

Let suppose that Alice wants to know if Bob’s public PGP key is trusted with

respect to her list of introducers, and vice versa, so Alice is the first who asks for

knowing the other’s Ethereum address. First, they should demonstrate each other

to own both an Ethereum addresses and the PGP key pair. Then they should check

the trust of the specific Ethereum address by using the propagation of web-of-trust

protocol. Anyway, since disclosing the Ethereum address is susceptible of some at-

tacks (the attacker could reconstruct the trust graph), the protocol has to take some

countermeasures.

Let us introduce here a parameter Kij that represents the minimum number of

signers that a generic user i requires to consider the other peer j as "trusted". Hence,

in our example, KBA is the minimum number of signers that Bob requires to consider

Alice trusted while KAB is the minimum number of signers that Alice requires to

consider Bob trusted. For example, if KBA = 5, it means that Alice must have at least

5 people that previously signed her certificate (by trusting her Ethereum address). In

the case in which Alice has less than the minimum number of signers, the protocol

terminates before Bob reveals his Ethereum address to Alice. It is very useful to

prevent from failures or attacks. In particular, since it is more likely that the attacker

is the one who asks first for the knowledge of the Ethereum address of the other one,

our protocol obliged that this person (in our case Alice) must be the first also who

discloses its Ethereum address.

We remark that KBA is sent by Bob to Alice via social network and there is no

motivations that led Bob to lie. Indeed, if the transaction is carried out with the

correct random but with wrong KBA, the whole protocol stops.



82 6 A proposal to enable propagation in Web-of-Trust

Certificate Signature.

This phase is carried out when a user u wants to sign the certificate Cv of another

user v. She/he has to generates an Ethereum transaction Ts = hETHu,ETHSC,ETHvi
calling the function sign of the smart contract SC, whose e↵ect is to update the

status SC by inserting the arc (ETHu,ETHv) in Gs, provided that ETHv is not in Lr .

Observe that, as said before, this operation can be carried out only by those Ethereum

addresses who are not in the revocation list Lr .

Trust Verification.

The goal of this process is to obtain that the users u and v know the reciprocal

Ethereum addresses and, at the same time, trust each other. Observe that the sec-

ond result is reached only if, once the Ethereum addresses have been disclosed, the

smart contract verifies that the trust paths starting from those addresses satisfy the

policies required by the users.

We have to distinguish two main domains of interest: the social one and the

ethereum one. Following the above example of Alice and Bob, here we summarized

the steps needed:

We underline that if a user loose its ethereum address or its social profile the

protocol continues to work. The only case an attack can success is when both the

profile are lost by the owner.

Let now see how our protocol works.

First, let suppose that Alice wants to know weather Bob’s PGP public key is

trusted for her. PGP is based on the Web-of-Trust paradigm, which requires that

at least someone who Bob trusts has previously signed Bob’s PGP public key. We

now add and introduce the feature of propagation of trust. In our proposal we ad-

mit not only directed signature from trusted people, but also indirected ones. In

addition, we base our approach on the Ethereum blockchain, so now the ethereum

addresses take part of the solution. Let denote by ETHa Alice’s ethereum address

and by ETHb Bob’s one. We also know that everything that is stored or processed

in blockchain is transparent and visible, it is important to try to find a way to not

disclose the Ethereum address to the other peer until we are not sure about her/his

trustworthiness, otherwise she/he would have all information about my relations.

At the same time, it is no possible to check the trust without knowing the Ethereum

address. This problem is actually di�cult to solve because it could seem like the

chicken and egg problem.

We propose an approach that try to overcome this issue. First, we assume that,

in a conversation between unknown, it is more plausible that the possible attacker
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is that one who starts the dialogue. This assumption let us to find a solution for the

previous problem.

Let suppose that is Bob that starts the conversation with Alice. He must be the

first one to disclose his ETHb to Alice. Although we are in the first step of the so-

lution, it would be nice to trying to stop possible malicious attempts already in this

phase. For this reason, we introduce the parameter KB,A that represents the mini-

mum number of signers that Bob requires to consider Alice as trusted. Now, both

Alice and Bob agree on a random R that is signed by the private key and encrypted

with the other’s public key. This let us to guarantee both data origin authentication

and confidentiality. We obtain R0AB signed by Bob with his private key and encrypted

with Alice’s public key and the vice versa R0BA .

At this point Bob discloses his ethereum address by calling a function of the

smart contract giving R0AB and KA,B as input parameters. The smart contract verifies

first that Alice has got at least KA,B signers (1) while Alice, o↵-chain, verifies R0AB (2).

If (1) successes, the smart contract emits an event of success, otherwise there will be

emitted an event of failure, so interrupting the whole process.

At the same time, if (2) fails, Alice blocks the protocol. In the case of both success,

Alice can verify the trust of ETHb. Since the control is on the ethereum blockchain,

Alice could decide to use a temporary ethereum address ETHa_temp giving as input

parameters her list of introducers and ETHb. If the verification step successes, Alice

can share her real ETHa to Bob, that will be now verified by himself through the

same procedure (reversed).

In case of success of both verification, Alice and Bob obtained the information

that they can trust each other and their communication can be considered trusted as

a consequence.

Certificate Revocation.

When a user u wants to revoke her/his certificate, she/he has to generate a trans-

action to SC from her/his ethereum address ETHu by calling the function revoke,

which changes the status of the smart contract by adding ETHu to the list of revoked

ethereum addresses Lr . From this moment on, every trust path that passes through

ETHu will be considered as invalid and, moreover, if another user w will have ETHu

in her/his fi (w), the smart contract will filter this list of introducer by removing

ETHu (and possibly others revoked).

Furthermore, as we said before, there is the case in which Certificate Revocation

is carried out automatically by the smart contract to prevent DoS, replay attacks, and

so on. In particular, this Certificate Revocation happens when a user fails the Trust

Verification phase more than n times.
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6.3 Implementation issues

After seeing the description of our proposal, let’s move on to some implementation

details. First, in Section 7.2, we introduced the policy Pu of the user u that must be

satisfied in order to proceed with the event emission from the function verify of the

smart contract SC. In particular, with Pu , we intend a function based on the twowell-

known parameters of Web of Trust (i) COMPLETES_NEEDED and MARGINALS_NEEDED

[31]. These two parameters work as thresholds, in the sense that they define the

number of full trusted introducers or marginal trusted introducers needed to reach

the desirable trustworthiness of the certificate. More in detail, Listing 6.4 depicts the

declaration of the function verify which corresponds to the Datau field described

in Section 7.2.

In Listing 6.1 we show the code of the function of the smart contract that is in

charge to carry out the operation of give trust to another peer of the network. In

particular, this function uses the modifier onlyNotRevoked that is shown in Listing

6.2 to ensure that only users that have not been revoked yet can actually call this

function. In Listing 6.3 we show the code of the function removeTrust(), which is

called when a user wants to remove the trust he previously gave to a certain node.⌥
function giveTrust(address to) public onlyNotRevoked{

require(msg.sender!=to && revocationCounter[to]<maxRevocation);

if(mapToStruct[msg.sender][to].validity==false){

uint x = map [msg.sender].push(to);

mapToStruct[msg.sender][to].position=--x;

mapToStruct[msg.sender][to].validity=true;

}

else{

revert();

}

} �⌃ ⇧
Listing 6.1: Function giveTrust()

⌥
modifier onlyNotRevoked(){

require (revocationCounter[msg.sender]<maxRevocation);

_;

} �⌃ ⇧
Listing 6.2: Modifier onlyNotRevoked

⌥
function removeTrust(address to) public onlyNotRevoked{

require(msg.sender!=to && revocationCounter[to]<maxRevocation);

if(mapToStruct[msg.sender][to].validity==true){

delete map [msg.sender][mapToStruct[msg.sender][to].position];

delete mapToStruct[msg.sender][to];

}

else{

revert();

}
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} �⌃ ⇧
Listing 6.3: Function removeTrust()

⌥
pragma solidity 0.5.7;

contract SC {

...

function verify(address _to, address[] _introducers, bytes32 ciphered_random,

uint256 random, uint256 completes_needed, uint256 marginals_needed){

...

}

} �⌃ ⇧
Listing 6.4: Declaration of the function verify()

Furthermore, it is important to give more details about how we e↵ectively prop-

agate trust. As said before, we want to remark that trust should be considered more

objective than it is, because if I give trust to another person, then I am giving trust

to her/his decisions too.

Anyway, it is also realistic to think that, during propagation, the trust value

should decrease after a certain number of hops. Moreover, even if we implement

a smart way to store and manage the trust graph in the smart contract, since every

operation carried out by it is onerous, we apply the theory of the small world and six

degrees of separations [261, 171] and of the so-called horizon of observability, which

consists of a value, deriving from network theory which is, in turn, related to the

FOAF (Friends of a Friend) concept, that oscillates between two and three [155] in

the following way:

• if the hop counter needed to reach my introducers is less than the horizon of

observability (that is equal to 3), then the trust level propagates without any

decreasing;

• instead, if the hop counter needed to reach my introducer is greater than 3, the

trust value decrease (from full to marginal and from marginal to don’t know);

• in particular, when the hop counter reaches a value equal to six (like the degrees

of separations), the algorithm stops in order to avoid to spend too much gas.

After explaining how we propagate trust, let’s move on the emission of the event.

As shown in Listing 6.5, we called the event trust_satisfied and it has all those

parameters necessary to communicate that the phase verification of the trust has

been successful. Observe that, the keyword indexed allows filtering queries on all

events logged by the smart contract with respect to those parameters preceded by

this keyword.⌥
pragma solidity 0.5.7;

contract SC {
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...

event trust_satisfied(address indexed _from, address indexed _to, bytes32 ciphered_random,

uint256 indexed random, string t_value);

...

} �⌃ ⇧
Listing 6.5: Declaration of the function trust_satisfied()

ETHi,ETHj...ETHa,ETHb    ETHc,ETHdETHj%n

Fig. 6.3: Store schema

To store the information about the trust graph, the smart contract internally has

a high storage capacity but it has to organize data in a static array. Figure 6.3 depicts

the data structure used by the smart contract for the trust graph. A static array with

a length n is used (left of the figure). We associate a list of blocks, each one contain-

ing a couple of Ethereum addresses, to each element of this array. When the smart

contract has to store the information about a trust from the Ethereum address ETHi

to ETHj , the smart contract enters the list of blocks addressed by the mod (mod-

ulo) operation on the address ETHj and appends the new block made of the couple

< ETHi,ETHj > to the list. Intuitively, a high value for the dimension n reduces the

number of collisions among Ethereum addresses, increasing the needed data space.

This data structure represents also an e�cient system in which to search for the ad-

dresses signing an Ethereum address ETHi . The smart contract has to scan the list

associated with the i mod n location and search for ETHi in the second element of

the blocks.

The same data structure is also used inside the smart contract to store both the

revocation list Lr and the number of failing attempts of Ethereum addresses. For

both these cases, the key to access the array is represented by the Ethereum address

to store modn, while the blocks are structured as a couple of Ethereum address and

a boolean flag for the revocation list, Ethereum address and a counter for the number

of failing attempts.

Since every operation carried out on the Ethereum blockchain has a related cost,

we summarise in Table 6.1 the costs associated with our implementation. In particu-

lar, we focus on the most common and used functions of the smart contract and also

the entire (and unique) deployment of the smart contract, reporting both the values

in Ether and in US dollars.
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Function Ether US Dollars

GiveTrust() 0.000176 0,20

Verify() 0,023 0,005

RemoveTrust() 0,0011 1,25

Whole Smart Contract 0.001728 2,01

Table 6.1: Costs of the deployment of the Smart Contract and its functions

6.4 Future Works

We proposed a solution to enable trust propagation in the Web of Trust scenario.

As further investigations, it would be interesting to exploit the three di↵erent levels

of trust (complete, marginal, undefined) to improve the verification of the trust-

worthiness of another peer of the network. In detail, the user could distinguish his

list of introducers by their degree of trustworthiness and the function verify of the

smart contract could use this information to find a trust path that satisfy the user’s

requirements. For instance, the user could specify that he needs nc number of com-

plete trusted introducers or nm number of marginal trusted introducer to consider

the other peer as trusted.





7

An approach to enabling Ethereum transactions among

secure identities

One of the limitations of the current Blockchains is that recipients of transactions (origi-

nated from both users and smart contracts) must preliminarily sign up the platform. Every

solution based on such technology obliges peers to register into the platform before partic-

ipate actively in the system. In contrast, the nature of Blockchain would allow the imple-

mentation of services with a high degree of flexibility and interoperability, once the sub-

jects can be securely identified someway. We propose a solution that overcome this limita-

tion by integrating Public Digital Identity with Ethereum via Identity-Based-Encryption

(IBE). An important feature of the proposal is that it does not require additional trust

w.r.t. that necessary for IBE and Public Digital Identity systems.

7.1 Introduction

Blockchain-based applications widely spread in recent years because of all the prop-

erties and advantages of the blockchain technology. These new solutions involve sev-

eral domains, as computer science, economics, law, medicine, etc. As a consequence,

any aspect regarding those technological features that impact how applications can

be designed and used is very relevant.

The proposals shown above in this thesis are all based on this technology, thus

implying that every participant in the above scenarios must be registered into the

platform before taking part of the whole process.

This aspect could be seen as a limitation in some contexts, since it makes

Blockchain platforms little appropriate in particular to those situations in which

services may involve dynamically unregistered subjects. Consider, for example, a set

S of subjects who are identifiable in a certain (secure) way. For the moment, it does

not matter how. Suppose now that in this set there are users who may be involved

in a service based on Blockchain (for example, Ethereum), in di↵erent moments,

depending on dynamic conditions. Thus, for example, Alice, who is already regis-

tered to the service, has to transfer crypto-money (or a certain token) to Bob. But
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Bob, despite being in S , is not in the service yet. In other words, we would like to

enable some suspended actions, to avoid to compromise the liveness of the system.

Indeed, according to the features currently supported by Ethereum (and the other

Blockchains), Alice’s action should be denied by the system until Bob signs up the

system.We obtain a similar use case when the sender is a contract instead of a human

user.

Our proposal, contextualized in the Ethereum environment, is aimed at over-

coming the above limitation, by enabling over Ethereum transactions and contracts

among (secure) digital identities, whose existence is independent of the specific ap-

plication platform. This allows the design of flexible, dynamic and interoperable ser-

vices, with considerable benefits in many cases, especially in crowd-based or multi-

organization domains.

To do this, we faced a number of problems. The first one is which notion of dig-

ital identity we may adopt to have a realistic result. One could think of an identity

built as a combination of (verified) social network profiles owned by the subject be-

ing identified. This could be an option, but we think that whether a Public Digital

Identity System exists, like those that are compliant in EU with the eIDAS regulation

[358], this is the best way to follow. Thus, in our paper we refer to SPID [16], which

is the Italian System of Public Digital Identity introduced in accordance with the

eIDAS initiative.

The second point is how to link in a secure way digital identities and Ethereum

addresses. Our solution leverages Identity-Based-Encryption (IBE) [12], which gives

a direct role to the notion of identity and then a direct link between Ethereum keys

and identity of the user, once she/he is able to provide the PKG (i.e., the party issu-

ing the IBE private key) with the proof of her/his SPID identity. From this point of

view, this paper is an evolution of the work presented in [95], in which the idea of in-

tegrating IBE and Blockchain is presented for the first time in the simpler context of

Bitcoin Blockchain, thus without the possibility of involving unregistered users. We

highlight that the role of IBE is crucial in our proposal, because a direct integration

of SPID with Blockchain (like in [50]) would require that a Blockchain-side entity

(an application or a smart contract) should play as a Service Provider of the public

digital identity system. This would require the full trust in this entity, concerning

the assessment of identity.

7.1.1 Digital identity and IBE

A digital identity is defined as information on an entity used by computer systems

to represent an external agent that may be a person, organization, application, or
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device [11]. Another similar definition given by ISO/IEC 24760-1 reports digital

identity as a set of attributes related to an entity [5].

In this study, we refer to a specific notion of digital identity, the public digital

identity, which is recognized by law at international level making the basis for non-

repudiable accountable applications. A concrete instantiation of this notion in the

European Union is based on the Regulation (EU) N. 910/2014 [358] on electronic

identification and trust services for electronic transactions in the internal market

(eIDAS Regulation), issued on 23 July 2014 and fully e↵ective from 1 July 2016. It

has the purpose of providing a normative basis at EU level for fiduciary services and

providing the means of Member States’ electronic identification: the eIDAS regula-

tion aims to provide a common regulatory basis for secure electronic interactions

between citizens, businesses and public administrations and to increase the security

and e↵ectiveness of e-business services and e-business and e-commerce transactions

in the European Union. Thanks to the principle of mutual recognition and recip-

rocal acceptance of interoperable electronic identification schemes, eIDAS wants to

simplify the use of electronic authentication against public administrations, both by

companies and by citizens. Each Member State maintains it own electronic identi-

fication systems, which have to be accepted by all other member states. For exam-

ple, Italy has notified the EU Commission the institution of SPID, the Italian public

system for the management of the digital identity of citizens and businesses [16].

Thanks to the eIDAS regulation, it is possible for Italian citizens to access the online

services of other EU countries (university services, banking, public administration

services, other online services) using SPID credentials, and at the same time, Euro-

pean citizens in possession of recognized national digital identities within the eIDAS

framework will have access to the services of Italian public administrations.

The second concept we present is Identity-based Encryption (IBE) [12]. It is

known that in asymmetric cryptography, each user owns a public and a private key,

and public keys are typically arranged by a Public Key Infrastructure, which binds

public keys with the respective identities of entities through a process of registration

and issuance of certificates by a certificate authority (CA). Identity-based Encryption

is a solution in those cases in which pre-distribution of keys is inconvenient or in-

feasible due to technical restraints.

Identity-based Encryption allows any party to generate a public key from a

known identity value (for example, an e-mail address). A trusted third party, called

the Private Key Generator (PKG), generates the corresponding private key. To op-

erate, the PKG first publishes a master public key and retains the corresponding

master private key (referred to as master key). Given the master public key, any

party can compute a public key corresponding to an identity by suitably combining
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Fig. 7.1: Operations carried out in an IBE scheme.

the master public key with the identity value. To obtain a corresponding private key,

the party authorized to use the identity ID contacts the PKG, which uses the master

private key to generate the private key for the identity ID. The operations carried

out in an IBE scheme are summarized in Figure 7.1.

As a result, parties may encrypt messages (or verify signatures) with no prior

distribution of keys between individual participants, once their identity is known

and well-defined. However, to decrypt or sign messages, the authorized user must

obtain the appropriate private key from the PKG, by proving the possession of the

proper identity. The most used IBE systems have been proposed by Boneh-Franklin

[83] and by Sakai-Kasahara [317].

7.2 Our proposal

The goal of this study is to allow the association of a digital identity with a blockchain

transaction. Among the possible mechanisms to handle digital identity, such as

OAuth [13], OpenID [14] Windows CardSpace [18], we refer to the notion of public

digital identity, which has been defined by the Regulation (EU) N. 910/2014 [358].

Our choice is motivated by the fact that we expected that, in the next years, public

digital identity will involve the most of EU people: for example, on February 2017,

Germany notified its national identity which has more than 40 million registered

citizens [17].

In our solution, we have the following types of entity:
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• an user, a physical or legal person using a digital identity for authentication.

Each user can be associated with one or more public digital identities.

• a public identity digital system with identity provider IP, which creates and man-

ages public digital identities. Without loss of generality, we assume it is unique.

• an IBE system with Private Key Generator PKG. It is managed by a public or

private organization and provides the mapping between a digital identity and a

pair of asymmetric encryption keys (called IBE keys).

• a Distributed Ledger allowing smart contracts (i.e., Blockchain 2.0).

In this scenario, we identify the following types of operation that users carry out.

1. Digital Identity Registration. To obtain a digital identity, a user must be registered

to the public identity digital system. In this phase, the real identity of the user is

verified before issuing the public digital identity and the security credentials.

A public digital identity is identified by the pair husername, IPi, where IP is the

identifier of the identity provider that issued the public digital identity and user-

name is a string. For example, the user X registered by the Identity Provider Y

is identified by the X@Y. Moreover, any Public Digital Identity System compli-

ant with eIDAS defines also a string UID (Universal ID), which is a single nu-

meric identifier independent of the identity provider, in case of multiple identity

providers.

2. IBE private key gathering. To obtain the IBE private key, a user contacts the Pri-

vate Key Generator (PKG) of the IBE service to receive the master public key,

if it is not already known. Then, the Private Key Generator, by acting as a ser-

vice provider of the public digital identity system, authenticates the user by an

eIDAS-compliant scheme, as illustrated in Figure 7.2.

First, the user using a browser (User Agent) sends to PKG a request for gathering

the IBE private key (Step 1). Then, PKG replies with an authentication request to

be forwarded to Identity Provider (Step 2). If the received request is valid, Iden-

tity Provider performs a challenge-response authentication with the user (Steps

3 and 4). In case of successful user authentication, Identity Provider prepares the

statement of user authentication, which is forwarded to PKG (Step 6). Finally,

PKG provides the user with the IBE private key (Step 7).

Observe that the IBE public key is always calculable from the digital identity of

a user, provided that the IBE master public key is known.

3. Blockchain Binding. By this operation, a user associates his IBE public key IBEK
p

with his Blockchain addressA. First, the user generates a pair of private and pub-

lic blockchain keys, and, then, the blockchain address A of the user is computed

as the cryptographic hash of the public key. Then, the user generates a transac-
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Fig. 7.2: Data flow in an authentication process.

tion from A to A on the blockchain, having in data field hUID,E(A)i, where UID

is the universal ID of the public digital identity of the user, and E(A) is the en-

cryption of the user’s blockchain address by the user’s IBE secret key. This trans-

action is called binding transaction. By this transaction, the user links her/his

public digital identity to the blockchain address A: indeed, by computing E(A),

the user proves the knowledge of the IBE secret key associated with this UID.

4. Transaction. Suppose a user S (sender) wants to send to a user R (receiver) a trans-

action and let v be the value of the transaction (i.e., the amount of virtual money

to transfer). In this case, the following operations are done. First, S obtains the

universal ID of R, sayUIDr and searches for the most recent binding transaction

having UIDr in the payload: this search can be successful or not. If a transaction

T = hUIDr,E(Ar )i of this type is found, then:

a) S deciphers E(Ar ) by using the IBE public key calculated fromUIDr , to verify

that the authenticity of the signature (observe that E(Ar ) works as a signature

to prove that the right user has generated the binding transaction). If this

check fails, T is ignored and another search is carried out.

b) After deciphering E(Ar ), the blockchain address of UIDr is obtained.

c) S generates a blockchain transaction from his blockchain address As to Ar ,

with value v.
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Consider now the case in which no transaction of this type is found, which is the

most interesting case. This means that the user R exists but has not yet joined the

blockchain. In this case, S generates a blockchain transaction from his blockchain

address As to the blockchain address of a specific smart contract, say Asc, speci-

fying both UIDr and v. This smart contract stores the information that there is a

sleeping transaction to UIDr , from the sender As and value v.

5. Cashing. Suppose that a user R, after registering to the blockchain, wants to re-

ceive the sleeping transactions sent to him before his registration (i.e., those trans-

actions sent to the smart contract sm and intended for him). Then, he generates a

blockchain transaction, named cashing transaction, from his blockchain address

Ar to the blockchain address Asc (i.e., the same smart contract referred above),

having his UID (i.e., UIDr ) in the payload. Now, the smart contract searches for

the most recent binding transaction T sent from Asc and computes the IBE pub-

lic key IBEr calculated from UIDr . Then, it extracts E(A) from the payload of

T and deciphers E(A), verifying that UIDr is obtained. Finally, it extract from

the stored sleeping transactions those sent to UIDr (if any): for each transaction

found, a new transaction to Ar is generated, with the same value as the found

transaction.

7.3 Implementation

In this paragraph, we instantiate the general approach presented in the previous one

to the specific environment of Ethereum: in particular, we show all the operations

carried out by two Ethereum users, say Alice and Bob.

1. Digital Identity Registration. Both Alice and Bob have a public digital identity:

thus, they have been identified by an identity provider, say example.com, which

gave each of them a public digital identity and a credential for authentication

(typically, a password). Now, assume that the username of Alice is alice and the

username of Bob is bob. Thus, the UIDs of Alice and Bob are alice@example.com

and bob@example.com, respectively. Observe that, for the sake of presentation,

we used the same identity provider (i.e., example.com) for both the users: how-

ever, no problem arises in case the public digital identities are issued by di↵erent

identity providers, because the solution does not depend on the particular UID

of the user.

2. IBE private key gathering. To obtain the IBE private key, a user connects to the

site of the IBE system by the browser (i.e., the user agent) and sends a request for

accessing the service. Observe that the IBE system acts as a service provider in

this step, because it needs to authenticate the user before issuing the private key.
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Then, the IBE system replies to the user agent with an authentication request to

be forwarded to the identity provider. The identity provider is selected according

to the user’s UID.

If the received request is valid, the identity provider performs a challenge-

response authentication with the user. In case of successful user authentication,

the identity provider prepares the assertion containing the statement of the user

authentication for the IBE service provider. The assertion contains the reference

to the request message, the authenticated user, the identity provider, the per-

sonal information about the authenticated user, the temporal range of validity,

and the description of the authentication’s context. The assertion is signed by the

identity provider to guarantee integrity and authenticity.

Now, the assertion returned to the user agent is forwarded via http POST Bind-

ing to the IBE service provider. The IBE system verifies the assertion and pro-

vides the user with her/his IBE private key. We denote by IBES
U the IBE private

key of the user U .

Concerning the user’s IBE public key, they are computed starting from the mas-

ter public key and the user’s UID. We denote by IBEP
U the IBE public key of the

user U .

3. Blockchain Binding. Each user needs to have a private and a public blockchain

key. The private key is a randomly generated 256-bit string. The public key is

generated by the private one by means of a cryptographic function named ellip-

tic curve point multiplication. In particular, the used algorithm is Curve Digital

Signature Algorithm (ECDSA) and the elliptic curve is secp256k1 [254].

The Ethereum address A of a user is computed from the public key K by apply

Keccak-256 [15], and finally taking the last 20 bytes of that hash. We denoted

by AU the blockchain address of the user U . Finally, each user generates the

binding transaction having as payload hUID,E(A)i, where UID is the universal

ID of the public digital identity of the user, and E(A) is the encryption of the

user’s Ethereum address done by the user’s IBE private key.

4. Transaction. Now, both Alice and Bob have their public digital identity associated

with a blockchain address. Suppose that Alice has to send some Ether money to

Bob, but Bob has not an Ethereum wallet (i.e., he has not an Ethereum address).

Clearly, we can image that users run an application (on a PC or a smartphones)

to manage transaction generations.

First, Alice has to know the UID of Bob: the UID of Bob as well as the amount

of money to transfer are inserted into the application, which generates a trans-

action to the smart contract. In Listing 7.1, we give an implementation of this

contract written in Solidity, which is a JavaScript-like language. For the sake of
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presentation, we do not explain every line of the code: we assume the reader is

familiar with Solidity and Oraclize, which is the leading oracle service for smart

contracts and blockchain [6] In particular, it is called the function pay, using the

UID of Bob as parameter (Lines 13-15): this function stores the amount that will

be given to Bob when he will register (by payUID).

5. Cashing. After Bob creates his wallet, he can ask for receiving the amount from

the sleeping transactions sent to him before his registration. To do this, he gen-

erates a cashing transaction to the smart contract illustrated in Listing 7.1, by

calling the function cash. The smart contract first checks if there is some amount

for Bob. If any, an oraclize function is used (Line 21), which returns the Ethereum

address of Bob by the callback function. Finally, a money transfer to Bob is car-

ried out by the smart contract and the amount to pay to bob is reset (Lines 33-34).

By this protocol, we enable on Ethereum the possibility to send money to users

without the need to know their blockchain address. The suitable use of the secure

digital identity guarantees that only the correct user receives money.⌥
pragma solidity ^0.4.25;

import "github.com/oraclize/ethereum-api/oraclizeAPI_0.4.25.sol";

import "github.com/Arachnid/solidity-stringutils/strings.sol";

contract SleepingEther is usingOraclize {

mapping(bytes32=>string) uidMapping; //mapping between queryID and bool

mapping(string=>uint) payUid; //mapping between UID and eth value to send

address public addr;

using strings for *;

string pi;

function pay(string uid) public payable {

payUid[uid] += msg.value; // add the ether addressed to uid

}

function cash (string uid) public payable{

if(payUid[uid]>0)

if (oraclize.getPrice("URL") <= address(this).balance) {

pi = "URL".toSlice().concat(uid.toSlice());

bytes32 queryId = oraclize_query("URL", pi);

uidMapping[queryId]=uid;

}

}

function __callback (bytes32 myid, string result, string uid) public {

if (msg.sender != oraclize_cbAddress())

revert ();

bytes memory tempEmptyStringTest = bytes(result);

if(tempEmptyStringTest.length != 0){

addr = parseAddr(result);

uint tot= payUid[uidMapping[myid]];

addr.transfer(tot);

payUid[uid]=0;

}

}

} �⌃ ⇧
Listing 7.1: The code of the smart contract.
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7.4 Related work

In this section, we survey the approaches present in the literature related to our

topic.

Thanks to the assurance of authenticity and uniqueness of transactions, blockchain

starts to become the technical core of cryptocurrency, access control systems, asset

management, banking, e-voting, etc. [247, 297, 81, 123].

The authors of [296] provide an overview of the blockchain technology and its

potential to disrupt the world of banking through facilitating global money remit-

tance, smart contracts, automated banking ledgers and digital assets. In this regard,

they provide a brief overview of the core aspects of this technology, as well as the

second-generation contract-based developments. From there, their work enforces

key issues that must be considered in developing such ledger based technologies

in a banking context.

In [33], the authors review applications relying on blockchain by highlighting

the potential benefit of such technology in the manufacturing supply chain. Further-

more, they propose a vision for the future blockchain ready manufacturing supply

chain.

The paper [65] provides a high-level understanding of how blockchain technol-

ogy will be a fundamental tool to improve supply chain operations. It illustrates the-

oretical and conceptual models for use of open blockchain in di↵erent supply chain

applications with real-life practical use cases as is being developed and deployed in

various industries and business functions.

In [216], the authors observe that digital supply chain integration is becoming

increasingly dynamic and investigate the requirements and functionalities of sup-

ply chain integration, concluding that cloud integration can be expected to o↵er a

cost-e↵ective business model for interoperable digital supply chains. Furthermore,

they explain how supply chain integration through the blockchain technology can

achieve important transformation in digital supply chains and networks.

The authors of [371] propose an overview of what smart contracts are and what

are their main challenges for the future. In particular, they state that smart contracts

have three main characteristics: (i) autonomy, (ii) self-su�ciency and (iii) decentral-

ization. Autonomy means that the contracts and the initiating agents do not need

to be in further contact. Self-su�cient means that smart contracts are able to raise

funds by providing services and spending them when needed. Furthermore, smart

contracts are decentralized as they do not are valid on a single centralized server,

but they are distributed and self-executed across network nodes. As they can be seen

as a distributed application, they have to face almost the well-known challenges of
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them, such as the reentrancy vulnerability, the privacy issues, how to guarantee the

reliability of external information, and so on.

Another topic related to our proposal regards digital identity, in which we can

find a rich literature. Bitnation [10] is the world’s first Decentralized Borderless Vol-

untary Nation (DBVN). Bitnation started in July 2014 and hosted the first blockchain

for refugee emergency ID, marriage, birth certificate, World Citizenship and more.

The website proof-of-concept, including the blockchain ID and Public Notary, is used

by tens of thousands of Bitnation Citizens and Embassies around the world.

In [90], the authors focus on the Public Digital Identity System (SPID), the Ital-

ian government framework compliant with the eIDAS regulatory environment. They

observe that a drawback limiting the real di↵usion of this framework is that, despite

the fact that identity and service providers might be competitor private companies,

SPID authentication results in the information leakage about the customers of iden-

tity providers. To overcome this potential limitation, they propose a modification

of SPID to allow user authentication by preserving the anonymity of the identity

provider that grants the authentication credentials. This way, information leakage

about the customers of identity providers is fully prevented.

In [195], the authors highlight that, since we are in the Internet era, it is necessary

a right blockchain-based identity management, as we have faced identity manage-

ment challenges since the sunrise of the Internet. In particular, they observe that

blockchain technology should o↵er a way to circumvent this problem by delivering

a secure solution without the need for a trusted, central authority. It can be used

for creating an identity on the blockchain, making it easier to manage for individ-

uals, giving them greater control over who has their personal information and how

they access it. The proposed solution stores the encrypted identity of users, allowing

them to share their data with companies and manage it on their own terms.

The paper [356] focuses on pseudonymization, a concept that was only recently

formally introduced in the EU regulatory landscape. In particular, it attempts to de-

rive the e↵ects of the introduction of pseudonyms (or pseudonymous credentials) as

part of the eIDAS Regulation on electronic identification and trust services and, ulti-

mately, to compare themwith the e↵ects of pseudonymization within themeaning of

the General Data Protection Regulation (the GDPR). The work examines how eIDAS

conceives pseudonymization and explains how this interpretation would translate

in practical uses in the context of a pan-European interoperability framework.

In [89], an advanced electronic signature protocol that relies on a public system

for the management of the digital identity is proposed by the authors. The work

aims at implementing an e↵ective synergy to provide the citizen with a unique, uni-
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form, portable, and e↵ective tool applicable to both authentication and document

signature.

In [36], the authors proposed SCPKI, an alternative PKI system based on a de-

centralized and transparent design using a web-of-trust model and a smart contract

on the Ethereum blockchain, to make it easily possible for rogue certificates to be

detected when they are published. The web-of-trust model is designed such that an

entity or authority in the system can verify fine-grained attributes of another entity’s

identity, as an alternative to the centralized certificate authority identity verification

model.

The paper [115] argues that existing laws, specifically the federal Electronic Sig-

natures in Global and National Commerce Act (“ESIGN”) and state laws modeled on

the Uniform Electronic Transaction Act (“UETA”), render blockchain-based smart

contracts enforceable and therefore immediately usable.



Part II

Exploiting generated data
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Another key aspect of smart cities regards data in all its processes. Data gener-

ation, collection and management are topics addressed in this second part of the

thesis. Indeed, smart cities are characterized by the relevance they give into data,

representing their main core concept, around which the whole idea and architec-

ture is developed. Furthermore, in the world we are living, there is an exponential

production of such data because of sensors, smart objects, online social networks,

blogs and so on. This massively generation led into what we call Big Data. Di↵er-

ently from the past, data are not now only structured into rigid and strictly ruled

containers, but semi-structured and unstructured data are emerging rapidly. In par-

ticular, it is esteemed that, currently, more than 80% of the information available

in the Internet is unstructured [117]. This phenomenon is changing the directions

of the researchers and scientists since there is need of new solutions able to collect,

store and manage all these (and di↵erent) data that goes beyond the old paradigm of

the data warehouse, which does not perfectly fit with these new requirements.

In fact, if data are well collected and managed it could be easier for data scien-

tists and analysts to extract from them information and knowledge in such a way

to support better the decision making process. This could help both companies and

users, in terms of business and of quality of services.

This part of the thesis could be divided into two main areas. In the first one, a

new paradigm that models data sources (smart objects) exploiting of the network

analysis and the graph theory is presented. In particular, in Chapter 8 we propose a

new model that is able to manage di↵erent instances of the same object with respect

to its usage, so creating a new way of representing communities of smart objects.

Moreover, we propose a new crawler that fits with the new typology of network.

In the second area, we focus on data collection and management, by exploiting

and investigating the new concept of Data Lakes.

Data Lakes is a term introduced in 2010 by James Dixon (CTO at Pentaho, an

American Business Intelligence company) [4]. He coined this new term with the fol-

lowing definition:
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If you think of a datamart as a store of bottled water - cleansed and packaged

and structured for easy consumption - the data lake is a large body of water in a

more natural state. The contents of the data lake stream in from a source to fill the

lake, and various users of the lake can come to examine, dive in, or take samples.

Soon big companies and researchers have been fascinated by this innovative idea.

The interest through data lakes led to a rapid develop and implementation of such

proposal and Microsoft Azure propose a new, and more complete definition, of data

lakes:

A data lake is a storage repository that holds a large amount of data in its

native, raw format. Data lake stores are optimized for scaling to terabytes and

petabytes of data. The data typically comes from multiple heterogeneous sources,

and may be structured, semi-structured, or unstructured. The idea with a data

lake is to store everything in its original, untransformed state. This approach dif-

fers from a traditional data warehouse, which transforms and processes the data

at the time of ingestion.

Briefly we can define data lake paradigm as the successors of data warehousing

since they accept and store every data in its raw format. This is clearly a good way to

collect di↵erent typologies of data (structured, semi-structured and unstructured)

but, on the other hand, this requires a correct management of the whole data lake

in order to not let it becoming a Data Swamp. This can be reached by using wisely

metadata, that are information associated with the data. For this reason, in Chapter

9 we propose a new approach to uniformly represent di↵erent and heterogeneous

metadata, in such a way it is possible to model every di↵erent typology of data in

the same way. In particular, the main challenge addressed regards defining a new

approach able to give a structure to unstructured sources.

Now that we have all metadata represented in the same way, we define and pro-

pose in Chapter 10 a new lightweight model to integrate di↵erent sources and ex-

tracting semantic relationships from them by means inter-schema properties.

In Chapter 11 we present an approach that exploits the above models to navigate

the data lake by extracting thematic views in a topic-driven way.

Finally, in Chapter 12 we propose a new model to extract complex knowledge

patterns among concepts belonging to di↵erent data sources.
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A new model to represent smart objects in multiple

environments

In smart cities, smart objects are main actors in in generating, producing and sharing

information. We propose a new paradigm, called MIoT (Multiple Internets of Things),

capable of modelling and handling the increasing complexity in this context. Researches

and scientists highlight that it is possible to attribute social behaviours to smart objects

in the Internet of Things, by means of di↵erent kinds of relationships that can be born. In

this sense, we started from the very interesting and appreciated concept of Social Internet

of Things on which we add the feature of separation of the physical role of the object with

respect to its semantic one. In this proposal, we model a new paradigm where every smart

object can participate into di↵erent networks via its instances that are individuated from

di↵erent uses of the smart object itself.

8.1 Introduction

The Internet of Things can be considered as an evolution of the Internet, based

on the pervasive computing concept [55]. In the past, several strategies to imple-

ment the IoT paradigm and to guarantee ubiquitous computing have been proposed

[174, 389, 133]. One of the most e↵ective of them is based on the use of the social

networking paradigm [53, 56, 54]. In this case, IoT is represented as a social network

and, thanks to this association, Social Network Analysis-based models can be used

to empower IoT. One of the most advanced attempts in this direction is SIoT (Social

Internet of Things). In SIoT, things are empowered with social skills, making them

more similar to people [53, 56]. In particular, they can be linked by five kinds of rela-

tionship, namely: (i) parental object relationship; (ii) co-location object relationship;

(iii) co-work object relationship; (iv) ownership object relationship; (v) social object

relationship. If: (i) a node is associated with each thing, (ii) an edge is associated

with each relationship between things, and, finally, (iii) all the nodes and the edges

linked by the same relationship are seen as joined together, SIoT can be modeled as

a set of five pre-defined networks. Here, some nodes belong to only one network (we
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call them inner-nodes), whereas other ones belong to more networks (we call them

cross-nodes).

The idea underlying SIoT is extremely interesting and, as a matter of fact, has

received, and is still receiving, a lot of attention in the literature. However, we think

that, in the next future, the number of relationships that might connect things could

be much higher than five, and relationships could be much more variegate than the

ones currently considered by SIoT. As a consequence, we think that a new paradigm,

taking into account this fact, is in order.

In [87, 276], authors introduced the concept of Social Internetworking System

(SIS, for short) as a system comprising an undefined number of users, social net-

works and resources. The SIS paradigm was thought to extend the Single Social Net-

work paradigm by taking into account that: (i) a user can join many social networks,

(ii) these joins can often vary over time, and (iii) the presence of users joining more

social networks can favor the cooperation of users, who do not join the same social

networks.We think that the key concepts of SIS can also be applied to things (instead

of to users) and to relationships between things and we propose the MIoT (Multiple

Internets of Things) paradigm. The core of the SIS paradigm is modelling users and

their relationships as a unique big network and, at the same time, as a set of related

social networks connected to each other thanks to those users joining more than one

social network. In this study, we propose to extend the ideas underlying the concept

of SIS to IoT. The MIoT paradigm arises as a result of this objective.

Roughly speaking, an MIoT can be seen as a set of things connected to each other

by relationships of any kind and, at the same time, as a set of related IoTs, one for

each kind of relationship. Actually, a more precise definition of MIoT would require

the introduction of the concept of instance of a thing in an IoT. According to this

concept, the instance of a thing in an IoT represents a virtual view of that thing in

the IoT. Having this in mind, an MIoT can be seen as a set of related IoTs, one for

each kind of relationship into consideration. The nodes of each IoT represent the

instances of the things participating to it. As a consequence, a thing can have several

instances, one for each IoT to which it participates. As will be clear in the following,

the existence of more instances for one thing plays a key role in the MIoT paradigm

because it allows the definition of the cross relationships among the di↵erent IoTs of

the MIoT.

Di↵erently from SIoT, in the MIoT paradigm, the number of relationships is not

defined a priori. In an MIoT, there is a node for each thing; furthermore, there is an

edge between two nodes if the corresponding things are linked by a relationship. If

more kinds of relationship exist between two things, then more edges exist between

the corresponding nodes, one for each kind of relationship. All the nodes linked by
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a given kind of relationship, together with the corresponding edges, form an IoT of

the MIoT.

Observe that, under this MIoT definition, SIoT can be seen as a specific case of

MIoT in which the number of the possible kinds of relationship is limited to 5 and

these kinds are pre-defined. IoTs are interconnected thanks to those nodes corre-

sponding to things involved in more than one kind of relationship. We call cross

nodes (c-nodes, for short) these nodes and inner nodes (i-nodes, for short) all the other

ones. Then, a c-node connects at least two IoTs of the MIoT and plays a key role to

favor the cooperation among i-nodes belonging to di↵erent IoTs. As a consequence,

di↵erently from SIoT, the nodes of an MIoT are not all equal: c-nodes will presum-

ably play amore important role than i-nodes for supporting the activities in anMIoT.

Note that the MIoT paradigm can be seen as an attempt to address an open is-

sue evidenced in [54] about some improvements that should be made on the SIoT

paradigm. Among these improvements, other two very relevant ones evidenced in

this proposal are the following:

• defining inter-objects relationships; this issue requires a correct representation

of a smart object and the definition of both methods and tools to crawl and dis-

cover other (possibly heterogeneous) objects with which interactions can be es-

tablished;

• modelling the new social networks thus obtained, characterizing them and

defining new algorithms to perform their analysis.

The MIoT paradigm already mentioned, and the crawling strategy, which we

present below, taken together, can represent an answer to these exigencies of im-

provement.

From amore applicative point of view, having some IoTs that can “communicate”

through c-nodes can lead to some beneficial synergies. For instance, assume that an

environment-related IoT can communicate with a home-related IoT through a cross

node. Assume that the former IoT evidences an abnormal presence of dioxin in a

place located some kilometers away from the home (for instance, owing to a fire of

a plastic deposit). Assume, also, that this IoT is evidencing that the wind direction

is pushing the dioxin towards the home. The home-related IoT could be “informed”

through a cross node about this fact and could close all windows before the arrival

of the dioxin.

Once an MIoT has been defined, it is possible to apply Social Network Analysis-

based techniques on it to extract powerful knowledge concerning its things, their

relationships, the IoTs formed by them, etc. However, in order to perform knowl-

edge extraction, especially when the number of the things to investigate is huge, an
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important pre-requisite is having a good approach to crawl the underlying graph.

Crawling is also extremely useful in a second family of applications, based on the

exploration of the “neighborhood” (i.e., things and relationships) of a given thing

(think, for instance, of the case in which a new thing is added to the Internet of

Things and wants to create relationships with other things). There are also a lot of

further possible applications of crawling, already known in the literature [279, 354],

and that can be extended to the Internet of Things.

In the literature, several crawling strategies for single social networks have been

proposed. Among them, the most representative ones are: (i) Breadth-First Search

(BFS, for short) [384], whichmoves in breadth by exploring the neighborhood of each

node; (ii) Random Walk (RW, for short) [242], which moves in random directions;

(iii)Metropolis-Hastings RandomWalk (MH, for short) [340, 219, 307], whichmoves

in random directions, disfavoring high-degree nodes. These strategies were largely

investigated for single networks, and their pros and cons have been highlighted in

[166, 221].

However, we have seen that, in an MIoT, there exist two di↵erent kinds of node,

and none of the previous strategies considers this fact, as they were developed for

crawling a single network. We argue that a new strategy, capable of distinguishing c-

nodes from i-nodes and of performing a right trade-o↵ between breadth, depth and

randomicity, is in order. Therefore, a second objective of this study is to address this

issue. In fact, we propose a new crawling strategy, called Cross Node Driven Search

(CDS, for short). CDS is centered on c-nodes; in fact, it allows users to privilege the

visit of c-nodes over the one of i-nodes, if necessary, and to tune how much c-nodes

should be privileged over i-nodes.

To prove the correctness of CDS, we tested it against the three main classic strate-

gies mentioned above. In carrying out this task, we defined, and, then, used di↵er-

ent metrics aimed to evaluate the quality of each crawler under consideration. The

results of these experiments confirm our assumption about the inadequacy of the

classic crawling strategies for an MIoT and, by contrast, the suitability of the new

CDS strategy in this context.

8.2 The MIoT paradigm

We define a MIoTM as a set of m Internets of Things (see Figure 8.1 for a schematic

representation of it). These trends suggest that, with the explosion of the number

of available things, it is not realistic to talk about a unique Internet of Things. By

contrast, it is more appropriate to consider several IoTs, each consisting of a (social)

network of things. Formally speaking:
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Fig. 8.1: Schematic representation of the proposed MIoT structure

M = {I1,I2, · · · ,Im}

where Ik is an IoT.
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Let oj be an object ofM. We assume that, if oj belongs to Ik , it has an instance

◆jk , representing it in Ik . The instance ◆jk indicates a virtual view (or, better, a virtual

agent) representing oj in Ik . For instance, it provides all the other instances of Ik , as
well as the users interacting with Ik , with all necessary information about oj . Inter-

estingly, this information is represented according to the format and the conventions

adopted in Ik .
InM, a setMDj of metadata are associated with an object oj . We define a rich set of

metadata of an object, because these play a key role in favoring the interoperability

of IoTs and of their objects, which is themain objective of anMIoT. As a consequence,

MDj consists of three di↵erent subsets:

MDj = hMDD
j ,MDT

j ,MDO
j i

Here:

• MDD
j represents the set of descriptive metadata. It denotes the type of oj . For

representing and handling descriptive metadata, a proper taxonomy, such as the

one defined by the IPSO Alliance [8], can be adopted.

• MDT
j represents the set of technical metadata. It must be compliant with the ob-

ject type. In other words, there is a di↵erent set of metadata for each object type

of the taxonomy. Also in this case, the IPSO Alliance provides a well defined set

of technical metadata for each object type. It is worth pointing out that, in prin-

ciple, we could have allowed much richer descriptive and technical metadata.

However, we did not make this choice because we preferred to relate our defi-

nition of metadata to an international IoT standard, such as the one defined by

the IPSO Alliance. Furthermore, as will be clear in the following, our approach

needs mainly operational metadata. As a consequence, making descriptive and

technical metadata more complex would have added a useless level of complex-

ity to our model.

• MDO
j represents the set of operational metadata. It regards the behavior of oj .

The operational metadata of an object oj is defined as the union of the sets of the

operational metadata of its instances. Specifically, let ◆j1 , ◆j2 , . . . , ◆jl , l  m, be the

instances of oj belonging to the IoTs ofM. Then:

MDO
j =

l[

k=1

MDO
jk

MDO
jk
is the set of the operational metadata of the instance ◆jk . In order to under-

stand the structure of MDO
jk
, we first have to analyze the structure of MDO

jqk
, i.e.

the set of operational metadata between two instances ◆jk and ◆qk , of the objects

oj and oq, in the IoT Ik .
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Specifically, MDO
jqk

is given by the set of metadata associated with the transac-

tions between ◆jk and ◆qk . In particular:

MDO
jqk

= {Tjqk1 ,Tjqk2 , . . . ,Tjqkv }

where Tjqkt , 1  t  v, represents the metadata of the t-th transaction between ◆jk
and ◆qk , assuming that v is the current number of transactions between the two

instances.

Tjqkt can be represented as follows:

Tjqkt = hreasonjqkt , typejqkt , inst1jqkt , inst2jqkt , successjqkt , startjqkt , f inishjqkt i

where:

– reasonjqkt denotes the reason causing the transaction, chosen among a set of

default values.

– typejqkt indicates the transaction type (e.g., unicast, multicast, and so forth).

– inst1jqkt and inst2jqkt denote the two instances involved in Tjqkt . Observe

that a transaction between ◆jk and ◆qk could be part of a longer path whose

source and/or target nodes could be di↵erent from ◆jk and ◆qk . In principle,

the source and/or the target nodes of a transaction could belong to an IoT

di↵erent from Ik . In this last case, it is necessary to reach Ik from the source,

and/or to reach the target from Ik , through one or more cross nodes, if pos-

sible.

– successjqkt denotes if the transaction succeeded.

– startjqkt is the timestamp associated with the beginning of the transaction.

– f inishjqkt is the timestamp associated with the end of the transaction (its

value is NULL if Tjqkt failed).

In our model, the direction of a transaction is not considered. Furthermore, the

parameter v, i.e., the number of transactions for each pair of instances, varies

when moving from a pair of instances to another.

Observe that we have made our model powerful enough to represent and handle

all the transactions between two instances of each IoT. Having all these detailed

historical data at disposal could help the analysis of the real “social” behavior

of each object. Furthermore, these data could be exploited in many applications;

think, for instance, of the computation of the trust and reputation of each ob-

ject, the investigation of objects with similar or complementary behaviors, and

so forth. On the other hand, maintaining a full history of transactions may be

very expensive and useless in many real life applications; in some cases, suitable

data summarizations could be enough. As a consequence, when passing from the
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abstract model definition to real life applications, the transaction representation

could be removed, extended or restricted on the basis of a tradeo↵ between costs

and benefits for the current application.

We are now able to define the set of the operational metadataMDO
jk of an instance

◆jk of Ik . Specifically, let ◆1k , ◆2k , . . . , ◆wk
be all the instances belonging to Ik . Then:

MDO
jk =

[

q=1..w,q,j

MDO
jqk

In other words, the set of the operational metadata of an instance ◆jk is given by

the union of the sets of the operational metadata of the transactions between ◆jk and

all the other instances of Ik .
Given an instance ◆jk , relative to an object oj and an IoT Ik , we define the meta-

data MDjk of ◆jk as:

MDjk = hMDD
j ,MDT

j ,MDO
jk
i

In other words, the descriptive and the technical metadata of an instance ◆jk coin-

cide with the ones of the corresponding object oj . Instead, the operational metadata

of ◆jk is a subset of the operational metadata of oj that comprise only those ones

regarding the transactions, which ◆jk is involved in.

It is possible to associate a graph:

Gk = hNk,Aki

with Ik . Here, Nk indicates the set of the nodes of Ik . There is a node njk for each

instance ◆jk of an object oj in Ik . Ak denotes the set of the edges of Ik . There is an edge

ajqk = (njk ,nqk ) if there exists a link between the instances ◆jk and ◆qk of the objects oj

and oq in the IoT Ik .
Also the overall MIoTM can be represented as a graph:

M = hN,Ai

Here:

• N =
Sm

k=1Nk ;

• A = AI [AC , where:

– AI =
Sm

k=1Ak ;

– AC = {(njk ,njq )|njk 2Nk,njq 2Nq,k , q}; observe that njk and njq are the nodes

corresponding to the instances ◆jk and ◆jq of the object oj in Ik and Iq.

In other words, an MIoTM can be represented as a graph whose set of nodes is

the union of the sets of nodes of the corresponding IoTs. The set A of the arcs ofM
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consists of two subsets, AI and AC . AI is the set of the inner arcs of M and is the

union of the sets of the arcs of the corresponding IoTs. AC is the set of the cross arcs

of M; there is a cross arc for each pair of instances of the same object in di↵erent

IoTs. We call:

• i-edge an edge ofM belonging to AI ;

• c-edge an edge ofM belonging to AC ;

• c-node a node ofM involved in at least one c-edge;

• i-node a node ofM not involved in any c-edge;

• c-object an object having at least one pair of instances whose corresponding

nodes are linked by a c-edge; clearly, any object with at least two di↵erent in-

stances is a c-object.

It is worth pointing out that, as mentioned in the Introduction, there is a strict

correlation between the MIoT paradigm and the concept of Social Internetworking

System (hereafter, SIS) already presented in the literature [87]. In particular: (i) the

concept of c-edges shares several features with the one of “me”-edge in a SIS; (ii) the

concept of c-node is similar to the one of bridge in a SIS; (iii) a c-object corresponds

to a user joining more social networks.

8.2.1 An example of an MIoT

Since the MIoT paradigm is new, in the Internet there is no known case study or

real example about it yet. As a consequence, to provide the reader with an example,

and, at the same time, to have a testbed for our experiments, we constructed anMIoT

starting from some open data about things available on the Internet. In particular, we

derived our data from Thingful [9]. This is a search engine for the Internet of Things,

which allows us to search among a huge number of existing things, distributed all

over the world. Thingful also provides some suitable APIs allowing the extraction of

all the data we are looking for.

In order to construct our MIoT, we decided to work with 250 things whose data

was derived from Thingful. Given the huge number of things available in Thingful, it

could appear that the number of things composing our testbed is excessively limited.

However, we observe that:

• This was the first attempt to construct a real MIoT and, then, it was extremely

important for us to have a full control of it in order to verify if we were proceed-

ing well. A full human control with a much higher number of nodes was not

possible.

• We wanted to fully analyze the behavior, the strengths and the weaknesses of

our crawler and to understand, step by step, its way of operating vs the ones of
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other crawlers. Again, a full human verification of these aspects was not possible

with a larger testbed.

• As it will be clear in the following, our approach to obtaining the testbed is fully

scalable. As a consequence, an interested researcher can apply it to construct a

much larger testbed, if necessary.

We considered three dimensions of interest for our MIoT, namely:

a. Category: It specifies the application field which a given thing operates in. The

categories we have chosen were five, namely home, health, energy, transport, and

environment. Each category originated an IoT. Each thing was assigned to exactly

one category.

b. Coastal distance: It specifies the coastal distance (i.e., the distance from any sea,

lake or river) of each thing. The distance values we have set were:

• near, for things distant less than 20 kilometres from the coast, for the cate-

gories environment and energy, and less than 5 kilometres, for the other three

categories;

• mid, for things whose minimum distance from the coast was between 20 and

105 kilometres, for the categories environment and energy, and between 5 and

25 kilometres, for the other three categories;

• far, for things whose minimum distance from the coast was higher than 105

kilometres, for the categories environment and energy, and higher than 25

kilometres, for the other three categories.

An IoT was created for each distance value. The di↵erent coastal distance values

for environment and energy, on the one hand, and for the other three categories,

on the other hand, have been determined after having analyzed the distribution

of the involved categories of things against the coastal distance, in such a way

as to produce a uniform distribution of each category of things in the three IoTs

related to the coastal distance dimension.

c. Altitude: it specifies the altitude of the place where the thing is located. The alti-

tude values we have defined were: plain (corresponding to an altitude less than

500 meters), hill (corresponding to an altitude between 500 and 1000 meters),

and mountain (corresponding to an altitude higher than 1000 meters). An IoT

was created for each altitude value.

As a consequence, ourMIoT consists of 11 IoTs.We associated an object with each

thing; therefore, we had 250 objects. In principle, for each object, we could have asso-

ciated an instance for each dimension. However, in order to make our testbed closer

to a generic MIoT, representing a real scenario, where it is not said that all the ob-

jects have exactly the same number of instances, we decided not to associate three
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IoT Number of instances

a.home 22

a.health 22

a.energy 22

a.transport 22

a.environment 22

b.near 14

b.mid 38

b.far 53

c.plain 44

c.hill 50

c.mountain 6

Table 8.1: Number of instances present in the IoTs of our MIoT

instances with each object. Instead, we associated only one instance (distributed uni-

formly at random among the three dimensions, and based on the features of the

things of the IoTs of a given dimension) to 200 of the 250 objects. Analogously, we

associated two instances (distributed by following the same guidelines mentioned

above) to 35 of the 250 objects. Finally, we associated three instances, one for each

possible dimension, to 15 of the 250 objects. At the end of this phase, we had 315

instances, distributed among the 11 IoTs of our MIoT as shown in Table 8.1.

To complete our MIoT and its network representation, we had to define a pol-

icy to create i-edges. In fact, it was clear that our MIoT should have had a node for

each instance and a c-edge for each pair of instances referring to the same object.

Therefore, the last decision regarded how to define i-edges. Given our scenario, it ap-

peared reasonable to consider distances among things as the leading parameter for

the creation of i-edges. To carry out this last task, we have preliminarily computed

the distribution of the number of connected components possibly created from our

instances against the maximum possible distance. Obtained results are reported in

Figure 8.2. Based on this figure, in order to obtain a balanced number of connected

components, we decided to connect two instances of the same IoT if the distance of

the corresponding things was lesser than 1000 kilometres.

After this last choice, our MIoT was fully defined. In order to help the reader to

mentally portray it, in Figure 8.3, we provide a graphical representation.
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distance (Km)

Fig. 8.2: Distribution of the number of connected components of the instances of our

MIoT against distances

Fig. 8.3: Graphical representation of our MIoT

8.2.2 Why using the MIoT paradigm?

In the Introduction, we have specified that the MIoT paradigm goes in the direction

suggested by some authors, who observe that it is no longer possible to think of a

single global Internet of Things [54].

In this section, we present a case study aiming at comparing the classical vision

of a unique global Internet of Things with the new MIoT-based vision of multiple

networks connected to each other through cross nodes and cross edges.

First, we must clarify that a slavish comparison between the previous vision of

IoT and the MIoT-based vision is not possible, because this last paradigm associates
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Fig. 8.4: Our case study

more instances with the same object, one for each network joined by it. By contrast,

the classical global IoT-based vision considers only objects and does not allow the

existence of more instances of the same object. In other words, the global IoT-based

vision returns a coarser model of the involved things and their relationships, inca-

pable of verifying if the same object shows di↵erent features or behaviors in di↵erent

subnetworks of the global network. Vice versa, this verification is not only possible,

but also natural, in the MIoT paradigm. Indeed, it is su�cient to investigate the dif-

ferent features and behaviors of the various instances of the same object in the IoTs

they belong to.

After having made this important premise, which already represents a justifica-

tion of the usefulness of the MIoT paradigm, we start by presenting our case study

by which we aim at showing that the global IoT-based vision can provide imprecise

information about the features and the roles of the corresponding things.

Since the global IoT-based vision does not consider object instances, in this case

study we assume that all the instances of a cross object have beenmerged in a unique

c-node.

With this considerations in mind, let us consider Figure 8.4. Here, we report

a set of nodes each associated with an object. If we consider the global IoT-based

vision, all these nodes form a unique IoT where it is possible to distinguish two

quite separated subnetworks, called S1 and S2 in the figure, connected only thanks

to the object represented by Node 1. If we consider the MIoT-based vision, we have

two IoTs connected, by means of the object represented by Node 1, to form an MIoT.
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Nodes Betweenness Centrality Degree Centrality Closeness Centrality Eigenvector Centrality

1 0.39 (3) 0.19 (4) 0.44 (4) 0.30 (4)

2 0.07 (6) 0.09 (8) 0.41 (5) 0.20 (6)

3 0.00 (11) 0.05 (11) 0.33 () 0.13 (14)

4 0.00 (12) 0.05 (12) 0.33 () 0.13 (15)

5 0.07 (7) 0.14 (6) 0.47 (3) 0.34 (3)

6 0.52 (1) 0.38 (1) 0.48 (2) 0.34 (2)

7 0.01 (9) 0.09 (9) 0.34 () 0.19 (7)

8 0.01 (10) 0.09 (10) 0.34 () 0.19 (8)

9 0.04 (8) 0.14 (7) 0.37 (6) 0.23 (5)

10 0.0 (13) 0.04 (13) 0.35 (9) 0.13 (10)

11 0.0 (14) 0.04 (14) 0.35 (10) 0.13 (11)

12 0.0 (15) 0.04 (15) 0.35 (11) 0.13 (12)

13 0.0 (16) 0.04 (16) 0.35 (12) 0.13 (13)

14 0.48 (2) 0.38 (2) 0.52 (1) 0.49 (1)

15 0.35 (4) 0.23 (3) 0.35 (7) 0.11 (16)

16 0.0 (17) 0.05 (17) 0.26 (17) 0.03 (19)

17 0.0 (18) 0.05 (18) 0.26 (18) 0.03 (20)

18 0.0 (19) 0.05 (19) 0.26 (19) 0.03 (21)

19 0.0 (20) 0.05 (20) 0.26 (20) 0.03 (22)

20 0.0 (21) 0.05 (21) 0.26 (21) 0.04 (17)

21 0.18 (5) 0.14 (5) 0.35 (8) 0.15 (9)

22 0.0 (22) 0.05 (22) 0.26 (22) 0.04 (18)

Table 8.2: Betweenneess Centrality, Degree Centrality, Closeness Centrality and

Eigenvector Centrality, and the corresponding ranks, for all the nodes of the case

study of Figure 8.4

Let us focus our attention on this node. Clearly, it is the most important node

of this scenario because it is the only one allowing the communication and the co-

operation between the nodes of the subnetwork S1 and the ones of the subnetwork

S2.

However, if we compute the classical centrality measures for the nodes of this

network, we have that the rank of Node 1 is not very high in any centrality measure

(see Table 8.2). In other words, if we adopt the global IoT-based vision, no centrality

measure is capable of capturing the importance of this node. By contrast, the MIoT

paradigm is capable alone of intrinsically evidencing the key role played by Node 1,

without the need of computing any centrality measure.
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With regard to this last observation, we are also aware that, in a real scenario,

where the IoTs composing an MIoT are many and the number of c-objects is high, it

could be extremely challenging to define a new MIoT-oriented centrality measure.

This should be capable of determining the most relevant nodes in an MIoT taking

also (but not exclusively) into account if they are c-nodes or not. In the future, we

plan to investigate the possibility to define such a measure.

8.3 CDS: a crawler tailored for MIoTs

8.3.1 Motivations underlying CDS

As pointed out in the Introduction, in real cases, when the number of involved things

is huge, in order to investigate the main features of an MIoT and to extract useful

knowledge from its data, a crawling strategy is mandatory. This strategy must be

able to consider not only the instances and their connections in a single IoT (i.e.,

i-nodes and i-edges), but also the instances of the same objects (along with the cor-

responding connections) in di↵erent IoTs (i.e., c-nodes and c-edges). Furthermore, it

must take into consideration that c-nodes and i-nodes have di↵erent nature and that

c-nodes are more important than i-nodes in an MIoT, which implies that it must be

possible to privilege c-nodes over i-nodes, if necessary. Finally, it must allow users to

specify how much c-nodes must be privileged over i-nodes. Observe that this prob-

lem has a correspondence with the one of finding a crawler specifically tailored for

a Social Internetworking Scenario and, therefore, a crawler privileging “me”-edges

over intra-network edges and bridges over intra-network nodes.

In the past, several crawling strategies operating in a single network (and, there-

fore, in a single IoT) have been proposed. Among them, three very popular ones are

Breadth First Search (BFS, for short), Random Walk (RW, for short) and Metropolis-

Hastings Random Walk (MH, for short). BFS implements the classical Breadth First

Search visit. RW selects the next node to visit uniformly at random among the neigh-

bors of the current node. Both BFS and RW tend to favor power nodes (i.e., nodes

having high outdegrees). As a consequence, both of them present bias in some net-

work parameters [221]. MH is a more recent crawling strategy, conceived to unfavor

power nodes in such a way as to remove the bias, in BFS and RW, caused by their

tendency to favor this kind of node. It was shown that MH performs very well in a

single network [166], especially for the estimation of the average degree of nodes.

At each iteration, MH randomly selects a node nj from the neighbors of the current

node ni . Then, it randomly generates a number p, belonging to the real interval [0,1].

If p  outdeg(ni )
outdeg(nj )

, where outdeg(ni ) and outdeg(nj ) are the outdegrees of ni and nj , it

selects nj as the new current node. Otherwise, it maintains ni as the current node.
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The higher the outdegree of a node, the higher the probability that MH discards it.

The way of proceeding of MH has been specifically conceived to reach the goal of

disfavoring high-degree nodes in such a way as to remove the bias caused by them,

as explained above.

In the past, BFS, RW and MH were deeply studied for single networks and it was

found that none of them is always better than the other ones. However, no investiga-

ton about the application of these strategies in a set of related IoTs (of which, SIoTs

and MIoTs are specific cases) has been carried out. Thus, there is no evidence that

they are still valid in this new context. Rather, it is easy to foresee that they will show

some weaknesses, since they do not take into account the main actors of related IoTs,

i.e., the instances of the same things in di↵erent IoTs and their connections (which

represent c-nodes and c-edges in the MIoT paradigm).

We expect that these instances and their connections play a crucial role in crawl-

ing a set of related IoTs, since they allow di↵erent IoTs to be crossed, thus evidencing

the main actors of related IoTs, i.e. c-nodes and c-edges, allowing their interconnec-

tions. These nodes and edges are not “standard” ones, due to their role. As shown in

Section 8.2.2, we cannot see a set of related IoTs just as a unique huge IoT. By con-

trast, its nature, specificities and behavior must be strongly considered by a crawling

strategy that aims to be e↵ective and e�cient for a set of related IoTs.

As it will be described in the next section, this original intuition has been fully

confirmed by our experimental campaign, which clearly highlights the drawbacks

of BFS, RW an MH when passing from a single IoT to a set of related IoTs.

8.3.2 Description of CDS

In the design of CDS, we start by analyzing some aspects limiting BFS, RW and MH

in a set of related IoTs (and, therefore, also in an MIoT), in such a way as to overcome

them.

BFS performs a Breadth First Search of a local neighborhood of the current node.

Now, the average distance between two nodes of a single IoT is generally less than

the one between two nodes of di↵erent IoTs. In fact, to pass from an IoT to another,

it is necessary to cross a c-node and, since, in real cases, c-nodes are (much) less

numerous than i-nodes, it could be necessary to generate a long path before reaching

one of them. As a consequence, the local neighborhood considered by BFS includes

one or a small number of IoTs.

To overcome this problem, a Depth First Search, instead of a BFS, could be per-

formed. For this purpose, the way of proceeding of RW and MH should be included

in our crawling strategy. However, since, generally, there is a limited number of c-

nodes in an IoT, the simple choice to go in-depth blindly does not favor the crossing
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from an IoT to another. A solution that addresses the above issues could consist in

the implementation of a “non-blind” Depth-First Search that favors c-nodes in the

choice of the next node to visit. This is exactly the strategy we have chosen, and the

name we give to it, i.e., Cross Node Driven Search (CDS, for short), clearly reflects

its way of proceeding.

Observe that this problem has a correspondence with the one of finding a crawler

specifically tailored for a Social Internetworking Scenario and, therefore, a crawler

privileging “me”-edges over intra-network edges and bridges over intra-network

nodes.

However, following exactly the strategy mentioned previously would make it im-

possible to explore (at least partially) the neighborhood of the current node because

the visit would proceed in-depth very quickly and, as soon as a c-node is encoun-

tered, there is a cross to another IoT. The overall result of this strategy would be

an extremely fragmented crawled sample. To avoid this problem, given the current

node, our crawling strategy explores a fraction of its neighbors before performing an

in-depth search of the next node to visit.

To formalize our crawling strategy, we need to introduce the following parame-

ters:

• inf (i-node neighbors fraction). It represents the fraction of the i-node neighbors

of the current node that should be visited. It ranges in the real interval (0,1].

When inf tends to 1, CDS behaves as BFS. By contrast, when inf tends to 0, CDS

behaves as MH and RW1. In all these cases, CDS inherits all the strengths and the

weaknesses of the corresponding strategies. Intermediate values of inf, suitably

determined (see Section 8.3.3), allow CDS to maximize the pros and to minimize

the cons of BFS, RW and MH.

• cnf (c-node neighbors fraction). It represents the fraction of the c-node neigh-

bors of the current node that should be visited. It ranges in the real interval

(0,1]. It allows the tuning of the number of IoT crossings performed by CDS.

The higher its value, the higher this number. Clearly, an excessive number of

crossings could return a sample involving many IoTs of the MIoT but with a

very little number of connections between each pair of IoTs. This could cause,

in the Multiple-Network context, the same problem caused by RW in the Single-

Network scenario. As a consequence, also for this parameter, a tradeo↵ is neces-

sary.

1 To be extremely accurate and precise, this is true if the parameter cnf (that we introduce

below) is fixed to 1, in case we want to visit the whole MIoT, or to 0, in case we want to

restrict our visit to just one IoT of the MIoT.
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For instance, in a configuration where inf = 0.15 and cnf = 0.30, CDS visits 15%

of the i-node neighbors of the current node and 30% of the c-node neighbors of the

current node.

We are now able to formalize our crawling strategy. We report its pseudocode in

Algorithm 1.

CDS receives: (i) an MIoT M, consisting of m IoTs; (ii) a non-negative integer

nit , denoting the number of iterations that must be still performed; (iii) cnf and inf ;

(iv) three sets of nodes, called SeenNodes, V isitedNodes and V isitedCNodes, whose

semantics will be clear in the following. It returns SeenNodes and V isitedNodes

after having updated them.

It exploits: (i) a function I(n) returning the number of i-node neighbors of the

node n; (ii) a function C(n) returning the number of c-node neighbors of the node

n; (iii) two support nodes v and w; (iv) a support real number p in the real interval

[0,1]; (v) a support counter c; (vii) a support queue NodeQueue of nodes.

First CDS selects a seed node s (not already present in the listV isitedNodes of the

nodes already visited) fromM uniformly at random, and inserts it in NodeQueue.

Then, it starts a cycle that ends when the number nit of iterations to be still per-

formed is 0.

During each iteration, CDS extracts a node v from NodeQueue and inserts it in

V isitedNodes. At the same time, it inserts all the node neighbors of v in the list

SeenNodes.

At this point, it computes C(v) to verify if there exist c-node neighbors of v. In

the a�rmative case, it clears NodeQueue2 and starts to examine these nodes until

to either the number of examined c-nodes reaches the maximum value established

through cnf or there are no available iterations.

During each of these internal iterations, CDS selects a node w, among the c-node

neighbors of v not already present in the set V isitedCNodes of the already visited c-

nodes; the selection of w is performed uniformly at random. Then, it generates a real

number p in the range [0,1] uniformly at random. If p  C(v)+I(v)
C(w)+I(w) , then w is inserted

in bothNodeQueue and V isitedCNodes, c is increased of 1 and nit is decreased of 1.

Note that the last condition implements the strategy of MH into CDS, in such a way

as to let CDS to inherit the pros of MH.

After having processed the c-node neighbors of v, CDS starts to process the i-

node neighbors of v in an analogous way. In particular, it selects a node w among

the i-node neighbors of v uniformly at random. Then, it generates a number p in the

2 Observe that this task is performed to privilege c-nodes over i-nodes and to favor crossings

from one IoT to another. Indeed, if NodeQueue would have not been cleared, there was the

risk to remain in the same IoT or, in any case, to visit a very small number of IoTs.
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Algorithm 1 CDS
Notation We denote by I(n) a function returning the number of i-node neighbors of the node n and by C(n) a function

returning the number of c-node neighbors of n.

Input M: anMIoT composed ofm IoTs; nit : a non-negative integer; cnf , inf : a real number in the range [0,1]; SeenNodes,

VisitedNodes, VisitedCNodes: a set of nodes

Output SeenNodes; VisitedNodes;

Variable v,w: a node

Variable p: a real number in the range [0,1]

Variable c: an integer number

Variable NodeQueue: a queue of nodes

1: NodeQueue := ;
2: select a seed node s (not already present in V isitedNodes) fromM uniformly at random

3: insert s in NodeQueue

4: while nit > 0 do

5: extract a node v from NodeQueue

6: insert v in VisitedNodes

7: insert all the nodes adjacent to v in SeenNodes

8: if (C(v) � 1) then

9: clear NodeQueue

10: c := 0

11: while ((c < dcnf ·C(v)e)and (nit > 0)) do

12: let w be one c-node neighbor of v not in VisitedCNodes selected uniformly at random

13: generate a number p in the real interval [0,1] uniformly at random

14: if
✓
p  C(v)+I(v)

C(w)+I(w)

◆
then

15: insert w in NodeQueue and in VisitedCNodes

16: c := c +1

17: nit := nit � 1
18: end if

19: end while

20: end if

21: if (I(v) � 1) then

22: c := 0

23: while ((c < dinf · I(v)e)and (nit > 0)) do

24: let w be one of the i-node neighbors of v selected uniformly at random

25: generate a number p in the real interval [0,1] uniformly at random

26: if
✓
p  I(v)

I(w)

◆
then

27: insert w in NodeQueue

28: c := c +1

29: nit := nit � 1
30: end if

31: end while

32: end if

33: if ((nit > 0) and (NodeQueue = ;)) then
34: goto 37

35: end if

36: end while

37: if (nit = 0) then

38: return SeenNodes,V isitedNodes

39: else

40: return CDS(M, nit , cnf , inf , SeenNodes, V isitedNodes, V isitedCNodes)

41: end if

=0

real interval [0,1] uniformly at random and, if p  I(v)
I(w) , it inserts w into NodeQueue,

increases c of 1 and decreases nit of 1.
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Iterations 10 20 30 40 50 60 70 80 90 100

Seen nodes 50 78 107 150 165 163 183 187 181 198

Visited nodes 11 21 34 48 59 68 94 102 105 125

IoT Crossings 4 9 14 17 24 24 33 40 30 43

Visited IoTs 5 6 7 9 9 9 10 10 10 10

Table 8.3: Number of seen nodes, number of visited nodes, number of IoT crossings

and number of visited IoTs against the number of iterations performed by CDS

CDS terminates the external cycle started at row 4 when nit = 0 or when there

are no nodes that can be visited starting from the current seed. In the former case, it

returns SeenNodes and V isitedNodes. In the latter case, it recursively calls another

instance of itself in such a way as to re-start all the previous tasks from another seed

node not already visited in the past.

8.3.3 Experimental campaign

We carried out our experiments on the testbed presented in Section 8.2.1. In partic-

ular, we performed two kinds of experiment, namely:

• setting of CDS; in this case, we aimed to choose the most suitable values of the

input parameters of CDS;

• evaluation of CDS; in this case, we compared CDS with BFS, RW and MH to

quantitatively determine its strengths and weaknesses.

In the next subsections, we present each of these experiments.

Setting of CDS

As pointed out in Section 8.3.2, CDS needs three input parameters that can be used

to make it more responsive to our needs. These parameters are: (i) inf , i.e. the i-node

neighbors fraction that should be visited; (ii) cnf , i.e. the c-node neighbors fraction

that should be visited; (iii) nit , i.e. the maximum number of iterations.

We recall that our testbed consists of 315 nodes; 200 of them are i-nodes, whereas

115 of them are c-nodes.

First, we computed the variation of the number of seen and visited nodes, IoT

crossings and visited IoTs against the variation of the number of performed itera-

tions. Obtained results are reported in Table 8.3.

From the analysis of this table, we can see that:
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Fig. 8.5: Trends of the number of seen nodes, visited nodes, IoT crossings and visited

IoTs against the number of iterations performed by CDS (trends are separated in the

first two graphs and put together in the last one)

• after 20 iterations, 24.76% of all nodes are seen, 6.67% of all nodes are visited

and 54.55% of IoTs are visited;

• after 50 iterations, 52.38% of all nodes are seen, 18.73% of all nodes are visited

and 81.81% of IoTs are visited;

• after 70 iterations, 58.10% of all nodes are seen, 29.84% of all nodes are visited

and 90.91% of IoTs are visited;

• after 100 iterations, 62.85% of all nodes are seen, 39.68% of all nodes are visited

and 90.91% of IoTs are visited.

Taking into account these observations, as well as the trends of the corresponding

measures reported in Figure 8.5, we observe that setting the number of iterations to

70 (or, more formally, setting nit = 0.22·|N |) is a good trade-o↵ between the capability

of sampling the highest possible number of the MIoT nodes and the e↵ort required

to perform this task.

After having set nit = 70, we computed the variation of the number of seen and

visited nodes, IoT crossings and, finally, visited IoTs against the variation of the val-

ues of inf and cnf . In particular, we considered five possible values of inf (i.e.,

inf = 0, inf = 0.25, inf = 0.50, inf = 0.75, and inf = 1) and five possible values of

cnf (i.e., cnf = 0, cnf = 0.25, cnf = 0.50, cnf = 0.75, and cnf = 1). Obtained results

are reported in Table 8.4.

From the analysis of this table, we can see that the best values for the four pa-

rameters are found when inf is low and cnf is high. This is totally in line with the

semantics of these two coe�cients, as well as with the role that they play in CDS. In

particular, we observe that, if we consider the four parameters overall, the best pair

of values is inf = 0.25 and cnf = 0.75.

Evaluation of CDS

In this experiment, we compared CDS with BFS, RW and MH. In this activity, the

first preliminary task was to find reasonable metrics for evaluating the performances
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Seen nodes

inf = 0 inf = 0.25 inf = 0.50 inf = 0.75 inf = 1

cnf = 0 152 144 159 132 161

cnf = 0.25 200 178 201 212 171

cnf = 0.50 189 183 206 196 170

cnf = 0.75 199 212 204 172 204

cnf = 1 208 174 181 181 194

Visited nodes

inf = 0 inf = 0.25 inf = 0.50 inf = 0.75 inf = 1

cnf = 0 55 55 56 54 56

cnf = 0.25 64 61 65 65 62

cnf = 0.50 65 64 70 67 63

cnf = 0.75 71 70 69 62 70

cnf = 1 70 63 66 65 68

IoT crossing

inf = 0 inf = 0.25 inf = 0.50 inf = 0.75 inf = 1

cnf = 0 23 20 22 19 24

cnf = 0.25 29 26 31 31 26

cnf = 0.50 30 28 36 32 37

cnf = 0.75 36 37 34 26 35

cnf = 1 35 25 29 29 33

Visited IoTs

inf = 0 inf = 0.25 inf = 0.50 inf = 0.75 inf = 1

cnf = 0 9 8 8 8 10

cnf = 0.25 10 9 10 10 9

cnf = 0.50 9 9 10 9 9

cnf = 0.75 9 10 10 9 10

cnf = 1 10 9 9 9 9

Table 8.4: Number of seen nodes, visited nodes, IoT crossings and visited IoTs against

the variation of inf and cnf

of crawlers that operate on a set of related IoTs. For this purpose, first we extended to

the Multiple-Network context the metrics designed for evaluating the performances

of crawlers that operate on a Single-Network context. Then, we introduced some

other metrics specific for a set of related IoTs.

This section illustrates all our e↵orts in this direction and the results we have ob-

tained. Specifically, it is organized in three subsections. The first presents our basic

evaluation measures. The second describes a combined evaluation measure intro-

duced by us. Finally, the last presents the results of the test that we have performed

by means of these measures.

Basic evaluation measures
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The basic evaluation measures that we designed for our experimental campaign

are the following:

• Cross Node Ratio (CNR): This is a real number, in the interval [0,1], defined as

the ratio of the number of crawled c-nodes to the number of all the c-nodes of

the MIoT.

• IoT Crossings (IC): This is a non-negative integer and denotes how many times

the crawler switches from one IoT to another.

• Visited IoTs (VI): This is a positive integer and measures how many di↵erent IoTs

are visited by the crawler.

• Unbalancing (UB): This is a non-negative real number defined as the standard

deviation of the fraction of nodes discovered for each IoT w.r.t. the overall num-

ber of nodes discovered in the sample. UB ranges from 0, corresponding to the

case in which each IoT is sampled with the same number of nodes, to a maxi-

mum value, corresponding to the case in which all sampled nodes belong to the

same IoT.

• Degree Bias (DB): This is a real number defined as the root mean squared error,

for each IoT of the MIoT, of the average node degree estimated by the crawler

and the one estimated by MH, which is considered the best crawling strategy for

the estimation of the degree of a network node in the literature [221, 166]. If the

crawled sample does not cover one or more IoTs, then these are not considered

in the computation of DB.

If we consider the parallelism between MIoTs and Social Internetworking, we

have that, in a Social Internetworking System: (i) CNR would return the ratio of the

number of bridges discovered to the number of all the nodes in the sample; (ii) IC

would measure how many times the crawler switches from one social network to

another; (iii) V I would return how many di↵erent social networks are visited by the

crawler; (iv) UB would represent the standard deviation of the percentages of nodes

discovered for each social network w.r.t. the overall number of nodes discovered

in the sample; (v) DB would denote the root mean squared error, for each social

network of the SIS, of the average node degree estimated by the crawler and the one

estimated by MH.

As for CNR, IC and V I , the higher their value, the higher the performance of the

crawling strategy. By contrast, as far as UB and DB are concerned, the lower their

values and the higher the performance of the crawling strategy. Observe that V I al-

lows the evaluation of the crawler’s capability of covering many IoTs of the MIoT.

With regard to this measure, a further consideration is in order. Indeed, one could

think that a fair crawling strategy should sample di↵erent IoTs proportionally to
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their respective overall size. Actually, this crawler behavior could result in incom-

plete samples in case of a high variance of these sizes. In fact, it could happen that

some small IoTs would be not represented, or would be insu�ciently represented, in

the sample. CNR and IC are related to the coupling degree of the IoTs of the MIoT,

whereas DB is related to the average degree.

A combined evaluation measure

Besides some separatedmetrics, each capturing an important aspect of the crawl-

ing strategy, it is certainly important to define a synthetic measure capable of cap-

turing a sort of “overall” crawler behavior. Furthermore, this overall measure should

allow users to tune the importance of the five metrics in it, which could be di↵erent

in di↵erent application cases. A reasonable way to do this consists in defining the

overall metric as a linear combination of the five ones introduced above, where the

coe�cients reflect the importance that users want to associate with them. We call

Overall Crawling Quality (OCQ, for short) this measure and define it as:

OCQ = wCNR · CNR
CNRmax

+wIC · IC
ICmax

+wVI · V I
V Imax

+wUB · (1� UB
UBmax

) +wDB · (1� DB
DBmax

)

Here, CNRmax, ICmax, V Imax, UBmax and DBmax are the upper bounds of CNR, IC,

V I , UB and DB, which, in a comparative experiment, can be set to the maximum

value obtained by the crawlers into consideration. Furthermore, wCNR, wIC , wVI ,

wUB and wDB are real numbers belonging to the interval [0,1] such that their overall

sum is 1.

Before reasoning about the possible values of the five weights of OCQ, we point

that the defined metrics are not completely independent of each other. In fact, if

CNR = 0, then IC and V I are also 0. Furthermore, the value of CNR influences

the values of both V I and UB. As a consequence, it is reasonable to assign di↵erent

weights to the five metrics by associating the highest weights with the most influen-

tial ones. To perform this task, we defined an algorithm that is based on the Kahn’s

approach for topological sorting of graphs [202]. This algorithm uses a data struc-

ture called Metric Dependency Graph. This graph has a node ni for each metric Mi ;

there exists an edge from ni to nj if the metric Mi influences the metric Mj . Each

node has associated a weight. Initially all the node weights are set to 0.20 (see Figure

8.6). Our algorithm starts from a node with no outgoing edges and splits the corre-

sponding weight (in equal parts) between itself and the nodes it depends on. Clearly,

if a node has no incoming edge, it maintains its weight. After the split of the weight,

our algorithm removes all the incoming edges from the corresponding nodes and

repeats the previous tasks until all the nodes of the graph have been processed.
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Fig. 8.6: Our Metric Dependency Graph

It is worth pointing out that the node processing order could be not unique, if

there exists more than one node with no outgoing edges. However, it is possible to

prove that the final metric weights returned by our algorithm do not depend on the

adopted node processing order.

It is possible to formalize the previous algorithm in a closed formula allowing us

to compute the weight wi associated with each node ni of the Metric Dependency

Graph. In particular, we have:

wi =
1

1+indeg(ni )
·
✓
w+

P
nj2OSet(nj )

wj

◆

P5
k=1wk

Here, indeg(ni ) is the indegree of ni ,w is a number representing the initial weight

of ni (that, in our case, is 0.20 for all the five nodes) and OSet(nj ) is the set of the

nodes reachable from nj through its outgoing edges. This formula indicates that wi

consists of two components; the former is the initial weight w; the latter represents

the weight gained by ni thanks to the fact that other nodes depend on it. In turn,

ni splits its weight among the nodes it depends on and itself; this is handled by the

term 1 + indeg(ni ). The denominator of the formula is used to normalize wi in the

interval [0,1].

By applying the previous formula to our five metrics we obtained the following

weight values: wCNR = 0.45, wIC = 0.18, wVI = 0.07, wUB = 0.10 and wDB = 0.20.

Test results

We are now ready to analyze the performances of CDS, BFS, RW and MH when

applied on an MIoT. For this activity, we used the testbed described in Section 8.2.1.

We applied BFS, RW and MH to each MIoT by regarding it as a unique graph. Fur-

thermore, in order to make the MIoT graph totally compliant with the inputs clas-

sically received by BFS, RW and MH, we considered a “condensed version” of the

MIoT graph by putting just one node for each c-object. We run CDS with inf = 0.25

and cnf = 0.75, which, as pointed out in Section 8.3.3, are the parameter settings that
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CDS BFS RW MH

CNR 0.211 0.064 0.057 0.053

IC 9.133 6.400 2.333 2.333

V I 27.000 10.933 7.467 7,467

DB 3.476 0.844 0.026 0

UB 0.142 0.269 0.236 0.199

Table 8.5: Values of the five metrics obtained by CDS, BFS, RW and MH

guarantee the maximum number of IoT crossings. We report the obtained results in

Table 8.5.

We recall that the higher the values of CNR, IC and V I and the lower the values

of DB and UB, the better the performances of the strategies into examination.

From the analysis of Table 8.5, we can observe that, as far as CNR, IC, V I and

UB are concerned, CDS outperforms BFS, RW and MH. For instance, the value of

CNR obtained by CDS is about 230% (resp., 273%, 296%) better than the one of BFS

(resp., RW, MH).

The only metric for which CDS shows a worse performance than the other strate-

gies isDB. In fact, as for this metric, the value obtained byMH is 0. This was expected

because DB is measured having the value of MH as the reference one since, in the

literature, it is well known that MH guarantees the best Degree Bias among all crawl-

ing strategies [221, 166]. BFS and RW obtain values of DB near to the ones of MH,

whereas CDS shows the worst performance, even if it is still acceptable. The results

obtained by CDS for DB were also expected because the purpose of this crawler is

to privilege c-nodes over i-nodes. As a consequence, when a c-node is encountered,

the node queue is cleared (see Line 4 in Algorithm 1) in such a way as to stimulate

the IoT crossings and, ultimately, the visit of c-nodes, which is the main objective of

our crawler. Clearing the node queue produces a distortion because several nodes di-

rectly connected to the current one will not be put in the set of visited nodes. In turn,

this produces an e↵ect in the degree bias and, ultimately, the worst performance of

CDS, as far as the value of DB is concerned. However, observe that these results are

obtained with the default configuration of CDS (i.e., inf = 0.25 and cnf = 0.75). Ac-

tually, if necessary, it is possible to configure CDS in such a way that it behaves as

RW and MH, which present the best values of DB. In fact, as seen in Section 8.3.2,

this behavior can be obtained by making inf tend to 0.

Since there is one parameter for which CDS shows the worst results w.r.t. the

other three crawlers, it is particularly important the computation of the values of

OCQ, because this parameter summarizes the overall performance of the crawlers
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CDS BFS RW MH

Configuration A 0.695 0.433 0.383 0.409

Configuration B 0.747 0.410 0.399 0.407

Table 8.6: Values of OCQ obtained by CDS, BFS, RW and MH for the two weight

configurations into examination

into examination. We computed the values of OCQ for both the configuration that

sets all the metric weights to 0.20 (we call it “Configuration A” in the following) and

the one that takes the parameter dependencies into account (wCNR = 0.45, wIC =

0.18, wVI = 0.07, wUB = 0.10 and wDB = 0.20 - we call it “Configuration B” in the

following). In Table 8.6, we report the obtained results (we recall that the higher the

value of OCQ and the better the performance of the corresponding crawler).

From the analysis of this table we can observe that, in both cases, CDS outper-

forms BFS, RW andMH. Interestingly, in the configuration taking the Metric Depen-

dency Graph into account, CDS obtains even better results than in the other one.

In our opinion, these results clearly evidence that, in an MIoT scenario:

• The crawling strategies defined for single networks do not perform well because

they do not consider the important di↵erences existing between c-nodes and i-

nodes and between c-edges and i-edges.

• A cross node centered crawler, like CDS, shows very satisfying results and, cer-

tainly, indicates a way to go for further crawler strategies specifically designed

to operate on a set of related IoTs.

8.4 Analytical discussion

In this section, we propose an analytical discussion aiming at comparing our model

and approach with other, more or less conventional, ones. We start by observing that,

in the last years, the interest and the attention towards IoTs and sensor networks are

enormously increased. This has led, and is currently leading, to a large variety of

models and approaches. Some, very common and particularly interesting, families

of approaches that can be recognized are the ones based on:

• fuzzy logic;

• neural networks;

• hierarchical models.

In the following, we present a comparison between our approach and each of

these families.



132 8 A new model to represent smart objects in multiple environments

Fuzzy logic based approaches allow the possibility that a thing belongs to more

sets simultaneously [220, 290, 320, 43]. Also in our model, an object can belong

to more IoTs, thanks to its instances. However, di↵erently from fuzzy logic based

approaches, in our case, when there is the instance of an object in an IoT, this means

that the object surely belongs to that IoT. Instead, in fuzzy logic based approaches,

an object belongs to a given IoT with a certain plausibility.

Neural network based approaches can exploit the potentialities of a highly dynamic

structure, such as neural network [110, 308]. The dynamism of the support data

structure certainly represents an analogy with our approach, which is based on an

equally dynamic structure, i.e. social network. However, even if these two support

data structures are graph based, they have totally di↵erent objectives. Indeed, neural

networks are well suited for performing classifications and for handling non-linear

scenarios. Social Networks are centered on node cooperation, node centralities and

information di↵usion. Furthermore, in an MIoT, there is no need to handle non-

linearity.

Hierarchical approaches are certainly a bit more di↵erent from the MIoT paradigm

than the other two families considered above [236, 357]. In fact, they mainly aim

at detecting (more or less) hidden relationships among objects at di↵erent abstrac-

tion levels. Even if such a family of approaches is quite far from the current MIoT

paradigm, it could represent a good starting point for an evolution of our model. In-

deed, the current MIoT architecture consists of only two levels of control. Increasing

the hierarchy length and, therefore, the granularity level, would allow the definition

of more instances of one object in the same IoT, which could provide our model with

a higher refinement capability.

Finally, to the best of our knowledge, the approach most similar to ours is the

one described in [107]. In fact, analogously to what happens in an MIoT, in this ap-

proach an object is described by means of an ennuple. This choice allows an ordered

representation of an object, its activities and its instances. However, very di↵erently

from our approach, the one of [107] models data coming from an IoT as a big data

stream. This forces a kind of sampling allowing only the registration of the proba-

bility that a given object is in a given condition or in a given place. Interestingly, the

approach of [107] provides the user with a strong support for data cleaning and inte-

gration. Instead, the MIoT paradigm does not address this issue because it assumes

that cleaning and integration tasks have been performed before the construction of

the MIoT graph.
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8.5 Related work

Several years have passed since the IoT paradigm was introduced [52, 55, 265, 295].

During this period, the term “Internet of Things – IoT” has been associated with a

huge variety of concepts, technologies and solutions. For instance, in the last few

years, new technologies, such as Big Data [99] and Social Networking, have been

applied to IoT and have changed, and are currently changing, the very definition

of this term. What IoT will become in the future depends on the evolution of these

technologies [355].

The current research on IoT focuses on the capability of connecting every ob-

ject to the Internet. This way of thinking IoT led to the Web of Things (hereafter,

WoT) paradigm [175, 174, 193] and to the application of Social Networking to the

IoT domain [54]. In the next future, these technologies will be combined with other

ones, such as Information Centric Networks [339, 389, 390, 47, 302, 48, 293] and

Cloud [133, 349, 207]. As a matter of fact, the strengths of these last ones are ex-

actly the features necessary to overcome the weaknesses of the current IoT concept

[380]. Some examples of this combination can be already found in the literature

[150, 172, 364, 363].

Significant e↵orts have been made to apply the Social Networking ideas to the

IoT domain. Actually, the implementation of reliable IoTs [53] passes through the

definition of a complex architecture capable of managing services. In this research

direction, the authors of [294] propose CASCOM, a model devoted to simplify the

interaction between consumers and data in an IoT context. It is also necessary that

this complex architecture enables a complete connectivity among things [220], guar-

antees quick reactions to frequent state variations and, finally, ensures a good scala-

bility.

Furthermore, as IoT is based on the Internet, it must address the same security

issues characterizing this network [199]. Therefore, the development of new archi-

tectures capable of fulfilling security and privacy requirements is in order [392].

The first attempts to apply Social Networking to the IoT domain can be found

in [173, 275, 218, 189]. In these papers, the authors propose to use human social

network relationships to share services provided by a set of things.

An important step forward is performed in [53], where the SIoT paradigm is in-

troduced. Here, the authors propose an approach to creating relationships among

things, without requiring the owner intervention. Thanks to this idea, things can

autonomously crawl the network to find services and resources of their interest pro-

vided by other things. In [56], the same authors clearly highlight what are the main

strengths of SIoT. Specifically: (i) the SIoT structure can be dynamically modified
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to ensure network navigability and to find new things; (ii) scalability is guaranteed,

like in human social networks; (iii) a level of trustworthiness between things can be

established; (iv) the past social network approaches can be redefined to solve prob-

lems typical of the IoT context [281].

Today, the connection level of humans and things is continuously increasing, so

that it appears reasonable to start to investigate the “network of networks” scenario,

thus passing from Social Networking to Social Internetworking. One of the most in-

teresting attempts in this direction is Social Internetworking System (hereafter, SIS);

it regards the connection of several human networks to form a network of human

networks [87, 276]. The strength of SIS resides in the fact that this structure is capa-

ble of interconnecting users joining di↵erent social networks. In this new scenario,

concepts and tools of Social Network Analysis can be adapted to evaluate the main

features concerning the interactions between users belonging to the same network

or to di↵erent networks. This new paradigm aims at guaranteing a tradeo↵ between

the autonomy of each network of the SIS and the possibility of increasing power,

e�ciency and e↵ectiveness, obtained through the interaction of the networks of the

SIS. To the best of our knowledge, no architecture similar to SIS has been proposed

for networks of things yet.

In [54], the authors point out that there are still several open issues that must be

investigated in the SIoT paradigm. In particular, making things capable of establish-

ing heterogeneous social relationships requires specific investigations and new ap-

proaches. Among them, the most relevant ones for our context are: (i) Defining inter-

objects relationships. This task requires a correct digital representation of a smart

object and the definition of a methodological and technological solution capable of

crawling and discovering other (possibly heterogeneous) objects, with which inter-

actions can be established. (ii) Modeling the new social graphs thus obtained, in such

a way as to characterize them and to define new algorithms for performing their

analysis.

Crawling represents a key issue for the implementation of the IoT paradigm. The

necessity of addressing this issue is mentioned in many papers (e.g., [54, 243, 326,

161, 136], to cite a few). In spite of this high demand, just few papers addressing this

problem can be found in the past literature on IoTs. Most of the approaches proposed

in these papers focus on the creation of search engines conceived to operate on IoT

[243, 246] or, more often, on the Web of Things [354, 113]. In [354], an accurate

survey on this last research area is presented.

In [153], the authors propose a geo-based crawler for IoT aiming at minimizing

inter-site communication costs. Every site uses its own crawler that is provided with

some predefined rules for fetching and parsing the Web. In [136], a framework to
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automatize the search, and the next classification, of services belonging to a digital

health ecosystem, is proposed. This framework exploits both a focused web crawler,

which explores the network, and a social classification system. In [230], the authors

propose an approach aimed at improving the existing web crawlers, when they oper-

ate on IoT, and to catch up the fingerprints of the IoT nodes. This approach is based

on an incremental crawler, which periodically classifies nodes in such a way as to

ensure the highest classification accuracy for the most important ones.

In [227], the crawling problem is approached from a di↵erent perspective. In-

deed, one of the main problems in a network of things is battery consumption. To

avoid it, in most cases, sensors perform a working-sleeping duty cycle. The authors

of [227] model the crawling problem as a scheduling one and define a sleep-aware

schedule method called EasiCrow. This method is well suited to crawl sensors with

an asynchronous sleeping cycle. In [325], the authors, starting from the assumption

that things are becoming the major producers and consumers of data, propose a sys-

tem to extract data from di↵erent sources. Once data has been acquired, this system

provides suitable interfaces allowing both humans and machines to share and dy-

namically search the services of their interest.





9

A proposal to uniformly handle heterogeneous

metadata sources

Metadata have always played a key role in favouring the cooperation and integration of

di↵erent and heterogeneous data sources. With the advent of data lakes the relevance of

such information is growing up because a correct metadata management could represent

one of the key features that can led to success the data lake paradigm. In fact, data lakes

accept and store every data in their raw formats and not to guarantee an e�cient meta-

data management could rapidly drag the data lake into what scientists call Data Swamp,

which can be seen as a disorganized and messy set of information. For this reason, the ne-

cessity to define new models and paradigms for metadata representation and management

appears crucial in the data lake scenario. We propose a new network model to represent

data lakes on which we base di↵erent applications and proposals. In detail, in this Chapter

we describe a new approach that leverages it to give a structure to unstructured sources.

9.1 Introduction

Metadata have always played a key role in favouring the cooperation of heteroge-

neous data sources [129, 74, 303]. This role was already relevant in the past ar-

chitectures (e.g., Cooperative Information Systems and Data Warehouses) but has

become much more crucial with the advent of data lakes [146]. Indeed, in this new

architecture, metadata represent the only possibility to guarantee an e↵ective and ef-

ficient management of data source interoperability. As a proof of this, the main data

lake companies are performing several e↵orts in this direction (see, for instance, the

metadata organization proposed by Zaloni, one of the market leaders in the data

lake field [280]). For this reason, the definition of new models and paradigms for

metadata representation and management represents an open problem in the data

lake research field.

We propose a new metadata model well suited for data lakes. Our model starts

from the considerations and the ideas proposed by data lake companies (in partic-

ular, it starts from the general metadata classification also used by Zaloni [280]).
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However, it complements them with new ideas and, in particular, with the power

guaranteed by a network-based and semantics-driven representation of metadata.

Thanks to this choice, our model can benefit from all the results already found in

network theory and semantics-driven approaches. As a consequence, it can allow a

large variety of sophisticated tasks that the metadata models currently adopted do

not guarantee. For instance, it allows the definition of a structure for unstructured

data, which currently represent more than 80% of available data sources. Further-

more, it allows the extraction of thematic views from data sources [59], i.e., the con-

struction of views concerning one or more topics of interest for the user, obtained

by extracting and merging data coming from di↵erent sources. This problem has

been largely investigated in the past for structured and semi-structured data sources

stored in a data warehouse [336], and this witnesses its extreme relevance.

Metadata are not always provided with data. For this reason, metadata gener-

ation received much attention in the literature. According to [37], metadata rela-

tive to a data source are currently generated by crawlers, by professional metadata

creators, or, finally, by source creators. Generating metadata by means of automatic

crawlers has great advantages, such as low cost and high e�ciency; however, in some

cases, the quality of generated metadata could be poor. In this context, it could be

extremely useful the support of several mechanisms for controlling the quality of

metadata, as well as the aid of metadata professionals, such as catalogers and in-

dexers; these are people who have had a formal training and are e�cient in using

metadata. Generally, they produce high-quality metadata. However, it has been ob-

served that, in some cases, even metadata generated by professionals or by source

authors may have poor quality and might hamper, rather than aid, the usage of

the corresponding sources. This happens because most authors have little previous

knowledge on metadata creation [37].

As pointed out in [288], the widespread adoption of several mechanisms for con-

trolling the quality of metadata witnesses a strong awareness of the importance of

having high-quality metadata at disposal. However, despite the relevance and im-

pact of metadata quality are universally recognized in the literature, there is no

agreement yet on what metadata quality actually means. Obviously, this implies,

among the other things, the impossibility of introducing systematic approaches to its

automatic measurement and enhancement [348]. Metadata quality assurance should

be verified simultaneously to metadata creation [287]. Indeed, poor quality of meta-

data negatively a↵ects the performance of systems using them, and a↵ects the over-

all user satisfaction. Quality assurance procedures are generally complemented by

manual quality review and, if necessary, by the assistance of the technical sta↵ dur-

ing the process of metadata creation. Other mechanisms, such as metadata creation
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guidelines (sometimes embedded into the metadata creation system) and metadata

generation tools, are on the rise.

The great relevance given to the improvement of the metadata quality, is ob-

served in the study presented in [204]. Here, the authors introduce a quality mea-

sure and analyze the metadata quality in the Europeana context over the years. They

observe that the metadata quality improves not only in new collections but also in

the same collection over the years.

As pointed out in [288], in the metadata generation process, accuracy and consis-

tency are prioritized over completeness, whereas the semantics of metadata elements

is perceived to be less important. This, in principle, might be an issue for our ap-

proach, since it strongly relies on semantics; however, the authors of [288] also point

out that semantic overlaps and ambiguities are by far the two most critical factors.

Actually, as our approach exploits thesauruses, string, and semantic similarities to

relate keywords, these negative factors are significantly mitigated.

As for the capability of handling unstructured sources, our approach is provided

with a preliminary step capable of “structuring” unstructured sources, i.e., of (at

least partially) deriving a structure for them. This is possible because our approach

assumes that each unstructured source (e.g., a video, an audio, an image, a text)

has associated a list of keywords describing it1. The “structuring” process is based

exactly on these keywords. This is another main contribution of this study, which,

generally speaking, allows the unstructured sources to be uniformly handled as the

structured and the semi-structured ones.

With regard to this aspect, some clarifications of what we intend with the terms

“structured” and “semi-structured” sources are in order. In particular, we use these

terms as they are generally adopted in databases and information systems research

field. Here, a structured source consists of some concepts, each having a precise set

of attributes and relationships with other concepts of the source. A semi-structured

source has similar characteristics, but the set of attributes and relationships charac-

terized a given concept is handled in a more flexible fashion. Indeed, given a prop-

erty p or a relationship r of a concept c, some instances of c might have exactly one

instance of r and/or one instance of p; other instances of c might have more in-

stances of r and/or more instances of p; finally, other instances of c might have no

instances of r and/or no instances of c. A classical example of structured sources

is a relational databases (that can be conceptually represented by means of an E/R

diagram). A classical example of an unstructured source is an XML document (that

can be conceptually represented by means of a DOM).

1 Here, we are assuming that the list is ordered and the order the order is the one in which

the queries appear in the list
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Unstructured sources are videos, audios, images or texts. They do not generally

have a conceptual representation showing their concepts, alongwith the correspond-

ing properties and relationships. However, they are generally provided with a set

of keywords, denoting the main concepts they are representing. The purpose of our

approach for “structuring” unstructured sources is exactly the derivation of the rela-

tionships existing among the concepts represented by the keywords associated with

the unstructured sources. If we are capable of performing this task, unstructured

sources can be handled similarly to structured and semi-structured ones. Further-

more, their analysis and management could benefit from the wide amount of results

found in the past for structured and semi-structured sources. Finally, the integration,

the cooperation and the simultaneously querying of structured, semi-structured and

unstructured sources are possible.

As for the lightweightness of our approach, we observe that, in a big data sce-

nario like the one currently characterizing the information system field, a new pro-

posed approach must take scalability into a primary consideration [233, 229]. As a

matter of fact, the sources interacting in every task are always very numerous and

large (think, for instance, of a data lake constructed to support data analytics in an

organization) and the time allowed for each transaction is very limited (think, for

instance, of streaming applications). As a consequence, even approaches considered

very scalable in the past (such as DIKE [286], MOMIS [73], and Cupid [245]) are not

adequate anymore. In our opinion, the tests performed to evaluate our approach and

described in Section 10.3, confirm that our approach is really capable of satisfying

the lightweightness requirement without sacrificing, if not in a very small extent)

the result accuracy.

9.1.1 Typologies of metadata

Following what it is said in [280], metadata can be divided into three categories,

namely: (i) Business metadata, which include business rules (e.g., the upper and

lower limit of a particular field, integrity constraints, etc.); (ii) Operational meta-

data, which include information generated automatically during data processing

(e.g., data quality, data provenance, executed jobs); (iii) Technical metadata, which

include information about data format and schema. Based on this reasoning, Mk

can be represented as the union of three setsMB
k [MO

k [MT
k .

As an advancement of the model of [280], we observe that these three subsets

are intersected with each other (as shown in Figure 9.1). For instance, since business

metadata contain all business rules and information allowing to better understand

data fields, and since the data schema is included in the technical metadata, we can

conclude that data fields represent the perfect intersection between these two sub-
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sets. Analogously, technical metadata contain the data type and length, the possibil-

ity that a field can be NULL or auto-incrementing, the number of records, the data

format and some dump information. These last three things are in common with op-

erational metadata, which contain information like sources and target location and

the file size as well. Finally, the intersection between operational and business meta-

data represents information about the dataset license, the hosting server and so forth

(e.g. see the DCMI Metadata Terms).

Business Technical

Operational
- Source Location
- Target Location
- File Size

- Fields Description
- Business Rules

- Data’s Type
- Data’s Lenght

- N° of Records
- Data Format
- Dump Info

- Data’s License 
- Hosting Server
- DCMT

- Fields
 (Schema)

Fig. 9.1: The three kinds of metadata proposed by our model.

In this study, we focus on business metadata and on the intersection between

them and the technical ones. This intersection contains the data fields, both domain

description and technical details. For instance, in a structured database, this inter-

section contains the attributes of the tables. Instead, in a semi-structured one, it con-

sists of the names of the (complex or simple) elements and attributes of the schema.

Finally, in an unstructured source, it could consist of a set of keywords generally

adopted to give an idea of the source content.

9.2 A network-based model for uniformly represent heterogeneous

sources

In this section, we present a network-based model for uniformly representing data

sources of di↵erent formats, structured, semi-structured and unstructured. This

model will be used as root on which the other proposals are based. In order to under-

stand the peculiarities of our model, we assume to have a set DS of m data sources

of interest possibly characterized by di↵erent data formats.

DS = {D1,D2, · · · ,Dm}

Each data sourceDk has associated a rich setMk of metadata. We indicate withMDS

the repository of the metadata of all the data sources of DS :
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MDS = {M1,M2, . . . ,Mm}

Given the source Dk , in order to represent the information content stored in

Mk , our model starts from a notation typical of XML, JSON and many other semi-

structured data models. According to this notation, Objk denotes the set of all the

objects stored inMk . Objk consists of the union of three subsets:

Objk = Attk [ Smpk [Cmpk

where:

• Attk denotes the set of the attributes ofMk ;

• Smpk indicates the set of the simple elements ofMk ;

• Cmpk represents the set of the complex elements ofMk .

Here, the meaning of the terms “attribute”, “simple element” and “complex ele-

ment” is the one typical of semi-structured data models.

Mk can be also represented as a graph:

Mk = hNk,Aki

Nk is the set of the nodes ofMk . There is a node nkj in Nk for each object okj in Objk .

According to the structure of Objk , Nk consists of the union of three subsets:

Nk =NAtt
k [NSmp

k [NCmp
k

where NAtt
k (resp., NSmp

k , NCmp
k ) denotes the set of the nodes corresponding to Attk

(resp., Smpk , Cmpk). There is a bi-univocal correspondence between a node of Nk

and an object of Objk . Therefore, in the following, we will use the two terms inter-

changeably. Each node has associated a name that identifies it in the schema which

the corresponding element or attribute belongs to.

Let x be a complex element of Mk . We denote by Objkx the set of the objects

directly contained in x and by N
Obj
x the set of the corresponding nodes. Finally, let

x be a simple element ofMk . We indicate by Attkx the set of the attributes directly

contained in x and by NAtt
x the set of the corresponding nodes.

Ak denotes the set of the arcs ofMk . It consists of three subsets:

Ak = A0k [A00k [A000k

where:

• A0k = {(nx,ny,Lk)|nx 2N
Cmp
k ,ny 2NObj

nx }; in other words, there is an arc in A0k from

a complex element of Mk to each object directly contained in it. Lk represents

the label of A0k .
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• A00k = {(nx,ny,Lk)|nx 2NSmp
k ,ny 2NAtt

nx }; in other words, there is an arc in A00k from

a simple element ofMk to each attribute directly contained in it. Lk represents

the label of A00k .

• A000k = {(nx,ny,Lk)|nx 2 Nk,ny 2 Nk , Dk is unstructured and �(nx,ny)=true}. Here,

�(nx,ny) is a function that receives two nodes and returns true if there exists a

similarity between nx and ny . For instance, �(nx,ny) could return the semantic

similarity of the concepts represented by nx and ny or the semantic and string

similarity of the names identifying nx and ny in the corresponding schema.

As for the label Lk associated with each arc, in the current version of this model,

it is NULL for the arcs of A0k and A00k . However, we do not exclude that, in the future,

enrichment of our model might lead us to use this field for storing some knowledge.

Instead, Lk has an important meaning for the arcs of A000k . In fact, as will be clear in

Section 10.2, it is used to denote the strength of the correlation between nx and ny .

In Listing 9.1 we summarize our model by representing it through a JSON like

template.⌥
{

"Metadata": {

"Object": {

"Business": {

"Complex": {

"Simple": {

"Attribute": []

}

}

},

"Technical": [],

"Operational": []

}

}

} �⌃ ⇧
Listing 9.1: Representation of the model via a JSON like template

9.3 Providing a structure to unstructured sources

Our network-based model for uniformly representing and handling data sources

with disparate formats is perfectly fitted for semi-structured sources. Indeed, it is

su�cient:

• to derive the metadata of the source (if not yet provided) by applying one of the

several techniques and tools defined for this purpose w.r.t. the various kinds of

formats;

• to define a complex element to represent the source as a whole;

• to introduce a complex element, a simple element and an attribute for each com-

plex element, simple element and attribute present in the metachema of the

source;
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• to define an arc of A0k from the source to the root of the document;

• to introduce an arc of A0k or A00k for each relationship existing among the objects

composing the source metadata.

Clearly, our model is su�ciently powerful to represent structured data. Indeed,

it is su�cient:

• to derive the E/R schema of the source (if not yet provided) by performing a

classical database reverse engineering activity;

• to define a complex element to represent the source as a whole;

• to introduce a complex element for each entity in the E/R schema and an at-

tribute for each attribute of the schema;

• to define an arc of A0k from the complex element corresponding to the source to

each complex element associated with an entity of the E/R schema;

• to introduce an arc of A00k from an entity to each of its attributes;

• to define an arc of A0k for each one-to-many relationship of the E/R schema; this

arc is from the entity participating to the relationship with a maximum cardi-

nality equal to 1 to the entity participating with a maximum cardinality equal to

N ;

• to model a many-to-many relationship without attributes as a pair of one-to-

many relationships and to model them accordingly;

• to model a many-to-many relationship R with attributes connecting two entities

E1 and E2 as an entity having the same attributes as R and linked to E1 and E2 by

means of two one-to-many relationships; the new entity and the new relation-

ships are then suitably modelled by applying the rules defined in the previous

cases.

Paradoxically, the highest di�culty regards unstructured data because it is worth

avoiding a flat representation consisting of a simple element for each keyword pro-

vided to denote the source content. As a matter of fact, this flat representation would

make the reconciliation, and the next integration, of an unstructured source with

the other semi-structured and structured sources of DS very di�cult. This is a very

challenging issue to address. Since it is very important for the current scenario where

more than 80% of available sources are unstructured, we will discuss it in detail in

the next section.

In the following, we propose our approach to “structuring” unstructured sources.

It is in itself amajor issue in the current information system scenario and, at the same

time, plays a key role to provide a model on which base further investigations and

proposals.



9.3 Providing a structure to unstructured sources 145

Our approach assumes that each unstructured source into consideration (e.g.,

a video, an audio, an image, a text) is provided with a list of keywords describing

it2. They will play a key role, as will be clear in the following. We observe that this

assumption is not particularly strong or out of place. As a matter of fact, in the

reality, most video, image or audio providers associate a list of keywords (sometimes,

in the form of tags) with the contents they deliver. As for text, representing keywords

can be also easily derived through suitable techniques, like TF-IDF [251].

Our approach consists of four phases, namely: (1) creation of nodes; (2)manage-

ment of lexical similarities; (3) management of string similarities; (4) management

of (temporary) duplicated arcs. We describe these phases below.

• Phase 1. During this phase, our approach creates a complex node representing

the source as a whole and a simple node for each keyword3. Furthermore, it adds

an arc of A0k from the node associated with the source to any node corresponding

to a keyword4. Initially, there is no arc between two keywords. To determine the

arcs to add, the next phases are necessary.

• Phase 2. During this phase, our approach handles lexical similarities. For this

purpose, it leverages a suitable thesaurus. Taking the current trends into ac-

count, this thesaurus should be a multimedia one; for this purpose, in our ex-

periments, we have adopted BabelNet [271]. In particular, our approach adds

an arc of A000k from the node nk1 , corresponding to the keyword k1, to the node

nk2 , corresponding to the keyword k2, and vice versa, if k1 and k2 have at least

one common lemma5 in the thesaurus. Furthermore, it transforms the nodes nk1
and nk2 from simple to complex. The new arcs have a label corresponding to the

number of common lemmas for k1 and k2 in the thesaurus.

• Phase 3. During this phase, our approach derives string similarities and states

that there exists a similarity between two keywords k1 and k2 if the string simi-

larity degree kd(k1, k2), computed by applying a suitable string similarity metric

on k1 and k2, is “su�ciently high” (see below). In this case, it adds an arc of A000k

2 Here, we are assuming that the list is ordered and the order is the one in which the queries

appear in the list.
3 Here and in the following, to make the presentation smoother, we use the term “complex

node” to indicate a node belonging to N
Cmp
k and the term “simple node” to denote a node

of NSmp
k .

4 Here and in the following, to make the presentation smoother, we use the term “source”

(resp., “keyword”) to denote both the source (resp., a keyword) and the corresponding node

associated with it.
5 We use the term “lemma” according to the meaning it has in BabelNet [271]. Here, given a

term, its lemmas are other objects (terms, emoticons, etc.) contributing to specify its mean-

ing.
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from nk1 to nk2 and an arc of A000k from nk2 to nk1 . Both of them have kd(k1, k2) as

their label. We have chosen N-Grams [215] as string similarity metric because we

have experimentally seen that it provides the best results in our context. Again, if

nk1 and nk2 are simple, our approach transforms them into complex. In particu-

lar, we have chosen bi-grams as the best trade-o↵ between accuracy and costs. In

fact, mono-grams would require a lower cost but they would also return a lower

accuracy than bi-grams. By contrast, tri-grams would guarantee a very high ac-

curacy but at the expense of the computational cost which would be excessive.

Now, we illustrate in detail what “su�ciently high” means and how our ap-

proach operates. Let KeySim be the set of the string similarities for each pair

of keywords of the source into consideration. Each record in KeySim has the

form hki ,kj ,kd(ki ,kj )i. Our approach first computes the maximum keyword sim-

ilarity degree kdmax present in KeySim. Then, it examines each keyword sim-

ilarity registered therein. Let hk1, k2, kd(k1, k2)i be one of these similarities. If

((kd(k1, k2) � thk · kdmax) and (kd(k1, k2) � thkmin)), which implies that the key-

word similarity degree between k1 and k2 is among the highest ones in KeySim

and that, in any case, it is higher than or equal to a minimum threshold, then it

concludes that there exists a similarity between nk1 and nk2 . We have experimen-

tally set thk = 0.70 and thkmin = 0.50.

Observe that the choice to consider string similarities, in particular the one to

adopt N-Grams as the technique for detecting string similarities, makes our ap-

proach robust against mispelling errors possibly present in the keywords. In fact,

as shown in [185], N-Grams is well suited to handle also this kind of error.

• Phase 4. This phase is devoted to handle possible simultaneous presences of

both lexical and string similarities for the same pair of keywords. Indeed, it may

occur that, for a pair of nodes nk1 and nk2 , there are two arcs from nk1 to nk2
belonging to A000k and generated by both lexical and string similarities, and two

arcs from nk2 to nk1 . In this case, the two arcs from nk1 to nk2 corresponding

to these two forms of similarities must be merged in only one arc, which has

associated a label denoting both the number of common lemmas between k1 and

k2 in BabelNet and the value of kd(k1, k2). The same happens for the two arcs

from nk2 to nk1 .

From this description, it emerges that, at the end of our approach, given two nodes

nk1 and nk2 , four cases may exist, namely:

1. There is no arc from nk1 to nk2 .

2. A pair of arcs derived from a lexical similarity links them. In this case, the two

arcs actually coincide (also in their labels); therefore, one of them can be re-
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moved. Note that the choice of the arc to be removed has deep implications in

the definition of the topology of the corresponding network. Indeed, one of the

two nodes involved (i.e., the source node of the maintained arc) will be certainly

a complex node, whereas the other one may be a simple node (if no other arc

starts from it) or a complex node (if at least another arc, di↵erent from the re-

moved on, starts from it). In turn, the topology of the network has deep impli-

cations in the nature and the quality of the interschema properties that can be

extracted, as will be clear in Section 10.2. Therefore, it is appropriate that the

choice of the arc to be removed is not random and that a clear rule guiding it is

defined. The rule defined by our approach is the following: given a pair of arcs

between two nodes nk1 , corresponding to the keyword k1, and nk2 , correspond-

ing to the keyword k2, with k1 preceding k2 in the list of keywords associated

with the source, the arc from nk1 to nk2 is maintained and the one from nk2 to nk1
is removed.

3. A pair of arcs derived from a string similarity links them. As in the previous

case, the two arcs coincide and one of them can be removed. The policy adopted

to determine the arc of the pair to be removed is the same as the one followed in

the previous case.

4. A pair of arcs derived from Phase 4 links them. As in the previous case, the two

arcs coincide and one of them can be removed.

Actually, arc labels introduced above are not necessary in our approach for the

extraction of semantic relationships described in Section 10.2. However, we have

decided to maintain them in our model because we aim at providing an approach

to “structuring” unstructured sources that is general and may be adopted in several

future applications, some of which could benefit from this information. Moreover,

we point out that, in the prototype implementing our approach, in order to increase

its e�ciency, we directly added only one arc, namely (nk1 ,nk2 ), during Phases 2, 3

and 4.

9.3.1 Running example

In this section, we propose an example of how our approach to construct a “struc-

tured” representation of an unstructured data source operates. In particular, the un-

structured data source into consideration is a video, which talks about environment

and pollution. As we said before, for each unstructured source, our approach begins

from a list of keywords representing its content. In order to keep our description

simple and clear, in this example, we assume that our video has a limited number of

keywords, namely the ones shown in Figure 9.2.



148 9 A proposal to uniformly handle heterogeneous metadata sources

Fig. 9.2: Graphical representation of our approach to derive a “structure” for an

unstructured source
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Our approach starts with Phase 1. As we can see in Figure 9.2(a), during this

phase, it constructs a graph having a node for each keyword. A further node is added

to represent the video as a whole; nodes representing keywords are colored in red,

whereas the other one is colored in green. Following our strategy, in Figure 9.2(b),

we added an arc from the node representing the whole video to each node associated

with a keyword.

Now, Phase 2 starts. During this phase, our approach uses a thesaurus. In our

example we leveraged BabelNet. In particular, let k1 and k2 be two keywords of Fig-

ure 9.2(a) having at least one common lemma in BabelNet. An arc is added from

the node nk1 , associated with k1, to the node nk2 , associated with k2, and vice versa.

In Figure 9.2(c), we show two keywords (“Save” and “Protect”) and the correspond-

ing lemmas in BabelNet. Common lemmas (i.e., “keep” and “preserve”) are in bold.

Since “Save” and “Protect” have at least one common lemma, two arcs are added be-

tween the corresponding nodes in Figure 9.2(d). These arcs are highlighted in blue

in this figure and, due to layout reasons, we report only one arc with two arrows,

instead of two arcs with one arrow. Each arc has a label representing the number of

common lemmas between the corresponding keywords in BabelNet.

After having examined lexical similarities, Phase 2 terminates and our approach

proceeds with Phase 3, which leverages string similarities. In particular, let k1 and

k2 be two keywords of Figure 9.2(a) having a string similarity degree higher than

or equal to thk · kdmax and, at the same time, higher than or equal to thkmin. An arc

is added from the node nk1 , corresponding to k1, to the node nk2 , corresponding to

k2, and vice versa. In Figure 9.2(e), we report the pairs of keywords that satisfy this

feature. In Figure 9.2(f), we added a pair of arcs for each pair of keywords of Figure

9.2(e). Here, to better evidence them, we have omitted the arcs constructed during

Phase 2. Again, these arcs are highlighted in blue and, due to layout reasons, we

report only one arc with two arrows, instead of two arcs with one arrow. Each arc has

a label representing the string similarity degree (computed by means of N-Grams)

between the corresponding keywords.

Finally, in Figure 9.2(g), Phase 4 of our approach combines the arcs derived in

Phases 2 and 3. In particular, it may happen that, for a pair of keywords (see, for

instance, the keywords “garden” and “gardens”), two pairs of arcs have been gener-

ated, one in Figure 9.2(d) and one in Figure 9.2(f). In this case, in Figure 9.2(g), the

two pairs of arcs are substituted by only one pair, representing both of them. The

label of this pair reports the label of both the original arcs.
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Property Precision Recall F-Measure Overall

Synonymies 0.76 0.82 0.79 0.56

Overlappings 0.69 0.65 0.67 0.36

Type Conflicts 0.72 0.64 0.68 0.39

Homonymies 0.91 0.88 0.89 0.79

Table 9.1: Precision, Recall, F-Measure and Overall of our approach when a cluster-

based approach for structuring unstructured sources is applied

9.3.2 Evaluation

In the Introduction, we have seen that an important theoretical property of our ap-

proach (that distinguishes it from several possible alternative approaches, like the

ones based on ontologies) is its applicability in all possible scenarios because it does

not require a support knowledge, except for a (possibly generic) thesauruses like

BabelNet. In this section, we want to test its accuracy by comparing it with an alter-

native approach. For this purpose, we extended to unstructured data the clustering-

based family of approaches defined for structured and semi-structured sources (see,

for instance [41, 299]).

We performed the extension as follows: we considered the keywords associated

with an unstructured sources and usedWordNet to derive a semantic distance coe�-

cient for each pair of keywords. Then, we applied a clustering algorithm (specifically,

Expectation Maximization [183]) to group keywords into homogeneous clusters. In

this way, we obtained a possible structure for unstructured sources. This structure

is in line with what has been done in the past for the clustering-based family of ap-

proaches, when they were applied on structured and semi-structured sources. This

way of proceeding gave us the possibility to still apply the interschema property

extraction approach defined in Section 10.2. In this case, we assumed that, given a

keyword, the corresponding neighborhood constisted of the other keywords of its

clusters.

We performed the same experiment described in Section 10.3.1 on the same

sources. The only di↵erence was the substitution of our approach for structuring un-

structured sources with the clustering-based family of approaches outlined above.

The obtained results are shown in Table 9.1. Clearly, the di↵erences between the

performance reported in Tables 10.5 and 9.1 were due exclusively to the merits or

demerits of our approach for structuring unstructured sources.

From the analysis of this table we can observe that our approach for structuring

unstructured sources presents a better performance than the corresponding cluster-
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based one described above. The di↵erences are evident even if not extremelymarked.

For instance, we can observe a gain in Precision (resp., Recall, F-Measure, Overall)

ranging from 4% (resp., 4%, 4%, 9%) to 10% (resp., 12%, 10%, 25%).

The results of this experiment, coupled with the theoretical analysis performed

in the Introduction and mentioned above, allow us to conclude that our approach

for structuring unstructured data is really capable of satisfying the requirements for

which it was defined.

9.4 Related work

The representation mechanisms of unstructured sources (basically texts) are mainly

based on two strategies, namely analysis of contents and analysis of references [345].

The former infers a representation of a document from the corresponding content,

whereas the latter focuses on relationships among documents. Clearly, our interest

is mainly on the former strategy, because its objective is similar to the one of our

approach.

The most basic approach to representing texts leverages Bags of Words (BOW)

[62, 322]. In this case, machine learning approaches are used to identify the set of

words that mostly characterize a text. Some more sophisticated strategies are based

on the extraction of sentences [152]. In this case, a text is mapped onto semantic

spaces, such as WordNet or Wikipedia. Another strategy is Explicit Semantic Anal-

ysis (ESA) [156], which mixes BOW and document references. In ESA, the related-

ness between documents is computed by extracting similarities between the con-

cepts identified within them, thanks to the cross-references expressed therein.

An important model in the BOW context is word2vec [259, 260]. This model

is based on neural networks. It constructs a vector space and associates each word

of the text into examination with a vector in this space in such a way that words

sharing common contexts have close corresponding vectors in the vector space. The

word2vec model has been extended to the doc2vec one [224], which exploits sim-

ilarities and contextual information of each word to reduce the dimensionality of

the vector space. Other approaches reach the same objective (i.e., dimensionality

reduction) by means of Latent Semantic Analysis [212], which exploits matrix de-

composition methods.

Word-based methods are currently flanked by concept-based ones. As an exam-

ple, [316, 315] introduce the idea of Bag of Concepts, in place of Bag of Words. In

this approach, concepts are generated by disregarding semantic similarities between

words. Semantic similarities have been considered only recently [213].
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Another relevant set of approaches use ontologies or, in general, external sources

of semantics, to generate conceptual representations of documents by matching doc-

ument terms with ontology concepts (see, for instance, [79, 198, 365, 38]). The per-

formance of these approaches is strongly related to the quality of the adopted ex-

ternal sources. As a consequence, in these approaches, very specific domains can

strongly benefit from the availability of dedicated ontologies.

An attempt to define a “structure” for an unstructured source can be found in

[250]. This approach generates a rowset with n attributes, i.e. a tabular representa-

tion from unstructured data. A single rowset is a set of tuples and is equivalent to a

relation in relational databases; logical associations may exist between rowsets, but

these are not explicitly defined. The schema of a rowset may be defined on read.

Transformation functions, possibly based on fuzzy logic, are used to properly read

the complex unstructured data and map them on the rowset schema. These func-

tions are also exploited to address the data variety issue, by means of an interface

for the dataset extraction, which is unified and valid for all the sources. Di↵erent

transformation functions can be used to map di↵erent unstructured data onto the

same schema. The content of a rowset depends on the membership function associ-

ated with a fuzzy logic and on the possible constraints regarding it. However, data

extraction is only one of the steps defined in [250], which develops a general data

processing system based on an Extract, Process, and Store (EPS) paradigm. From

the above description, it appears evident that the approach of [250] shares several

features with ours; in particular, the purpose of structuring unstructured data is

common to both of them. However, the two approaches also present several di↵er-

ences. Indeed, for the structuring task, the approach of [250] strongly depends on

user defined transformation functions and on rowset schemas (which are not auto-

matically inferred by the sources). Now, the definition of both the functions and the

schema may be di�cult on complex sources. Furthermore, mapping more sources

on the same schema requires a manual integration step, which, again, may be a di�-

cult task when the number of involved sources is high. On the other hand, querying

obtained data sources is particularly e↵ective with the use of fuzzy techniques and

declarative U-SQL query language characterizing the approach of [250]. On the con-

trary, in our proposal, in order to perform the structuring of unstructured sources,

we leverage network analysis, as well as lexical and string similarities, in order to au-

tomatically derive a general and uniform schema for di↵erent unstructured sources.

In fact, as we will see in the following, unstructured sources are “structured” by

first representing them as a network, starting from a set of keywords associated with

them; then, this structure is enriched thanks to the addition of arcs that link nodes

presenting lexical or string similarities even if they belong to di↵erent sources. As
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a consequence, it is possible to state that the approach presented in [250] is more

e↵ective and flexible in querying data lakes contents, but it requires a more com-

plex design phase with a heavy human intervention, di�cult to sustain in presence

of numerous data sources. On the contrary, our approach simplifies the structur-

ing phase, because it does not need a preliminary structure to use as model and it

does not require a human intervention. On the other side, its querying capabilities

are limited to the summarization of unstructured sources provided by the keywords

representing them. Therefore, in a certain sense, our approach and the one of [250]

can be considered orthogonal.





10

A new approach to extracting inter-schema properties

from heterogeneous sources

The knowledge of interschema properties (e.g., synonymies, homonymies, hyponymies,

subschema similarities) plays a key role for allowing decision making in situations where

information sources are heterogeneous. This is the case of smart cities, where sensors,

smart objects, social communications and internet of things contribute to generate and

collect di↵erent data. In the past, a large amount and variety of approaches to deriving in-

terschema properties from structured and unstructured data have been proposed. However,

currently, it is esteemed that more than 80% of data sources are unstructured. Further-

more, nowadays the number of sources generally involved in an interaction is much higher

than in the past. As a consequence, the necessity arises of new approaches to addressing

the interschema property derivation issue in this new scenario. In this study, we aim at

providing a contribution in this setting by proposing an approach capable of uniformly

extracting interschema properties from a huge number of structured, semi-structured and

unstructured sources.

10.1 Introduction

In the last few years, we are assisting to a real revolution in the information sys-

tem scenario. In fact, the number and the size of available data sources have dra-

matically increased. Furthermore, most of them (i.e., more than 80%) are unstruc-

tured [117, 105]. These facts are rapidly changing the research and technological

“coordinates” of the information system research field [75]. As a consequence of this

phenomenon, even issues successfully addressed in the past must be re-considered

and re-investigated. One of these issues is certainly the derivation of inter-schema

properties (i.e., intensional relationships between concepts represented in di↵erent

data sources [284], like synonymies, homonymies, hyponymies, overlappings, sub-

sechema similarities ). This issue has been largely studied in the past [303, 76]; how-

ever, the proposed approaches generally considered structured or, at most, semi-

structured sources. Furthermore, the number of involved sources, for which most of
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past approaches were targeted, was very small if compared with a typical current

source interaction and cooperation scenario.

In this study, we propose a novel approach to uniformly performing the extrac-

tion of inter-schema properties from structured, semi-structured and unstructured

sources. Our approach has been specifically conceived having in mind two pecu-

liarities that should have characterized it, namely: (i) the capability of handling un-

structured sources; (ii) the lightweightness, making it capable of managing a huge

number of data sources. We have a more detailed look to these two specificities.

As for the capability of handling unstructured sources, our approach is based on

the proposal presented above. In addition, we exploit the network model we gave to

data lakes, on which this whole idea is based.

Our proposal also di↵ers from the other ones presented in related research fields

in the past and that could be extended to solve this problem. Think, for instance,

of ontologies. We could link each available keyword to an ontology and use this last

as the “infrastructure” through which establishing the relationships among the key-

words once they have been linked to it. This approach is certainly valid. However,

it needs a support ontology. As a consequence, it can be employed only in those ap-

plication fields for which an ontology exists and only if all the involved information

sources can be mapped in a unique ontology. If only some of the involved unstruc-

tured sources can be referred to an ontology and/or some of them can be mapped

into another ontology and/or, finally, some of them cannot be referred to any ontol-

ogy, this way of proceeding cannot be adopted. From this point of view our approach

is more general because it can be applied in all cases, independently of the presence

of none, one or more ontologies, which the unstructured sources can be referred to.

It only needs a thesaurus. If there exists one specific for the scenario which the un-

structured sources into examination belong to, it uses this theasurus. Otherwise, it

can still work with a general-purpose thesaurus, like BabelNet [271]. Clearly, if the

unstructured sources are specific of a certain field, the availability of a specific the-

saurus can help to obtain a better accuracy. However, if this kind of thesaurus is not

available, a general-purpose one is su�cient to proceed even if, in this case, accuracy

will be lower.

As for the lightweightness of our approach, we observe that, in a big data sce-

nario like the one currently characterizing the information system field, a new pro-

posed approach must take scalability into a primary consideration [233, 229]. As a

matter of fact, the sources interacting in every task are always very numerous and

large (think, for instance, of a data lake constructed to support data analytics in an

organization) and the time allowed for each transaction is very limited (think, for

instance, of streaming applications). As a consequence, even approaches considered
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very scalable in the past (such as DIKE [286], MOMIS [73], and Cupid [245]) are not

adequate anymore. In our opinion, the tests performed to evaluate our approach and

described in Section 10.3, confirm that our approach is really capable of satisfying

the lightweightness requirement without sacrificing, if not in a very small extent)

the result accuracy.

Summarizing, the main contribution of this proposal is about providing an over-

all procedure capable of extracting inter-schema properties from structured, semi-

structured and unstructured sources. Our procedure is lightweight because it has

been specifically conceived to operate with big data in the smart city domain. We

determine its computational complexity and compare it with the one of similar ap-

proaches conceived to work on smaller (only) structured and semi-structured data

sources. In spite of its lightweightness, the accuracy of our procedure is very satis-

fying, as witnessed by the quantitative evaluations presented. An important com-

ponent of our approach, which could also be used separately from the overall pro-

cedure in other contexts, is the technique for “structuring” unstructured sources

whose peculiarities, which distinguish it from some related approaches proposed in

the past, have been described above.

10.2 Extracting inter-schema properties from heterogeneous

sources

We are now ready to illustrate our strategy for uniformly extracting inter-schema

properties from structured, semi-structured and unstructured sources. Here, we as-

sume that the content of the sources of interest is represented by means of the

model described in Section 9.2, and that our approach to “structuring” unstructured

sources, has been already applied on all unstructured sources.

Before delving into a detailed description of our approach, a discussion about

the role played by source metadata and about the consequences of this role is in or-

der. Indeed, as previously pointed out, our approach assumes that some metadata

are available for each structured, semi-structured and unstructured source. This as-

sumption is important both our approach for structuring unstructured sources and

the one for extracting inter-schema properties use these metadata. It is, then, of out-

most importance to analyze the possible issues (and the corresponding solutions)

in obtaining good quality metadata, when they are not directly provided with the

sources, and the impact that they have on the results returned by our approach.

We recall that, in the current big data scenario, any inter-schema property extrac-

tion strategy must be lightweight. For this reason, in our e↵ort to define a new ap-

proach for this task, we avoided highly complex choices, such as the fixpoint compu-
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tation, characterizing DIKE [286, 285] and XIKE [129], or the clustering-based com-

putation, characterizing MOMIS [74], or, again, the wide range of parameter compu-

tation, characterizing Cupid [245]. These choices, as well as most of the other ones

present in the past approaches proposed for reconciling and integrating structured

and semi-structured data sources (e.g., to construct a data warehouse) [303, 76],

would certainly return very accurate results. However, their speed is incompatible

with the one required in many current applications, which must allow the derivation

of semantic relationships “on-the-fly” from a very high number of data sources, most

of which are unstructured, i.e., in a format not considered by classic approaches. So,

our strategy must necessarily privilege quickness over accuracy even if, clearly, ac-

curacy must be high. In Section 10.3, we will see if, and how, this issue has been

addressed.

Our strategy consists of two phases; the former computes the semantic similarity

degree of each pair of objects stored in the metadata of the involved sources. The lat-

ter derives semantic relationships between the same objects starting from the results

returned by the former.

10.2.1 Semantic similarity degree computation

Our approach to semantic similarity degree computation consists of three steps,

namely:

1. basic similarity computation;

2. standard similarity computation;

3. refined similarity computation;

In the next subsections, we illustrate these three steps in detail.

Basic similarity computation

Basic similarities consider only lexicon (determined with the support of suitable the-

sauruses, such as BabelNet [271] and WordNet [262], and string similarity metrics,

such as N-Grams [215]), and object types.

LetD1 andD2 be two sources, letM1 andM2 be the corresponding metadata, let

x1 2 Obj1 and x2 2 Obj2 be two objects belonging toM1 andM2, respectively. The

basic similarity degree bs(x1,x2) between x1 and x2 can be computed as:

bs(x1,x2) = ! ·�L(x1,x2) + (1�!) ·�T (x1,x2)

In other words, the basic similarity degree between x1 and x2 can be computed as

a weighted mean of two components. The former, �L, returns their lexical similarity,

whereas the latter, �T , specifies the similarity of their types. ! is a weight belonging
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to the real interval [0,1] and used to tune the importance of �L w.r.t. �T . We have

experimentally set ! to 0.90.

�L can be directly detected from a thesaurus. In our experiments, we used Word-

Net in the first beat, because it provides the similarity degree between the two ob-

jects, and BabelNet, when WordNet did not provide any result. Since this last the-

saurus does not return the similarity degree of two objects that it considers simi-

lar, we coupled BabelNet with a suitable string similarity metric (in particular, N-

Grams). This last is applied to the objects and the corresponding lemmas returned

by BabelNet; obtained results are then combined to compute the lacking similarity

degree. Furthermore, in very specific application contexts, specialized thesauruses

could be used.

�T is defined as follows:

�T =

8>>>>>>>>>>>><>>>>>>>>>>>>:

1 if (x1 2 Cmp1 and x2 2 Cmp2) or (x1 2 Smp1 and x2 2 Smp2) or

(x1 2 Att1 and x2 2 Att2)
0.5 if (x1 2 Cmp1 and x2 2 Smp2) or (x1 2 Smp1 and x2 2 Cmp2) or

(x1 2 Smp1 and x2 2 Att2) or (x1 2 Att1 and x2 2 Smp2)

0 otherwise

Standard similarity computation

Standard similarities take both basic similarities and the neighbors of the involved

objects into account.

Let Dk be a source of the set DS of the sources of interest, letMk = hNk,Aki be
the corresponding set of metadata, let Objk be the set of the objects ofMk . The set

nbh(x) of the neighbors of an object x 2Objk is defined as:

nbh(x) =
n
y|y 2Objk, (nx,ny) 2 Ak

o

Let D1 and D2 be two sources, letM1 andM2 be the corresponding sets of meta-

data, let x1 2 Obj1 and x2 2 Obj2 be two objects belonging toM1 andM2, respec-

tively. The standard similarity degree ss(x1,x2) between x1 and x2 can be computed

as follows:

• If both nbh(x1) = ; and nbh(x2) = ;1, then ss(x1,x2) = bs(x1,x2).

• If either nbh(x1) = ; and nbh(x2) , ; or nbh(x2) = ; and nbh(x1) , ;, then
ss(x1,x2) = fp · bs(x1,x2). Here, fp is a factor, whose possible values belong to

the real interval [0,1], which “penalizes” the value obtained for basic similari-

ties. Indeed, these are the only similarities that we can compute and, therefore,

1 For instance, this happens when both x1 and x2 are attributes; indeed, the nodes corre-

sponding to attributes do not have outgoing arcs.
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we must base our standard similarity computation on them. However, we must

consider that, di↵erently from the previous case, the sets of neighbors of x1 and

x2 have di↵erent features (because one of them is empty and the other one is not

empty), and this fact must be taken into account. We have experimentally set

fp = 0.85.

• In all the other cases, i.e., if x1 2 (Smp1 [Cmp1) and x2 2 (Smp2 [Cmp2), then

ss(x1,x2) can be computed as follows:

1. nbh(x1) and nbh(x2) are computed.

2. A bipartite graph, whose nodes are the ones of nbh(x1) and nbh(x2), is con-

structed.

3. For each pair (p,q), such that p 2 nbh(x1) and q 2 nbh(x2), an arc is added in

the bipartite graph; the weight of this arc is set to bs(p,q).

4. The maximum weight matching is computed on this bipartite graph. Let AM

be the set of the returned arcs. Then:

ss(x1,x2) =

8>>>>>><>>>>>>:

2·P(p,q)2AM bs(p,q)
|nbh(x1)|+|nbh(x2)| if neither D1 nor D2 are unstructured

2·P(p,q)2AM bs(p,q)
2·min(|nbh(x1)|,|nbh(x2)|) otherwise

In this formula, if neither D1 nor D2 are unstructured, ss(x1,x2) returns the

value of an objective function that takes into account how many nodes of

nbh(x1) and nbh(x2) are linked by basic similarity relationships and how

strong these relationships are. Furthermore, the objective function penalizes

the presence of dangling nodes, i.e., nodes of nbh(x1) or nbh(x2) that do not

participate to the maximum weight matching.

If D1 and/or D2 are unstructured, then it is necessary to consider that, even

if our approach performed a “structuring” task, its final result is limited if

compared with the rich structure characterizing the other kinds of source.

As a consequence, the sets of neighbours of the nodes belonging to unstruc-

tured sources are generally much smaller than the ones characterizing the

other kinds of source. Therefore, in this case, using the same objective func-

tion adopted when neither D1 nor D2 are unstructured would not take this

important feature into account, and the overall result would be biased. To

address this issue, if D1 and/or D2 are unstructured, in the denominator

of ss(x1,x2) we consider the minimum size between |nbh(x1)| and |nbh(x2)|,
clearly multiplied by 2 to indicate the maximum number of nodes that could

be linked by a similarity relationship in this situation.
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Refined similarity computation

Refined similarities are based on standard similarities (for simple and complex ob-

jects), basic similarities (for attributes) and object neighbors.

Let D1 and D2 be two sources, letM1 andM2 be the corresponding sets of meta-

data, let x1 2 Obj1 and x2 2 Obj2 be two objects belonging toM1 andM2, respec-

tively. The refined similarity degree rs(x1,x2) between x1 and x2 can be computed as

follows:

• If nbh(x1) = ; and/or nbh(x2) = ;, then rs(x1,x2) = ss(x1,x2).

• Otherwise, if x1 2 (Smp1 [Cmp1) and x2 2 (Smp2 [Cmp2), then rs(x1,x2) is ob-

tained by applying the same four steps described for ss(x1,x2) with the only dif-

ference that, in Step 3, the weight of the arc (p,q), such that p 2 nbh(x1) and

q 2 nbh(x2), is set to ss(p,q), and no more to bs(p,q). In other words, while stan-

dard similarity computation leverages basic similarities, refined similarity com-

putation is based on standard similarities.

Clearly, from a theoretical point of view, it would be possible to perform other

refinement steps. In this case, at the ith refinement step, similarities would be com-

puted starting from the ones obtained at the (i�1)th step, by setting these last ones as
the weights of the arcs of the bipartite graph. However, the advantages in accuracy

that these further refinement steps could produce do not justify the computational

costs introduced by them (see Section 10.3), especially in an agile and lightweight

context, such as the one characterizing the big data scenario.

10.2.2 Semantic relationship detection

The derivation of semantic relationships among the objects of the sources of DS

represents the second phase of our strategy. It takes the refined semantic similarities

among the objects of DS as input. The semantic relationships that it can return are

the following:

• Synonymies: A synonymy between two objects x1 2 Obj1 and x2 2 Obj2 exists if

they have a high similarity degree, the same type (i.e., both of them are complex

objects or simple objects or attributes) and (possibly) di↵erent names.

• Type Conflicts: A type conflict between two objects x1 2Obj1 and x2 2Obj2 exists

if they have a high similarity degree but di↵erent types.

• Overlappings: An overlapping exists between two objects x1 2Obj1 and x2 2Obj2

if they have (possibly) di↵erent names, the same type and an intermediate simi-

larity degree, in such a way that they can be considered neither synonymous nor

distinct.
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• Homonymies: A homonymy between two objects x1 2Obj1 and x2 2Obj2 exists if

they have the same name and the same type but a low similarity degree.

Let D1 and D2 be two sources, letM1 andM2 be the corresponding sets of meta-

data, let x1 2 Obj1 and x2 2 Obj2 be two objects belonging toM1 andM2, respec-

tively. Finally, let Ref Sim12 be the set of refined similarities involving the objects of

Obj1 and Obj2.

First, our approach computes the maximum refined similarity degree rsmax

present in Ref Sim12. Then, it examines each similarity hx1,x2, rs(x1,x2)i registered
in Ref Sim12 and verifies if a semantic relationship exists between the corresponding

objects as follows:

• If
⇣
rs(x1,x2) � thSyn · rsmax

⌘
and (rs(x1,x2) � thmin), which implies that the refined

similarity degree between x1 and x2 is among the highest ones in Ref Sim12 and,

in any case, higher than or equal to a minimum threshold, then:

– if x1 and x2 have the same type, it is possible to conclude that a synonymy

exists between them;

– if x1 and x2 have di↵erent types, it is possible to conclude that a type conflict

exists between them.

• If
⇣
rs(x1,x2) < thSyn · rsmax

⌘
and (rs(x1,x2) � thOv · rsmax) and (rs(x1,x2) � thmin),

which implies that the refined similarity degree between x1 and x2 is higher than

or equal to a minimum threshold, it is not among the highest ones in Ref Sim12,

but it is significant, then:

– if x1 and x2 have the same type, it is possible to conclude that an overlapping

exists between them.

• If (rs(x1,x2) < thHom · rsmax) and (rs(x1,x2) < thmax), which implies that the re-

fined similarity degree between x1 and x2 is among the lowest ones in Ref Sim12

and, in any case, lower than a maximum threshold, then:

– if x1 and x2 have the same name and the same type, it is possible to conclude

that a homonymy exists between them.

Here, thSyn, thmin, thOv , thHom and thmax have been experimentally set to 0.85,

0.50, 0.65, 0.25 and 0.15, respectively.

As pointed out in the Introduction, the knowledge of inter-schema properties is

very relevant for several applications, for instance source integration, source query-

ing, data warehouse and/or data lake construction, data analytics, and so forth. For

instance, as far as integration is concerned:

• If a synonymy exists between x1 2 Obj1 and x2 2 Obj2, then x1 and x2 must be

merged in a unique object, when the integrated schema is constructed.
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• If a homonymy exists between x1 and x2, then it is necessary to change the name

of x1 and/or x2, when the integrated schema is constructed.

• If an overlapping exists between x1 an x2, then it is necessary to restructure

the corresponding portion of network. Specifically, a node x12, representing the

“common part” of x1 and x2, is added to the network. Furthermore, each pair of

arcs (x1,xT ) and (x2,xT ), starting from x1 and x2 and having the same target xT ,

is substituted by a unique arc (x12,xT ). Finally, an arc from x1 to x12 and another

arc from x2 to x12 are added to the network.

• If a type conflict exists between x1 and x2, then it is necessary to change the type

of x1 and/or x2 in such a way as to transform the type conflict into a synonymy.

Then, it is necessary to handle this last relationship by applying the correspond-

ing integration rule seen above.

The way of proceeding described above can be extended to the detection of hy-

ponymies. In particular, the extension already proposed in [283] for structured and

semi-structured data can be probably adopted to this scenario. We plan to inves-

tigate this issue in the future. Finally, an analogous way of proceeding can be per-

formed when querying or other activities must be carried out on a set of sources of

interest.

An example case

In this section, we provide an example of the behaviour of our approach to the

extraction of semantic relationships. To fully illustrate its potentialities, we derive

these relationships between objects belonging to an unstructured source and a semi-

structured one.

In particular, the unstructured source taken into consideration is a video from

YouTube. The corresponding keywords are reported in Table 10.1. Its “structured”

representation, in our network-based model, obtained after the application of the

approach described in Chapter 9, is reported in Figure 10.1. The semi-structured

source is a JSON file whose structure is shown in Figure 10.2. Its representation in

our network-based model is reported in Figure 10.3.

By applying the first phase of our approach we obtained the refined semantic

similarity degrees between all the possible pairs of nodes (nU ,nS ), such that nU be-

longs to the unstructured source and nS belongs to the semi-structured one. To give

an idea of these similarity degrees, in Figure 10.4, we report their distribution in a

semi-logarithmic scale. From the analysis of this figure, we can observe that a very

few number of pairs have a significant similarity degree, which could make them eli-

gible to be selected for synonymies, type conflicts and overlappings. At a first glance,
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Keywords

video, reuse, f lower,easy, tips,plastic, simple, environment,pollution,garbage,wave,o3,

reduce,pollute,help,natural_environment,educational,green,environment_awareness,

bike, lif e, environmentalism,planet, earth,climate, clime, save,nature, environmental,

gardens,power, recycling,garden,protect, f lowers, eco, f ine_particle, recycle,

atmospheric_condition,ocean,metropolis,weather, spot,waving,aurora

Table 10.1: Keywords of the unstructured source of our interest

Fig. 10.1: Representation, in our network-based model, of the unstructured source

of our interest

this trend appears correct and intuitive, even if this conclusion must be confirmed

or rejected by a much deeper analysis (see below).

At this point, by applying the second phase of our approach, we obtained the

synonymies, the type conflicts and the overlappings reported in Tables 10.2 - 10.4.

Instead, as for this pair of sources, we found no homonymies.

Semi-Structured Source Node Unstructured Source Node

climate climate

climate clime

Table 10.2: Derived Synonymies
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Fig. 10.2: Structure of the JSON file associated with the semi-structured source of

our interest

Fig. 10.3: Representation, in our network-basedmodel, of the semi-structured source

of our interest
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Fig. 10.4: Distribution, in a semi-logarithmic scale, of the values of the the semantic

similarity degrees of the objects belonging to the two sources of interest

Semi-Structured Source Node Unstructured Source Node

pm10 f ine_particle

ozone o3

Table 10.3: Derived Type Conflicts

Semi-Structured Source Node Unstructured Source Node

sea ocean

city metropolis

sunrise aurora

place spot

wind tips

sulf ur_dioxide garbage

weather clime

Table 10.4: Derived Overlappings
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We asked a human expert to validate these results. At the end of this task, he

reported the following considerations:

• The synonymies provided by our approach are correct. No further synonymy can

be manually found in the two considered sources.

• The type conflicts provided by our approach are correct. No further type conflict

can be manually found in the two sources.

• The overlappings provided by our approach are correct, except for the one

linking “wind” and “tips”, which actually represent two di↵erent concepts. A

very interesting overlapping found by our approach is the one between “sul-

fur_dioxide” and “garbage”, in that, even if they represent two seemingly dif-

ferent concepts, both of them denote harmful substances. Some further over-

lappings could be manually found in the two sources into consideration (for

instance, the one between “climate” and “environment”), even if they are se-

mantically weak, and considering them as overlappings or as distinct concepts

is subjective.

10.3 Experiments

Our test campaign had two main purposes, namely: (i) evaluating the performance

of our inter-schema property derivation approach when applied to the scenario for

which it was thought, and (ii) evaluating the pros and the cons of this approach w.r.t.

approaches thought for structured and semi-structured sources of DataWarehouses.

We describe these two experiments in the next subsections.

10.3.1 Overall performances

To perform our experiments, we constructed a set DS of data sources consisting

of 2 structured sources, 4 semi-structured sources (2 of which were XML sources

and 2 were JSON ones), and 4 unstructured sources (2 of which were books and

2 were videos). All these sources stored data about environment and pollution. To

describe unstructured sources, we considered a list of keywords for each of them.

These keywords were derived from Google Books, for books, and from YouTube, for

videos.

It could appear that taking only 10 sources is somehow limited. However, we

carried out this choice because we wanted to fully analyse the behaviour and the

performance of our approach and, as it will be clear below, this requires the human

intervention for verifying obtained results. This intervention would have become

much more di�cult with a higher number of sources to examine. At the same time,

our test set is fully scalable.
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For our experiments, we used a server equippedwith an Intel I7 Dual Core 5500U

processor and 16 GB of RAMwith the Ubuntu 16.04.3 operating system. Clearly, the

capabilities of this server were limited. However, they were adequate for the (small)

data set DS we have chosen to use in our tests.

As the first task of our experiment, we represented themetadata of all the sources

by means of the data model described in Section 9.2. Then, we applied the approach

described in Chapter 9 to (at least partially) “structure” the unstructured sources of

our test data set. Finally, we extracted semantic relationships existing between all the

possible pairs of our test sources. After this, we asked the human expert to examine

all the possible pairs of our test sources and to indicate us the semantic relationships

that, in his opinion, existed therein.

At this point, we were able to evaluate the correctness and the completeness of

our approach by using the classical measures adopted in the literature for this pur-

pose, i.e., Precision, Recall, F-Measure and Overall [359].

Precision is a measure of correctness. It is defined as:

Precision = |TP |
|TP |+|FP |

where TP are the true positives (i.e., semantic relationships detected by our ap-

proach and confirmed by the human expert), whereas FP are the false positives (i.e.,

semantic relationships proposed by our approach but not confirmed by our expert).

Recall is a measure of completeness. It is defined as:

Recall = |TP |
|TP |+|FN |

where FN are the false negatives (i.e., semantic relationships detected by the human

expert that our system was unable to find).

F-Measure is the harmonic mean of Precision and Recall. It is defined as:

F-Measure = 2 · Pecision·Recall
Precision+Recall

Overall measures the post-match e↵ort needed for adding false negatives and re-

moving false positives from the set of matchings returned by the system to evaluate.

It is defined as:

Overall = Recall · (2� 1
Precision )

Precision, Recall and F-Measure fall within the interval [0,1], whereas Overall

ranges between �1 and 1; the higher Precision, Recall, F-Measure and Overall, the

better the performance of the evaluated approach.

In Table 10.5, we report obtained results. From the analysis of this table, we can

observe that, although our approach has been designed with the intent of privileging
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Property Precision Recall F-Measure Overall

Synonymies 0.82 0.87 0.84 0.68

Overlappings 0.77 0.69 0.73 0.48

Type Conflicts 0.78 0.73 0.75 0.52

Homonymies 0.95 0.92 0.93 0.87

Table 10.5: Precision, Recall, F-Measure and Overall of our approach

quickness and lightweightness over accuracy, for the reasons explained in the Intro-

duction, its performance, in terms of correctness and completeness, is extremely

satisfying.

We also point out that the values reported in Table 10.5 are those obtained by

applying the threshold values reported in Section 10.2. These are the ones guaran-

teeing the best tradeo↵ between Precision and Recall and, consequently, the best

values of F-Measure and Overall.

Interestingly, if, in a given application context, a user must privilege correct-

ness (resp., completeness) over completeness (resp., correctness), it is su�cient to

increase (resp., decrease) the values of thmin and to decrease (resp., increase) the

values of thOv and thmax.

10.3.2 Evaluation of the pros and the cons

In order to provide a quantitative evaluation of the pros and the cons of our approach

to extracting inter-schema properties w.r.t. the past ones thought for structured and

semi-structured sources2 [303, 76], we compared our approach with XIKE [129].

Indeed, in [129], XIKE was already compared with several other systems having the

same purposes (namely, Autoplex, COMA, Cupid, LSD, GLUE, SemInt, Similarity

Flooding) and it was shown that it obtained comparable or better results.

First, we evaluated Precision, Recall, F-Measure and Overall of our approach and

XIKE. Clearly, since this last system (as well as all the other ones mentioned above)

did not handle unstructured data sources, we had to limit ourselves to consider only

structured or semi-structured sources. Furthermore, as performed in [129], we lim-

ited our attention to synonymies and homonymies.

In a first experiment, we considered the same sources exploited in [129] for

evaluating the performance of XIKE. In particular, we considered sources rela-

tive to Biomedical Data, Project Management, Property Register, Industrial Compa-

2 Actually, to the best of our knowledge, no approach to uniformly extracting inter-schema

properties from structured, semi-structured and unstructured data sources has been pro-

posed in the past.
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Application context Number Max Average Number Average Number

of Schemas depth of nodes of complex elements

Biomedical Data 11 8 26 8

Project Management 3 4 40 7

Property Register 2 4 70 14

Industrial Companies 5 4 28 8

Universities 5 5 17 4

Airlines 2 4 13 4

Biological Data 5 8 327 60

Scientific Publications 2 6 18 9

Table 10.6: Characteristics of the sources exploited for evaluating our approach

nies, Universities, Airlines, Biological Data and Scientific Publications. Biomedical

Schemas have been derived from various sites; among themwe cite http://www.biom

sediator.org. Project Management, Property Register and Industrial Companies

Schemas have been derived from Italian Central Governmental O�ce (ICGO) sources

and are shown at the address http://www.mat.unical.it/terracina/tests.html.

Universities Schemas have been downloaded from the address http://anhai.cs.uiu

c.edu/archive/domains/courses.html. Airlines Schemas have been found in [289];

Biological Schemas have been downloaded from the addresses http://smi-web.stan

ford.edu/projects/helix/pubs/ismb02/schemas/, http://www.cs.toronto.edu

/db/clio/data/GeneX_RDB-s.xsd and http://www.genome.ad.jp/kegg/soap/v3.

0/KEGG.wsdl. Finally, Scientific Publications Schemas have been supplied by the au-

thors of [225].

We considered 35 sources whose characteristics are reported in Table 10.6. The

minimum, the maximum and the average number of concepts of our sources were

12, 829 and 79, respectively.

The number of synonymies (resp., homonymies) really present in these sources

was 498 (resp, 66). The number of synonymies (resp., homonymies) returned by

XIKE was 541 (resp, 76). Finally, the number of synonymies (resp., homonymies)

returned by our system was 593 (resp., 84). By comparing real synonymies and

homonymies with the ones returned by XIKE and our approach we computed Pre-

cision, Recall, F-Measure and Overall for these two systems. They are reported in

Table 10.7.

From the analysis of this table we can observe that Precision, Recall, F-Measure

and Overall are better in XIKE even if those of our approach are satisfying. This was

expected because it has been designed to be lightweight and, therefore, it introduces

some approximations. For instance, while XIKE considers the neighbors of all levels

in the computation of the similarity degree of two objects, our approach considers

only the neighbors of levels 1 and 2.
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System Precision Recall F-Measure Overall

XIKE (Synonymies) 0.92 0.90 0.91 0.82

XIKE (Homonymies) 0.87 0.95 0.91 0.81

Our approach (Synonymies) 0.84 0.87 0.85 0.70

Our approach (Homonymies) 0.79 0.92 0.85 0.68

Table 10.7: Precision, Recall, F-Measure and Overall of XIKE and our approach

Until now, our experimental campaign highlighted the cons of our approach. To

evidence and quantify the pros, we measured its response time and the one of XIKE

when the number of involved concepts represented in the corresponding metadata

to examine increases. Obtained results are reported in Figure 10.5.

Fig. 10.5: Computation time of XIKE and our approach against the number of con-

cepts to process

From the analysis of this figure, it clearly emerges that, as for this aspect, our

approach is much better than XIKE. Indeed, the di↵erence in the computation time

between it and XIKE is of various orders of magnitude and is such to make XIKE,

and the other systems mentioned above, unsuitable to handle the number and the

size of the data sources characterizing the current big data scenario.

With reference to this claim, we observe that in this experiment the response time

is measured against the number of concepts in the source metaschema. As such,

already a set of sources with 1500 concepts can be considered “large”. Indeed, it

would correspond, for instance, to a set of E/R schemas consisting of about 1500

entities or a set of XML Schemas defining about 1500 di↵erent element types.

Furthermore, in this analysis, we must not forget that XIKE and the approaches

mentioned above are not capable of handling unstructured data, which represents

the second (and, for many verses, most important) peculiarity of our approach.
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10.3.3 Discussion on the scalability

The previous experiment represents a first confirmation of the quickness and the

scalability of our approach. In this section, we aim at finding a further confirmation

of this trend by considering a much more numerous and articulated set of sources

and by comparing the accuracy and the response time of our approach, of XIKE [129]

and DIKE [284]. This last is an approach operating very well in structured sources,

as shown by the comparison tests described in [303].

Clearly, if we want to compare these three approaches, the only way of proceed-

ing is to consider structured sources because they are the only ones handled byDIKE.

In particular, we considered the database schemas of Italian Central Government

O�ces (hereafter, ICGO). They include about 300 databases that are heterogeneous

both in the data model and languages (e.g., hierarchical, network, relational), as well

as in their structure and complexity, ranging from simple databases with schemas

including few objects, to very complex databases [286].

Observe that our approach, XIKE and DIKE are all based on graphs and on the

computation of similarities of the neighbors of the involved objects. However, DIKE

has been thought for relatively small structured databases. As a consequence, when

it computes the similarity of two objects belonging to di↵erent sources, it considers

the similarity of their direct neighbors, the one of the neighbors of the direct neigh-

bors, and so forth, until it terminates a fixpoint computation. In the worst case, the

number of iterations of the fixpoint computation could be equal to the number of

concepts of one of the involved sources. Clearly, performing such a high number of

iterations allows DIKE to return very accurate results, but the required computation

time is generally very high not only from the worst case computational complex-

ity viewpoint but also from the real computation time point of view. In XIKE, the

possible number and dimension of data sources is higher than DIKE and they can

be both structured and unstructured. As a consequence, there is the need to limit

the number of iterations of the fixpoint computation. For this reason, the concept of

severity level has been introduced. In particular, a user can choose a severity level

u between 1 and n and the fixpoint computation is not completed but terminates

after u iterations. The higher u the more accurate and slower XIKE. The approach

here presented has been designed having in mind a big data scenario and structured,

semi-structured and unstructured data sources. As a consequence, it must be nec-

essarily lightweight. For this reason, di↵erently from DIKE and XIKE, we removed

the fixpoint computation or, better, we limited it to 2 iterations. This could cause

a reduction of accuracy but it is the only way to extend the approach of DIKE and

XIKE also to a big data scenario.
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System Precision Recall F-Measure Overall

DIKE (Synonymies) 0.98 0.93 0.95 0.91

DIKE (Homonymies) 0.96 0.95 0.95 0.91

XIKE u = 5 (Synonymies) 0.96 0.91 0.93 0.87

XIKE u = 5 (Homonymies) 0.93 0.93 0.93 0.86

XIKE u = 2 (Synonymies) 0.84 0.86 0.85 0.70

XIKE u = 2 (Homonymies) 0.85 0.86 0.85 0.71

Our approach (Synonymies) 0.83 0.81 0.82 0.64

Our approach (Homonymies) 0.81 0.83 0.82 0.64

Table 10.8: Precision, Recall, F-Measure and Overall of DIKE, XIKE (u = 5, u = 2)

and our approach

Analogously to what happened in the previous section, in order to verify the

theoretical conjectures explained above, we applied our approach, DIKE and XIKE

(with u = 5 and, then, with u = 2) to ICGO databases. The obtained results are re-

ported in Table 10.8.

The results of this table confirm our conjectures. DIKE provides a higher Preci-

sion, Recall, F-Measure andOverall than XIKEwhich, in turn, provides better results

than our approach. Finally, XIKE, with a severity level equal to 5 provides better re-

sults than XIKE with a severity level equal to 2. The former tend to be comparable

with the ones of DIKE; the latter tend to be comparable with the ones of our ap-

proach. This is in line with the fact that when u tends to 5 the fixpoint computation

tends to be complete; instead, when u tends to 2, it tends to be removed and substi-

tuted with only one iteration.

In any case, we would like to remark that the results obtained by our approach

are still acceptable.

After having verified our conjectures about accuracy, we analyzed the ones re-

garding computation time. In particular, the average computation time of DIKE,

XIKE (with u = 5 and u = 2) and our approach is reported in Figure

From the analysis of this figure, it is easy to observe that the lower performance in

terms of accuracy of our approach is largely balanced by an increased performance

in terms of computation time. In a big data context, this aspect is mandatory. As a

matter of fact, Figure 10.3.3 shows that DIKE and XIKE (especially when the sever-

ity level is high), even if very accurate, could not be applied in a big data scenario

associated with smart cities.



174 10 A new approach to extracting inter-schema properties from heterogeneous sources

Fig. 10.6: Computation time of DIKE, XIKE (u = 5 and u = 2) and our approach

against the number of concepts to process

10.3.3

10.4 Related Work

Schemamatching is one of themost investigated topics in the past database research.

At the beginning, all schema matching approaches proposed by researchers were

manual and operated only on structured databases. With the passage of time, re-

searchers proposed semi-automatic or automatic schemamatching approaches capa-

ble of handling both structured and semi-structured data sources. With the advent

of big data, unstructured data are becoming more and more frequent and important.

Schema matching approaches were thought to consider several kinds of hetero-

geneities; the most relevant of them are lexicographic, structural and semantic ones.

The first deals with names and terms; the second considers type formats, data repre-

sentation models and structural relationships among concepts; the third regards the

meaning of involved data.

Let us see, now, in more detail, an overview of several approaches to perform

schema matching from the beginning to the present day.

In [85], an approach to transform structured documents by leveraging schema

graph matching is proposed. In particular, an XML schema to map each structured

document is defined; for this purpose, some XSLT scripts are automatically gener-

ated. In [245], Cupid, a system for deriving inter-schema properties among hetero-

geneous sources, is proposed. Cupid leverages two di↵erent matchings, namely the

structure and the linguistic ones. In [73], MOMIS, a system supporting querying and

information source integration in a semi-automatic fashion, is presented. MOMIS

implements a clustering procedure for the extraction of inter-schema properties.

DIKE and XIKE [286, 129, 285], as well as the approaches described in [102, 138]

also belong to this generation. An overview of this generation of schema matching

approaches can be found in [303, 76].

More recent approaches, which significantly di↵er from the classical ones, are

based on probabilistic methods, applied to networks of schemas [192]. They allow

the definition of network-level integrity constraints for matching, as well as the anal-
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ysis of query/click logs [141, 270], specifying the class of desired user-based schema

matching.

In [40], an XML-based schema matching approach conceived to operate on large-

scale schemas is presented. This approach leverages Prufer sequences. It performs

a two-step activity; during the first step it parses XML schemas in schema trees;

during the second one, it exploits Label Prufer Sequences (LPS) to capture schema

tree semantic information.

In [274], SMART, a SchemaMatching Analyzer and Reconciliation Tool, designed

for the detection and the next reconciliation of matching inconsistencies, is pro-

posed. SMART is semi-automatic because it requires the intervention of an expert

for the validation of results.

In [253], the authors propose an approach to determine the semantic similarity

of terms using the knowledge present in the search history logs from Google. For

this purpose, they exploit four techniques that evaluate: (i) frequent co-occurrence

of terms in search patterns; (ii) computation of the relationship between search pat-

terns; (iii) outlier coincidence on search patterns; (iv) forecasting comparisons.

In [45], a framework for the management of a data lake through the correspond-

ing metadata, is proposed. This framework leverages schema matching techniques

to identify similarities between the attributes of di↵erent datasets. These tech-

niques consider both schemas (specifically, attribute types and dependencies) and

instances (specifically, attribute values) [76]. It integrates di↵erent schema matching

approaches proposed in the last years, like graph matching, usage-based matching,

document content similarity detection and document link similarity detection. [256]

proposes an instance-based approach to find 1-1 schema matches. It combines the

semantics provided by Google and regular expressions. It does not work well in a

scenario where sources are very heterogeneous and data are stored in their row way.

Another instance-based approach is presented in [196]. It faces the heterogeneity of

the di↵erent schemas by leveraging an ad-hoc mapping language.

Most schema matching approaches based on similarities often filter out unnec-

essary matching and information [291] in such a way as to operate easier and faster.

As we have seen in this overview, schema matching has been largely investigated

in the past for very heterogeneous scenarios, and very di↵erent approaches have

been adopted to reach disparate goals. In this “mare magnum” of approaches, ours is

characterized by the following features: (i) it has been specifically conceived to han-

dle also unstructured sources; (ii) it has been designed to be scalable and, therefore,

lightweight; (iii) it is automatic; (iv) in spite of these two last features, it presents a

good accuracy, as we saw in Section 10.3.
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An approach to extracting thematic views from highly

heterogeneous sources

In the last years, data lakes are emerging as an e↵ective and e�cient support for informa-

tion and knowledge extraction from a huge amount of highly heterogeneous and quickly

changing data sources. Data lake management requires the definition of new solutions,

very di↵erent from the ones adopted for data warehouses in the past. In addition, new

techniques of navigation of such data lakes are required by the scenario. Indeed, one of

the main issues to address consists in the extraction of thematic views topic-driven from

the (very heterogeneous and generally unstructured) data sources of a data lake. So, we

propose a two-step technique to extract thematic views from the sources of a data lake,

based on similarity and other semantic relations among the metadata of data sources.

11.1 Introduction

In the last years, data lakes are emerging as an e↵ective and e�cient answer to the

problem of extracting information and knowledge from a huge amount of highly

heterogeneous and quickly changing data sources [146]. Data lake management re-

quires the definition of new techniques, very di↵erent from the ones adopted for

data warehouses in the past. These techniques may exploit the large set of meta-

data always supplied with data lakes, which represent their core and the main tool

allowing them to be a very competitive framework in the big data era.

After proposing a new model to handle heterogeneous sources of information

(Chapter 9) and a new approach to extract semantic properties from these di↵erent

sources we now investigate and present a new supervised approach to extracting

thematic views from highly heterogeneous sources of a data lake. Our solution can

cooperate and it can be fully integrated with the above proposals, representing all

the data lake sources by means of a suitable network. Indeed, networks are very

flexible structures that allow themodelling of almost all phenomena that researchers

aim at investigating [84]. Thanks to this uniform representation of the data lake

sources, the extraction of thematic views from them can be performed by exploiting
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graph-based tools. We define “supervised” our approach because it requires the user

to specify the set of topics T = {T1,T2, . . . ,Tn} that should be present in the thematic

view(s) to extract. However, this technique could work also without combining it

with our previous proposals.

With the term thematic views we mean the situation in which the data manager,

the analyst or anyone who has to navigate the huge data lake searches for some

information filtered by one or more topics of interests.

In the new scenario of data lakes, where data are stored in its row format and

where information and knowledge deriving by it are always more relevant in the

decision making process, it is crucial to propose new techniques able to satisfy such

requirements as faster as possible. This is the main reason that led us to investigate

this scenario.

In detail, our approach consists of two steps. The former is mainly based on the

structure of involved sources. It exploits several notions typical of (social) network

analysis, such as the notion of ego network, which actually represents the core of

the proposed approach. The latter exploits a knowledge repository, which is used

to discover new relationships, other than synonymies, among metadata, with the

purpose to refine the integration of di↵erent thematic views obtained after the first

step. In this step, our approach relies on DBpedia1.

11.2 An approach to extracting thematic views

Let define with DL the data lake that we want navigate in order to extract thematic

views, whose di↵erent sources are represented by means of the model described in

Chapter 9. Our approach is defined as “supervised” just because it requires the user

to specify the set of topics T = {T1,T2, · · · ,Tl }, which should be present in the thematic

view(s) to extract. It consists of two steps, the former mainly based on the structure

of the sources at hand, the latter mainly focusing on the corresponding semantics.

Step 1

The first step of our approach receives a data lake DL, a set of topics

T = {T1,T2, · · · ,Tl }

representing the themes of interest for the user, and a dictionary Syn of synonymies

involving the objects stored in the sources of DL. This dictionary could be obtained

as output of the proposal we presented in Chapter 10, but at the same time we could

1 DBpedia: http://dbpedia.org
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a generic thesaurus, such as BabelNet [271], a domain-specific thesaurus, or a dictio-

nary obtained by taking into account the structure and the semantics of the sources,

which the corresponding objects refer to (such as the dictionaries produced by XIKE

[129], MOMIS [74] or Cupid [245]).

In this step, the concept of ego network from graph theory and network analysis

plays a key role. We recall that an ego network consists of a focal node (the ego) and

the nodes it is directly connected to (the “alters”), plus the ties, if any, between the

alters.

Let Ti be a topic of T . Let Obji = {oi1 , oi2 , · · · , oiq } be the set of the objects synony-

mous of Ti in DL. Let Ni = {ni1 ,ni2 , · · · ,niq } be the corresponding nodes.

First, Step 1 constructs the ego networks

Ei1 ,Ei2 , · · · ,Eiq

having

ni1 ,ni2 , · · · ,niq

as the corresponding egos. Then, it merges all the egos into a unique node ni . In this

way, it obtains a unique ego network Ei from Ei1 ,Ei2 , · · · ,Eiq .

If a synonymy exists between two alters belonging to di↵erent ego networks, then

these are merged into a unique node and the corresponding arcs linking them to the

ego ni are merged into a unique arc. At the end of this task, we have a unique ego

network Ei corresponding to Ti .

After having performed the previous task for each topic of T , we have a set E =

{E1,E2, · · · ,El } of l ego networks. At this point, Step 1 finds all the synonymies of

Syn involving objects of the ego networks of E and merges the corresponding nodes.

After all the possible synonymies involving objects of the ego network of E have been

considered and the corresponding nodes have been merged, a set V = {V1, · · · ,Vg },
1  g  l, of networks representing potential views is obtained.

If g = 1, then it is possible to conclude that Step 1 has been capable of extracting

a unique thematic view comprising all the topics required by the user. Otherwise,

there exist more views each comprising some (but not all) of the topics of interest

for the user. If g = 1, Step 2 is performed to make more precise and complete the

unique view representing all the topics of T . If g > 1, Step 2 aims at finding other

relationships, di↵erent from synonymies, among the objects of the views of V in

such a way as to try to obtain a unique view embracing all the topics of interest for

the user.
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Step 2

This step starts by enriching each view Vi 2 V . For this purpose, it connects each of

its elements to all the semantically related concepts taken from a reference knowl-

edge repository.

In this work, we rely on DBpedia, one of the largest knowledge graphs in the

Linked Data context, including more than 4.58 million entities in RDF. To this aim,

first each element of Vi (including its synonyms) is mapped to the corresponding

entry in DBpedia. In many cases, such a mapping is already provided by BabelNet2.

Then, for each DBpedia entry, all the related concepts are retrieved. In DBpedia,

knowledge is structured according to the Linked Data principles, i.e. as an RDF

graph built by triples. Each triple hs(ubject),p(roperty), o(bject)i states that a sub-

ject s has a property p, whose value is an object o. Both subjects and properties are

resources (i.e., nodes in DBpedia’s knowledge graph), whereas objects may be either

resources or literals (i.e., values of some primitive data types, such as strings or num-

bers). Each triple represents the minimal component of the knowledge graph. This

last is built by merging triples together. Therefore, retrieving the related concepts

for a given element x implies finding all the triples where x is either the subject or

the object.

For each view Vi 2 V , the procedure to extend it consists of the following three

sub-steps:

1. Mapping: for each node n 2 Vi , its corresponding DBpedia entry d is found.

2. Triple extraction: all the related triples hd,p,oi and hs,p,di, i.e., all the triples in

which d is either the subject or the object, are retrieved.

3. View extension: for each retrieved triple hd,p,oi (resp., hs,p,di), Vi is extended

by defining a node for the object o (resp., s), if not already existing, linked to n

through an arc labeled as p.

These three tasks are repeated for all the views of V . As previously pointed out,

this enrichment procedure is particularly important if |V | > 1 because the new de-

rived relationships could help to merge the thematic views that was not possible to

merge during Step 1. In particular, let Vi 2 V and Vj 2 V be two views of V , and

let V 0i and V 0j be the extended views corresponding to them. If there exist two nodes

nih 2 V 0i ad njk 2 V 0j such that nih = njk
3, then they can be merged in one node; if this

happens, V 0i and V 0j become connected. After all equal nodes of the views of V have

2 Whenever this does not happen, the mapping can be automatically provided by the DBpe-

dia Lookup Service (http://wiki.dbpedia.org/projects/dbpedia-lookup).
3 Here, two nodes are equal if the corresponding name coincide.
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been merged, all the views of V could be either merged in one view or not. In the for-

mer case, the process terminates with success. Otherwise, it is possible to conclude

that no thematic views comprising all the topics specified by the user can be found.

In this last case, our approach still returns the enriched views of V and leaves the

user the choice to accept of reject them.

11.2.1 An example case

In this section, we present an example case aiming at illustrating the various tasks of

our approach. Here, we consider: (i) a structured source, called Weather Conditions

(W , in short), whose corresponding E/R schema is not reported for space limita-

tions; (ii) two semi-structured sources, called Climate (C, in short) and Environment

(E, in short), whose corresponding XML Schemas are not reported for space limita-

tions; (iii) an unstructured source, called Environment Video (V , in short), consisting

of a YouTube video and whose corresponding keywords are: garden, f lower, rain,

save, earth, tips, recycle, aurora, planet, garbage, pollution, region, lif e, plastic,

metropolis, environment, nature, wave, eco, weather, simple, f ineparticle, climate,

ocean, environmentawareness, educational, reduce, power, bike.

By applying the approaches mentioned in Chapter 9, we obtain the correspond-

ing representations in our network-based model, shown in Figure 11.1.

Assume, now, that a user specifies the following set T of topics of her interest:

T = {Ocean,Area}. First, our approach determines the terms (and, then, the objects)

in the five sources that are synonyms of Ocean and Area. As for Ocean, the only

synonym present in the sources is Sea; as a consequence, Obj1 comprises the node

Ocean of the source V (V .Ocean4) and the node Sea of the source C (C.Sea). An

analogous activity is performed for Area. At the end of this task we have that Obj1 =

{V .Ocean,C.Sea} and Obj2 = {W.Place,C.Place,V .Region,E.Location}.
Step 1 of our approach proceeds by constructing the ego networks corresponding

to the objects of Obj1 and Obj2. They are reported in Figure 11.2.

Now, let’s consider the ego networks corresponding to V .Ocean and C.Sea. Our

approach merges the two egos into a unique node. Then, it verifies whether fur-

ther synonyms exist between the alters. Since none of these synonyms exists, it re-

turns the ego network shown in Figure 11.3(a). The same task is performed to the

ego networks corresponding to W.Place, C.Place, V .Region and E.Location. In par-

ticular, first the four egos are merged. Then, synonyms between the alters W.City

and C.City and the alters W.Altitude and C.Altitude are retrieved. Based on this,

W.City and C.City are merged in one node, W.Altitude and C.Altitude in another

4 Here and in the following, we use the notation S.o to indicate the object o of the source S .
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Fig. 11.1: Network-based representations of the four sources into consideration.

Fig. 11.2: Ego networks corresponding to V .Ocean, C.Sea, W.Place, C.Place,

V .Region and E.Location.

node, the arcs linking the ego to W.City and C.City are merged in one arc and the

ones linking the ego to W.Altitude and C.Altitude in another arc. In this way, the
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ego network shown in Figure 11.3(b) is returned. At this point, there are two ego

networks, EOcean and EArea, each corresponding to one of the terms specified by the

user.

Now, Step 1 verifies if there are any synonyms between a node of EOcean and

a node of EArea. Since this does not happen, it terminates and returns the set V =

{VOcean,VArea}, where VOcean (resp., VArea) coincides with EOcean (resp., EArea).

Fig. 11.3: Ego networks corresponding to Ocean and Area.

At this point, Step 2 is executed. As shown in Figure 11.4, first each term

(synonyms included) is semantically aligned to the corresponding DBpedia en-

try (e.g., Ocean is linked to dbo:Sea, Area is linked to dbo:Location and dbo:Place,

while Country to dbo:Country5, respectively). After a single iteration, the triples

hdbo:sea rdfs:range dbo:Seai and hdbo:sea rdfs:domain dbo:Placei are retrieved. They

correspond to the DBpedia property sea, which relates a country to the sea from

which it is lapped. Other connections can be found by moving to specific instances

of the mentioned resources. In this way, the following triples are retrieved: hinstance
rdf:type dbo:Seai, hinstance rdf:type dbo:Locationi, hinstance rdf:type dbo:Placei, mean-

ing that there are resource instances having types Sea, Location and Place simul-

taneously (e.g., dbr:Mediterranean_Sea). Furthermore, a triple hinstance dbo:country

dbo:Countryi can be retrieved, meaning that those instances being a Sea, a Location or

a Place specify in which dbo:Country they are located through the dbo:country prop-

erty.

In this example case, Step 2 succeeded in merging the two views that Step 1 had

maintained separated.

11.3 Related work

The new data lake scenario is characterized by several peculiarities that make it very

di↵erent from the data warehouse paradigm. Hence, it is necessary to adapt (if pos-

sible) old algorithms conceived for data warehouses or to define new approaches

5 Prefixes dbo and dbr stand for http://dbpedia.org/ontology/ and http://dbpedia.

org/resource/
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Fig. 11.4: The integrated thematic view.

capable of handling and taking advantage of the specificities of this new paradigm.

However, most approaches proposed in the literature for data integration, query

answering and view extraction do not completely fit the data lake paradigm. For in-

stance, [101] proposes some techniques for building views on semi-structured data

sources based on some expected queries. Other researchers focus on materialized

views and, specifically, on throughput and execution time; therefore, they a-priori

define a set of well-known views and, then, materialize them. Two surveys on this

issue can be found in [182, 34]. The authors of [377] investigate the same problem

but they focus on XML sources. The approach of [368] addresses the same issue

by means of query rewriting; specifically, it transforms a query Q into a set of new

queries, evaluates them, and, then, merges the corresponding answers to construct

the materialized answer to Q. [60] proposes an approach to constructing material-

ized views for heterogeneous databases; it requires the presence of a static context

and the pre-computation of some queries.

Another family of approaches exploits materialized views to perform tree pattern

querying [367] and graph pattern queries [145]. Unfortunately, all these approaches

are well-suited for structured and semi-structured data, whereas they are not scal-

able and lightweight enough to be used in a dynamic context or with unstructured

data. An interesting advance in this area can be found in [333]. Here, the authors

propose an incremental approach to address the graph pattern query problem on

both static and dynamic real-life data graphs. Other kinds of views are investigated

in [80] and [59]. In particular, this last paper uses virtual views to access hetero-

geneous data sources without knowing many details of them. For this purpose, it

creates virtual views of the data sources.

Finally, semantic-based approaches have long been used to drive data integra-

tion in databases and data warehouses. More recently, in the context of big data,

formal semantics has been specifically exploited to address issues concerning data

variety/heterogeneity, data inconsistency and data quality in such a way as to in-

crease understandability [188]. In the data lake scenario, semantic techniques have
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been successfully applied to more e�ciently integrate and handle both structured

and unstructured data sources by aligning data silos and better managing evolving

data models. For instance, in [180], the authors discuss a data lake system with a se-

mantic metadata matching component for ontology modeling, attribute annotation,

record linkage, and semantic enrichment. Furthermore, [148] presents a system to

discover and enforce expressive integrity constraints from data lakes. Similarly to

what happens in our approach, knowledge graphs in RDF6 are used to drive in-

tegration. To reach their objectives, these techniques usually rely on information

extraction tools (e.g., Open Calais7) that may assist in linking metadata to uniform

vocabularies (e.g., ontologies or knowledge repositories, such as DBpedia).

6 RDF Concepts and abstract Syntax: http://www.w3.org/TR/2004/

REC-rdf-concepts-20040210/
7 http://www.opencalais.com
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An approach to extracting complex knowledge patterns

among concepts belonging to heterogeneous sources

In the last few years, the “big data phenomenon” has disrupted both the research and

the technological coordinates in the information systems cultural area. As a matter of

fact, new models for representing big data, new architectures for handling them and new

approaches to extracting information from them appear in order. Data represents the basis

on which data scientists and decision makers extract information, knowledge and wisdom.

For this reason it is important to provide the new paradigm of data lakes with a model that

allows the user to navigate the whole data lake in a agile way. We propose a solution for

this problem by defining a new approach to extracting complex knowledge patterns from

the data stored in a data lake.

12.1 Introduction

In the last few years, the “big data phenomenon”, with the corresponding 5V

paradigm (Volume, Velocity, Variety, Veracity and Value), is rapidly changing the

research and technological “coordinates” of the information system area [104, 366].

For instance, it is well known that data warehouses, generally handling structured

and semi-structured data o✏ine, are too complex and rigid to manage the wide

amount and variety of rapidly evolving data sources of interest for a given organiza-

tion, and the usage of more agile and flexible structures appears compulsory [130].

Data lakes are one of the most promising answers to this exigency [244]. A data lake

is a storage repository containing a wide amount of raw data in its native format.

Di↵erently from a data warehouse, a data lake uses a flat architecture (so that the

insertion and the removal of a source can be easily performed). However, the agile

and e↵ective management of data stored therein is guaranteed by the presence of a

rich set of extended metadata. These allow a very agile and easily configurable usage

of the data stored in the data lake. For instance, if a given application requires the

querying of some data sources, one could process available metadata to determine

the portion of the involved data lake to examine.
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One of the most radical changes caused by the big data phenomenon is the pres-

ence of a huge amount of unstructured data. As a matter of fact, it is esteemed

that, currently, more than 80% of the information available on the Internet is un-

structured [117]. In presence of unstructured data, all the approaches developed in

the past for structured and semi-structured data must be “renewed”, and the new

approaches will be presumably much more complex than the old ones [206, 342].

Think, for instance, of schema integration: unstructured sources do not have a rep-

resenting schema and, often, only a set of keywords are given (or can be extracted)

to represent the corresponding content [131].

We propose an approach to the extraction of complex knowledge patterns among

concepts belonging to structured, semi-structured and unstructured sources in a

data lake. Here, we use the term “complex knowledge pattern” to indicate an in-

tensional relationship involving more concepts possibly belonging to di↵erent (and,

presumably, heterogeneous) sources of a data lake. Formally speaking, a complex

knowledge pattern consists of a logic succession {x1,x2, . . . ,xw} of w objects such that

there is a semantic relationship (specifically, a synonymy or a part-of relationship)

linking the kth and the (k +1)th objects (1  k  w� 1) of the succession.
Our approach is network-based in that it represents all the data lake sources

by means of suitable networks. As a matter of facts, networks are very flexible struc-

tures, which allow the modelling of almost all phenomena that researchers aim at in-

vestigating [84]. For instance, they have been used in the past to uniformly represent

data sources characterized by heterogeneous, both structured and semi-structured,

formats [129]. We also use networks to represent unstructured sources, which, as

said before, do not have a representing schema. Furthermore, we propose a tech-

nique to construct a “structured representation” of the flat keywords generally used

to represent unstructured data sources. This is a fundamental task because it highly

facilitates the uniform management, through our network-based model, of struc-

tured, semi-structured and unstructured data sources.

Thanks to this uniform, network-based representation of the data lake sources,

the extraction of complex knowledge patterns can be performed by exploiting graph-

based tools. In particular, taking into consideration our definition of complex knowl-

edge patterns, a possible approach for their derivation could consist in the construc-

tion of suitable paths going from the first node (i.e., x1) to the last node (i.e., xw)

of the succession expressing the patterns. In this case, a user specifies the “seed ob-

jects” of the pattern (i.e., x1 and xw) and our approach finds a suitable path (if it

exists) linking x1 to xw.

Since x1 and xw could belong to di↵erent sources, our approach should con-

sider the possible presence of synonymies between concepts belonging to di↵erent
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sources, it should model these synonymies by means of a suitable form of arcs (cross

arcs, or c-arcs), and should include both intra-source arcs (inner arcs, or i-arcs) and

c-arcs in the path connecting x1 to xw and representing the complex knowledge pat-

tern of interest.

Among all the possible paths connecting x1 to xw, our approach takes the short-

est one (i.e., the one with the minimum number of c-arcs and, at the same number

of c-arcs, the one with the minimum number of i-arcs). This choice is motivated by

observing that a knowledge pattern should be as semantically homogeneous as pos-

sible. With this in mind, it is appropriate to reduce as much as possible the number

of synonymies to be considered in the knowledge pattern from x1 to xw. This because

a synonymy is weaker than an identity and, furthermore, it involves objects belong-

ing to di↵erent sources which, inevitably, causes an “impairment” in the path going

from x1 to xw. Moreover, there is a further, more technological reason leading to the

choice of the shortest path. Indeed, it is presumable that, after a complex knowledge

pattern has been defined and validated at the intensional level, one would like to

recover the corresponding data at the extensional level. In this case, in a big data

scenario, reducing the number of the sources to query would generally reduce the

volume and the variety of the data to process and, hence, would increase the velocity

at which the data of interest are retrieved and processed.

As it will be clear in the following, there are cases in which synonymies (and,

hence, c-arcs) are not su�cient to find a complex knowledge pattern from x1 to xw. In

these cases, our approach performs two further attempts in which it tries to involve

string similarities first, and, if even these properties are not su�cient, part-whole

relationships. If neither synonymies nor string similarities nor part-whole relation-

ships allow the construction of a path from x1 to xw, our approach concludes that,

in the data lake into consideration, a complex knowledge pattern from x1 to xw does

not exist.

12.2 Extraction of complex knowledge patterns

12.2.1 General description of the approach

Our approach to the extraction of complex knowledge patterns operates on a data

lake DL whose data sources are represented by means of the formalism described in

Chapter 9 and we base our approach on the network model of data lakes there we

presented.

It receives a dictionary Syn of synonymies involving the objects stored in the

sources of DL. This dictionary could be a generic thesaurus, such as BabelNet [271],

a domain-specific thesaurus, or a dictionary obtained by taking into account the
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structure and the semantics of the sources, which the corresponding objects refer

to (such as the dictionaries produced by XIKE [129], MOMIS [74] or Cupid [245]).

Furthermore, it receives two objects xih , belonging to a source Dh of DL, and xjq ,

belonging to a source Dq of DL. xih and xjq represent the base on which the complex

knowledge pattern to extract should be constructed. As a matter of fact, we recall

that a complex knowledge pattern consists of a logic succession {x1,x2, . . . ,xw} of w
objects such that: (i) x1 coincides with xih ; (ii) xw coincides with xjq ; (iii) there is a

semantic relationship (specifically, a synonymy or a part-of relationship) linking the

kth and the (k +1)th objects (1  k  w� 1) of the succession.
Before illustrating our approach in detail, it is necessary to introduce some pre-

liminary concepts, namely the ones of i-arcs, c-arcs and pw-arcs. In Chapter 9, we

have seen that, given a sourceDk ofDL,Mk
B = hNk,Aki and Ak = A0k[A00k [A000k . All the

arcs of Ak are internal to Dk ; we call them i-arcs (i.e., internal arcs) in the following.

Now, let xih and xjq be two objects for which a synonymy exists in Syn. We call c-arcs

(i.e., cross arcs) the arcs (nih ,njq ) and (njq ,nih ) corresponding to this synonymy. These

arcs are extremely important because they allow the extraction, the processing and

the management of information coming from di↵erent sources. Finally, given an arc

(nik ,njk ) 2 A0k [A00k , we call pw-arc (i.e., part-whole arc) the arc (njk ,nik ). The pw-arc

(njk ,nik ) is the “reverse” arc of (nik ,njk ) because it starts from the part and ends to

the whole1. The name of this arc clearly indicates its nature. As it is evident from

the definition of A0k and A00k , the i-arc (nik ,njk ) specifies the existence of a part-of re-

lationship, from the whole (nik ) to the part (njk ). The arc (njk ,nik ) is the reverse one

going from the part to the whole.

Our approach operates as follows. Let nih (resp., njq ) be the node corresponding

to xih (resp., xjq ).

• If h = q, we have a trivial case and the complex knowledge pattern from nih to njq
is obtained by selecting the set of the arcs belonging to the shortest path from

nih to njq .

• If h , q, then c-arcs and pw-arcs must be considered. First, our approach deter-

mines the set of complex knowledge patterns each formed by a c-arc from nih to

a node ntl synonymous of nih , followed by a complex knowledge pattern from ntl
to njq . Then, it determines the set of complex knowledge patterns each formed

by an i-arc from nih to a node nth , being a part of nih , followed by a complex

knowledge pattern from nth to njq . If at least one of these two sets is not empty, it

returns the complex knowledge pattern having the minimum number of c-arcs.

1 In order to keep the layout simple, in the graphical representation of our model, we ex-

plicitly show only the arcs from the whole to the parts; the corresponding pw-arcs are

considered implicit.
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If both these sets are empty, then our approach performs a last attempt to find

a complex knowledge pattern by considering pw-arcs having nih as target, if they

exist. In this case, it determines the set of complex knowledge patterns each formed

by a pw-arc from nih to a node nth followed by a complex knowledge pattern from

nth to njq . If this set is not empty, it returns the complex knowledge pattern having

the minimum number of pw-arcs.

12.2.2 Technical Details

As previously pointed out, our approach operates on a data lake DL. It receives a

dictionary Syn of synonymies regarding the objects of DL, along with two objects

xih , belonging to a source Dh of DL, and xjq , belonging to a source Dq of DL. Let

nih (resp., njq ) be the node corresponding to xih (resp., xjq ), then the computation of

CKP(nih ,njq ), i.e. of the complex knowledge pattern from nih to njq , is recursively

performed as follows:

• If h = q, xih and xjq belong to the same source and, therefore, nih and njq belong

to the same network. In this case, the complex knowledge pattern CKP(nih ,njq )

from nih to njq is obtained by selecting the set of the arcs belonging to the short-

est path from nih to njq . Any algorithm previously proposed in the literature for

computing the shortest path between two nodes (see [118] for a detailed descrip-

tion of them) can be adopted.

• If h , q, then nih and njq belong to di↵erent networks.

First, the set NSynSetih of the nodes corresponding to the objects synonymous

of xih in Syn is determined as:

NSynSetih = {ntl | (nih ,ntl ) 2 Syn}

Then, the set CKPSynSet(nih ,njq ) of the complex knowledge patterns from nih
to njq and passing through a node of NSynSetih is computed. Formally:

CKPSynSet(nih ,njq ) = {SynCKP(nih ,njq ,ntl )|ntl 2NSynSetih }

where:

SynCKP(nih ,njq ,ntl ) = {(nih ,ntl )[CKP(ntl ,njq )}

After this, the set NPartSetih of the nodes representing a part of nih (which, in

this case, is the whole) is determined as:

NPartSetih = {nth |(nih ,nth ) 2 A0h [A00h }

Then, the set CKPPartSet(nih ,njq ) of the complex knowledge patterns from nih
to njq and passing through a node of NPartSetih is computed. Formally:
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CKPPartSet(nih ,njq ) = {PartCKP(nih ,njq ,nth )|nth 2NPartSetih }

where:

PartCKP(nih ,njq ,nth ) = {(nih ,nth )[CKP(nth ,njq )}

If CKPSynSet(nih ,njq ) , ; and/or CKPPartSet(nih ,njq ) , ;, our approach selects

as CKP(nih ,njq ) the complex knowledge pattern having the minimum number of

c-arcs. If more than one pattern exists with the same minimum number of c-arcs,

it returns the one with the minimum number of i-arcs. If more than one pattern

exists with these characteristics, it randomly selects one of them.

If CKPSynSet(nih ,njq ) = ; and CKPPartSet(nih ,njq ) = ;, then c-arcs are not suf-

ficient to find a complex knowledge pattern from nih to njq . However, a last at-

tempt to find such a pattern can be performed by exploiting a pw-arc having nih
as target, if it exists.

In particular, let NWholeSetih be the set of the nodes of which nih is a part. It is

determined as:

NWholeSetih = {nth |(nth ,nih ) 2 A0h [A00h }

Then, if NWholeSetih = ;, there is no possibility to find a complex knowledge

pattern from nih to njq . Otherwise, the set CKPWholeSet(nih ,njq ) of the com-

plex knowledge patterns between nih and njq and passing through a node of

NWholeSetih is computed. Formally:

CKPWholeSet(nih ,njq ) = {WholeCKP(nih ,njq ,nth )|nth 2NWholeSetih }

where:

WholeCKP(nih ,njq ,nth ) = {(nih ,nth )[CKP(nth ,njq )}

Once WholeCKP(nih ,njq ,nth ) has been constructed, if it is not empty, our ap-

proach selects as CKP(nih ,njq ) the complex knowledge pattern having the min-

imum number of pw-arcs. If more than one pattern exists with the same mini-

mum number of pw-arcs, it returns the one with the minimum number of c-arcs.

If more than one pattern exists with these characteristics, it selects the one with

the minimum number of i-arcs. Finally, if more than one pattern exists with the

same minimum number of i-arcs, it randomly selects one of them.

Computational complexity

As for the computational complexity of this approach, we can observe that:
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• If h = q, any algorithm previously proposed in the literature for computing the

shortest path between two nodes can be adopted. For instance, if the Dijkstra

algorithm using a binary heap is implemented, the computational complexity of

this step is O(|A| · log |N |), where |A| is the total number of arcs of the data lake

and |N | is the total number of its nodes.

• If h , q, in the worst case, it is necessary to determine the sets NSynSetih ,

NPartSetih and NWholeSetih and, then, for each node of these sets, to compute

the shortest path from ni to nj bounded to pass through it.

Now, |NSynSetih | is O(|DL|) because there could be at most one synonymous of

a node for each source. |NPartSetih | is O(|Nmax |), where |Nmax | is the number of

nodes of the largest source of the data lake. For the same reason, |NWholeSetih |
is O(|Nmax |).
The complexity of the computation of the shortest path from ni to nj bounded to

pass through a node is O(|A| · log(|N |), if the Dijkstra algorithm with the support

of the binary heap is applied.

Therefore, in this case, the computational complexity of the algorithm is:

O(|A| · log |N |) ·O(max(|Nmax |, |DL|))

Now, since generally |Nmax |� |DL|, we have that the computational complexity

of this step is:

O(|A| · log |N | · |Nmax |)

Since the computational complexity of the case h , q is higher than the one of

the case h = q, we can conclude that the overall computational complexity of our

approach is O(|A| · log |N | · |Nmax |).
This computational complexity can be judged very good if we consider the prob-

lem to solve. Actually, one could say that it is high for real data lakes consisting of

many sources. However, in these cases, we have that, in the reality, the correspond-

ing graphs are very sparse and, therefore, |A| is small. To better quantify this fact,

in Section 12.4.2, we compare the theoretical and the real computation time of our

approach against the number of nodes of the data lake.

12.3 Some case studies

In this section, we present some case studies devoted to illustrate the behaviour of

our approach in the various possible cases. To perform our test cases, we constructed

a data lake consisting of 2 structured sources, 4 semi-structured sources (i.e., 2 XML

sources and 2 JSON ones) and 4 unstructured sources (i.e., 2 books and 2 videos). All
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Fig. 12.1: The network corresponding to the source Climate

these sources store data about environment and pollution. To describe unstructured

sources, we initially considered a set of keywords derived from Google Books, for

books, and from YouTube, for videos.

The case studies we present in this section involve five sources of our data lake.

These sources are the following:

• Climate. This is a JSON source storing data about weather and climatic condi-

tions of several places. In this dataset, space and time are expressed at several

granularity levels. In particular, time is expressed in years, seasons and days,

whereas space is expressed in countries and cities; these last ones have associated

the corresponding latitude and longitude. The network representing Climate is

reported in Figure 12.1.

• Energy. This is a JSON source storing data about renewable and non-renewable

energy sources used in the countries worldwide. Energy also stores data about

the investments on the various kinds of energy source. The network representing

Energy is reported in Figure 12.2.

• Environment disasters. This is an XML source storing data about environment dis-

asters (e.g., earthquakes, seaquakes, volcanic eruptions, etc.), the places where

they happened, the damages caused by them, and so forth. The network repre-

senting Environment disasters is reported in Figure 12.3.

• Environment risks. This is a book discussing about environment risks, their prob-

abilities, their damages, etc. This is an unstructured source and, as such, it is

represented by a set of keywords, which is reported in Table 12.1.

• Air pollution. This is a book focusing on air pollution, its causes, its consequences

and the possible control strategies that can mitigate their impact on the environ-

ment. This is an unstructured source. Its keywords are reported in Table 12.2.
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Fig. 12.2: The network corresponding to the source Energy

Fig. 12.3: The network corresponding to the source Environment disasters

The first case study we are considering is very simple because the two “seed ob-

jects” of the complex knowledge pattern are Energy and Population, both belonging

to the source Energy. Since both the source and the target node of the knowledge pat-

tern belong to the same network, the pattern is obtained simply by computing the
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Keywords

absorptivecapacity,action,adjustments,adopted,agencies,agricultural,

air,appraisal,areas,Bangladesh,Burton,capita, catastrophe,choice, coast,

alcomprehensive, coping,cost, crops,damage,deaths,developingcountries,

relief ,drought, earthquake,economic,ef f ects, ef f ort, emergency,environment,

environmental, estimated,evacuation,experience,extremeeventsf armers, f edera,

Figure, f lood, f loodplain, f orecasting, f requency,global,globalwarming,groups,

hazardevent,hazardresearch,human,hurricane, impact, income, increase, individual,

industrial,Kates,LabourBrigade, land,LiuLing, loss,magnitude,maize,major,

measures,ment,million,naturaldisasters,naturalevents,naturalhazards,

hazard,Nicaragua,occur,organization,pattern,people0scommunepercent,percent,

population,possible,potential,prevent,protection, range, reduce, regions,

risk,River, scale, scientif ic, social, society,SriLanka, storm,studies,

threshold, tion, tornado,T ristandaCunha, tropical, cyclone,T ropicalStormAgnes,

tsunami,UnitedKingdom,urban,vulnerable,warning, systems,zone,Managua,

air,plant,disaster,airpollution,natural,T anzania,T ropicalStormAgnes.

Table 12.1: Keywords of the source Environment risks

Keywords

acid,activatedsludge,activity,aerosol,airpollution,airquality,air,

anaerobicdigestion,approach,aquatic,areas,Assesment,atmosphere,biof uels,

carbon,catalyst, cause, chemical, chlorine,climatechange,combustion,

concentrations,contaminated,cycle,CycleAssessment,deposition,diesel,

dose,drinkingwater, ecosystem,ef f ects, ef f luent, emissions, energy,

EnvironmentAgency,European,EuropeanCommission,EuropeanUnion,

exposure,Figure, f uel,gases,global,human,hydrocarbons, impacts, important,

industrial, landf ill, legislation, levels,London,major,materials,measures,

models,monitoring,nanoparticles,nitrate,nitrogen,nitrogendioxide,nuisance,

operation,organic,oxidation,oxygen,ozone,particles,PBDEs,PCBs,pesticides,

plant,potential, radiation, radiativef orcing, radioactive, range, reaction,

recycling, reduce, regulation, regulatory, release, response, result, risk, sewage,

signif icant, sludge, soil, sources, species, standards, stratosphere, studies,

substances, sulf urdioxide, surf ace, temperature, toxic, transport, treatment,

typically,urban,vehicles,wastemanagement,ambient,biological, compounds,

Directive, engine,example, increase,metals,petrol, reactor, eutrophication.

Table 12.2: Keywords of the source Air pollution
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Fig. 12.4: Complex knowledge pattern from the node Energy to the node Population

of the source Energy

shortest path from Energy to Population in the network of Figure 12.2. Actually, in

this case, we have only one possible path, shown in Figure 12.4. This path consists

of 4 i-arcs, no c-arcs and no pw-arcs.

The second case study we are considering involves as “seed objects” Position,

belonging to Environment disasters, and Energy, belonging to Energy. In this case, it

is evident the necessity of passing through at least one c-arc because the two objects

belong to di↵erent sources. One of the synonyms of the object Position is the object

Place, belonging to the source Energy. As a consequence, it is possible to define at

least one path, starting from Position, passing through Place and reaching Energy.

This path is shown in Figure 12.5 and consists of 1 i-arc, 1 c-arc and no pw-arc. An

alternative path would involve the nodes Position and Continent of Environment

disasters and the nodes Country, Place and Energy of Energy. However, this path

would consist of 3 i-arcs, 1 c-arc and no pw-arc and, clearly, it is not the shortest

path. As a consequence, in this case, our approach returns the path shown in Figure

12.5 as the complex knowledge pattern from Position to Energy.

The third case studywe are considering involves, as “seed objects”, Fujita_scale

of Environment disasters and Risk of Environment risks. In this case, synonymies are

not su�cient because there is no synonymy involving Fujita_scale. However, the

“whole” node of Fujita_scale is Hurricane and there is a synonymy between Hur-

ricane and Tornado. As a consequence, it is possible to define at least one path

starting from Fujita_scale, passing through Hurricane and Tornado and ending

to Risk. This path is shown in Figure 12.6. It consists of 1 i-arc, 1 c-arc and 1 pw-arc.

This is also the shortest path from Fujita_scale to Risk and, therefore, the complex

knowledge pattern between these two nodes.

The fourth and last case study is the most complex one because it involves more

alternative synonymies that could be selected, with the consequent need to deter-

mine the best one. The “seed objects” are Risk_degree of Environment disasters and
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Fig. 12.5: Complex knowledge pattern from the node Position of the source Envi-

ronment disasters to the node Energy of the source Energy

Fig. 12.6: Complex knowledge pattern from the node Fujita_scale of the source

Environment disasters to the node Risk of the source Environment risks

Emergency of Environment risks. Risk_degree presents two synonymies in the dic-

tionary; the former involves the object Risk of Environment risks; the latter regards

the object Risk of Air pollution. As a consequence, at least two extremely di↵erent

paths could exits. However, the path involving the node Risk of Environment risks

can reach the target source through only 1 c-arc. The other one would need at least

another c-arc to reach the target source. In particular, it should use the synonymy be-

tween Risk ofAir pollution and Hazard of Environment risks. In Figure 12.7, we report

both these paths. The former involves the nodes Risk_degree, Risk, Book and Emer-

gency and consists of 2 i-arcs and 1 c-arc. The latter involves the nodes Risk_degree,

Risk, Hazard, Book and Emergency and consists of 2 i-arcs and 2 c-arcs. Clearly, the

shortest path is the former, which is selected as the complex knowledge pattern be-

tween the two seed nodes.
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Fig. 12.7: Complex knowledge pattern from the node Risk_degree of the source

Environment disasters to the node Risk of the source Environment risks

12.4 Discussion

This section is devoted to present a critical discussion of several aspects concerning

our approach. It consists of three subsections. In the first, we present a comparison

between our approach and the related ones. In the second, we evaluate the perfor-

mance of our overall approach. Finally, in the fourth, we measure its e�ciency for

large datasets. To carry out the experiments described in this section, we used a

server equipped with an Intel I7 Dual Core 5500U processor and 16 GB of RAM

with the Ubuntu 16.04.3 operating system. Clearly, especially for the last experi-

ments, the capabilities of this server were limited. However, as we will see below,

we were mostly interested to compare theoretical worst case response times with the

real ones. Clearly, in real contexts, whenever necessary, much more powerful servers

could be used to reduce the response time.

12.4.1 Comparison

In Section 12.5, we have seen that we can distinguish four main families of ap-

proaches that are most related to ours. Specifically, these approaches aim at extract-

ing: (i) keyword patterns; (ii) knowledge from structured sources; (iii) knowledge

from heterogeneous sources; (iv) knowledge patterns through network analysis-

based techniques.

As for the first family, the corresponding approaches share with ours the objec-

tive, i.e. the extraction of some form of knowledge. However, the knowledge de-

rived by them consists simply in keyword patterns. Furthermore, the techniques

they leverage to carry out this task are di↵erent from ours, especially if we consider

the sub-family operating on RDF data. A higher similarity can be found with the

other sub-family, i.e., the one operating on graph databases [127, 201].
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As for the second family, the corresponding approaches present some analogies,

but also some di↵erences, with ours. In particular, both of them exploit metadata

to perform the knowledge extraction task. However, the approaches of this second

family operate only on structured sources, whereas our approach manages sources

with disparate formats.

The approaches of the third family extract knowledge from heterogeneous (both

structured and semi-structured) sources. For instance, the approach of [235] aims at

querying heterogeneous data in fuzzy XML documents by using a tree-pattern based

algorithm. This approach has several di↵erences with respect to ours. In fact, it fo-

cuses mainly on querying, whereas our approach considers the extraction of knowl-

edge patterns. Furthermore, it operates on XML documents, whereas our approach

operates on sources with di↵erent formats. Interestingly, the approach of [235] lever-

ages a tree pattern-based algorithm, whereas ours exploits a graph pattern-based

one. Another approach of this family is the one described in [324], which is based on

Similarity Join. This approach and ours are similar in that both of them have a step

in which a similarity detection task is performed. However, the approach of [324]

needs a support knowledge hierarchy, whereas our approach exploits one or more

thesauruses. Furthermore, the data sources considered by the approach of [324] are

just collections of objects (e.g., documents) and not a variegate data lake, which is

the reference data structure for our approach.

The fourth family comprises network-based models and algorithms that exploit

network analysis to extract knowledge patterns. One of these approaches is de-

scribed in [318]. It operates in the context of Music Information Retrieval, which

is actually quite far from the scenarios of interest to our approach. However, both

this approach and ours share the usage of network to represent available data and of

network analysis to extract the desired knowledge. The approach of [318] focuses on

non-traditional data sources, and, in this fact, is similar to ours. However, the source

typology considered by it has a very specific nature, whereas the ones handled by

our approach are numerous and are the most common ones encountered in the real-

ity. Another approach belonging to the last family is the one described in [238]. This

approach and ours present some analogies in that both of them use network analysis

to extract knowledge of interest. However, the approach of [238] operates on only

one kind of databases (e.g., relational ones) and focuses on a very specific topic, i.e.,

patent and applicant analysis. By contrast, our approach considers heterogeneous

data formats and can operate on sources concerning di↵erent topics.

Other two approaches of this family that we have mentioned in Section 12.5 are

the ones presented in [249] and [205]. [249] proposes a network-based formalism

for representing available knowledge. In this formalism, nodes indicate concepts
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and arcs denote relationships between concepts. This representation coincides with

the one adopted by our approach. The main di↵erence between them consists in

the fact that the approach of [249] operates only on information organized in struc-

tured databases. This fact contributes to perform data investigation and formaliza-

tion very easily but, on the other hand, it prevents from managing semi-structured

and unstructured data. The approach of [205] aims at performing keyword search

in a graph to facilitate the identification of sub-graphs. This approach and ours are

similar in that both of them are network-based. However, they also present several

di↵erences. Indeed, the algorithm underlying the approach of [205] is centered on

cliques, whereas the one underlying our approach is based on paths. Furthermore,

the approach of [205] focuses on keyword search, and the consequent subgraph iden-

tification, whereas ours aims at detecting knowledge patterns.

12.4.2 Performance of our overall approach

In Section 12.2.2, we have seen that the computational complexity of the extraction

of complex knowledge patterns is O(|A| · log |N | · |Nmax |). We have also seen that this

complexity can be judged very satisfactory, if we consider the problem to solve.

However, in real data lakes, the number of involved sources is high and so, in

principle, |N | (and |A|, which is O(|N |2) could be very high. Nevertheless, in real

situations, the number of relationships among attributes and elements is very small

and, consequently, the corresponding networks are very sparse. As a consequence,

|A| should be very low, if compared with |N |2, and, therefore, we were confident that,

in real cases, the performance of our approach should be very good.

To verify this hypothesis we measured the response time of our approach when

the number of involved nodes to examine increases; in particular, we measured the

response time obtained by considering the theoretical computational complexity

and the real response time. Obtained results are reported in Figure 12.8, whereas

in Figure 12.9 we propose a “zoom” for those cases that in Figure 12.8 appeared

superimposed on the axis of abscissas. In these graphs, in the computation of the

theoretical response time, we considered several values of graph density.

From the analysis of these figures, it clearly emerges that, in real cases, the re-

sponse time of our approach is much smaller than the one determined by the worst

case time complexity, even when the network density is low or very low. This fact

leads our approach to work very well also in presence of large data lakes, provided

that the corresponding networks are sparse or very sparse, which is the general con-

dition that is found in practice. As a consequence, we can conclude that our hypoth-

esis was true and, therefore, that our approach shows a good performance in real

scenarios.
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Fig. 12.8: Real and theoretical response time against data lake dimension and density

Fig. 12.9: Real and theoretical response time against data lake dimension and density

(zoom of Figure 12.8)

12.4.3 E�ciency for large data sets

In Section 12.2.2, we have seen that, from a theoretical point of view, in order to

determine the computational complexity of our approach, we must consider two

main scenarios, namely:

1. the detected path involves nodes of only one source, in which case the theoretical

computational complexity is O(|A| · log(|N |);
2. the detected path involves nodes of more sources, in which case the theoretical

computational complexity is O(|A| · log |N |) ·O(max(|Nmax |, |DL|)).
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Fig. 12.10: Real and theoretical response time against dimension and density for

large data lakes (Scenario 1)

Now, in presence of large data lakes, both |Nmax | and |DL| are much smaller than

|N |; as a consequence, from a theoretical point of view, the two cases could be re-

ferred to a single one. However, since we aim at measuring the e�ciency of our ap-

proach in the reality (and not only from a theoretical viewpoint), we prefer to keep

the two cases separate and to verify if this hypothesis is also confirmed in practice.

To carry out this experiment, we decided to repeat the tasks already performed in

the previous one, but with a data lake having a number of nodes that is three orders

of magnitude higher than the maximum one considered in the previous experiment.

This number of nodes is clearly much higher than the ones we can currently meet

in real situations. However, we preferred to put our approach under stress to see

if, even in these extreme cases, it shows an acceptable behaviour. Also in this case,

we computed the response time of our approach against the number of nodes of the

data lake and compared the response time obtained by considering the theoretical

computational complexity against the real response time.

Obtained results are reported in Figure 12.10, for the Scenario 1 mentioned

above, and in Figure 12.12, for the Scenario 2 considered previously. A “zoom” of

these figures, limited to those cases that appeared superimposed on the axis of ab-

scissas, are reported in Figures 12.11 and 12.13, respectively. From the analysis of

these figures we can observe that, in presence of very large data sets, the theoreti-

cal response time of our approach would make it not applicable for high values of

density. Instead, our approach shows an acceptable response time for low values of

density.
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Fig. 12.11: Real and theoretical response time against dimension and density for

large data lakes (zoom of Figure 12.10)

Fig. 12.12: Real and theoretical response time against dimension and density for

large data lakes (Scenario 2)

Actually, we have already seen that, in real cases, data lake density is very low.

This is also witnessed by the trend of the real response time shown in Figures 12.10

- 12.13, which is even better than the response time derived from the theoretical

computational complexity obtained with a small density (i.e., 0.005). Interestingly,

the trends of the real response time for Scenarios 1 and 2 are actually the same.

The only di↵erence regards the corresponding values that, in case of Scenario 2, are

about two orders of magnitude higher than the ones shown in Scenario 1.
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Fig. 12.13: Real and theoretical response time against data lake dimension and den-

sity for large data lakes (zoom of Figure 12.12)

All the results described in this section, coupled with the fact that we stressed

our approach in extreme cases generally not found in the current reality, lead us

to conclude that our approach presents a very good e�ciency, which makes it well

suited also for large datasets.

12.5 Related work

Today, big data and smart data are considered as two core kinds of data [323]. The

former is perceived as unstructured, implicit, messy, heterogeneous and with a huge

volume. In the opposite, the latter is presented as structured or semi-structured,

explicit, enriched with markups, metadata and annotations. Furthermore, it is char-

acterized by a small volume because creating the enrichments that characterize it

needs human intervention. With the passing of time, this apparently strong distinc-

tion has gradually narrowed. Indeed, smart data are seen as processed big data [361]

or, better, they are considered as available, helpful and processed information. Ac-

cording to this vision, smart data can be just seen as filtered big data on which data

analytics techniques can be applied.

Actually, in order to support decision making activities, the capability of extract-

ing information from every kind of data we can store becomes crucial. In this sense,

a new way of storing, managing and processing structured, semi-structured and un-

structured data is growing. It is resumed in the data lake paradigm [244].

In the literature there is a strong agreement in the definition of data lake. For

instance, [181] defines data lakes as “big data repositories which store raw data and
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provide functionality for on-demand integration with the help of metadata descrip-

tions”. [350] resumes a data lake definition provided by [111] and claims that “a

data lake is a set of centralized repositories containing vast amounts of raw data

(either structured or unstructured), described by metadata, organized into identifi-

able data sets, and available on demand”. Analogously, [264] resumes a definition

of [223] and says that “a data lake refers to a massively scalable storage reposi-

tory that holds a vast amount of raw data in its native format (⌧as is�) until it is

needed plus processing systems (engine) that can ingest data without compromis-

ing the data structure”. Finally, [306] says that “a data lake uses a flat architecture

to store data in their raw format. Each data entity in the lake is associated with a

unique identifier and a set of extended metadata, and consumers can use purpose-

built schemas to query relevant data, which will result in a smaller set of data that

can be analyzed to help answer a consumerâ¥Õs question”. A step forward, but in

the same direction, can be found in [250], where the authors introduce the concept

of Big Data Lake as “a central location in which users can store all their data in

its native form, regardless of its source or format. Big data lake can be used as an

environment for the development of in-depth analytics oriented toward fast deci-

sion making on the basis of raw data”. Clearly, this strong agreement on the data

lake definitions does not prevent the possibility to have very di↵erent architectures,

management approaches and querying techniques in the data lake context, as we

will see in the following.

The data lake paradigm requires each raw data to have associated a set of meta-

data. These represent a key component in the data lake architecture because they

let data to be searchable and processed whenever this is necessary [362]. In [148],

metadata are also used for bringing quality to a data lake. Here, the authors present

CLAMS, a system for discovering integrity constraints from raw data and metadata.

To validate obtained results, CLAMS needs human intervention.

In [151], the authors propose a data lake management approach that aims at

extracting metadata from the Hive database. To reach its objective, it applies Social

Network Analysis based techniques. Instead, in [332], iFuse, a data fusion platform

that uses a Bayesian graphical model for both managing and querying a data lake, is

proposed.

In the literature, there are many approaches to querying and managing both

structured and semi-structured data (see [245, 74, 129, 286], to cite a few of them).

However, they are generally incapable of managing unstructured data and are not

lightweight and flexible enough to be used in the new data lake context. Further-

more, most of the approaches used for representing unstructured data are limited

to texts [212, 316]. In order to address this issue, the authors of [393, 106] propose a
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generalized datamodel to represent unstructured data, a method to process it (called

RAISE) and an associated SQL-like query language. The authors of [154] propose the

usage of machine learning for managing and extracting information from unstruc-

tured data. They motivate this proposal by observing that, currently, unstructured

data represent about the 80% of stored information and, therefore, they must be

necessarily processed with a limited human intervention.

The extraction of Complex Knowledge Patterns (CKPs) is a topic widely inves-

tigated in the literature. This is due to the fact that CKPs can refer to a lot of re-

search fields and, therefore, their extraction is a challenging issue in several re-

search areas. Research concerning CKPs goes from keyword search and rank (see

[127, 184, 168, 226], just to cite a few approaches) to visual knowledge extraction

[313, 108]. In the literature, a huge variety of approaches to extracting CKPs has

been proposed. Some of them are based on Network Analysis [387, 257], others are

centered on “questions and answers” mechanisms [197], further ones exploit Simi-

larity Join [324], and so forth. Each family of approaches has its pros and cons, as

well as its corresponding tools [330].

As for the approaches most related to ours, there are four main families that

we need to investigate, namely: (i) extraction of keyword patterns; (ii) extraction

of knowledge from structured sources; (iii) extraction of knowledge from heteroge-

neous sources; (iv) extraction of knowledge patterns through network analysis-based

approaches.

As far as the first family is concerned, it is necessary to further di↵erentiate

the corresponding approaches. A first sub-family focuses on RDF analysis. In this

context, several proposals can be found in the literature. For instance, in [127], ap-

proaches to keyword search inside RDF data are proposed. These approaches ex-

ploit user feedback to relax the search constraints and to identify a higher number

of matches. The authors of [391, 184] build a bipartite graph from RDF data and

aim at solving a graph assembly problem. Since this problem is NP-hard, they pro-

pose two heuristics for facing it. In [267], models letting knowledge patterns to be

represented by means of RDF are investigated. The second sub-family, instead, aims

at extracting keyword patterns in a graph database. For instance, in [201], the au-

thors represent di↵erent relational, HTML and XML sources as graphs and propose

a new bidirectional search algorithm for e↵ectively extracting the best answer tree.

In [187], the authors propose BLINKS, a system consisting of an algorithm for bi-

level indexing and a query processor useful for searching the top-k keywords in a

graph. In [168], an engine for enumerating keywords and evaluating their search in

a data graph is proposed. In the same way, in [226], EASE, a framework allowing

indexing and keyword querying, is described.
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As for the second family, most of the corresponding approaches are summarized

in [237]. Here, the authors claim that, thanks to metadata, it is possible to think of a

new, completely automated, approach.

As for the third family, in [109], the authors provide an overview of techniques

used in the literature to support keyword search in structured and semi-structured

data. In [235, 201], the authors operate on semi-structured sources and try to make

the extraction process as automated as possible. More recent approaches try to ex-

tract knowledge from heterogeneous sources. In fact, as evidenced in [234], the big

data phenomenon led to the creation of a lot of heterogeneous sources that include

unstructured data. These need to be integrated exactly as it was made before for

structured data. Starting from this consideration, the authors analyze the most im-

portant challenges introduced by this new reality and present a unique query format

taking this issue into account. In [313], the authors assert that, in order to have a

user-friendly graph query engine, it is necessary to support di↵erent kinds of task,

like synonymy detection and ontology usage. Based on this assertion, they propose a

framework allowing these operations on data without schema or structure. In [324],

the authors argue that Similarity Join is a fundamental operation for clearing data

and integrating di↵erent sources. It involves two big challenges, namely quantifying

knowledge aware similarities and identifying similarity pairs e�ciently. To address

these issues, they propose a new framework. Likewise, in [347], a system to integrate

di↵erent sources through keyword search, and an evaluation system based on user

feedback, are proposed.

The last family of approaches is based on network analysis. In [318], network

communities and the apriori algorithm are used to identify rhythmic knowledge

patterns of musical work. In [238], the authors represent patent data as a network

and, then, propose a new approach that analyzes this network for extracting CKPs

about patent applicants. In [249], the authors propose a new formalism to represent

a knowledge base through a network whose edges denote the semantic proximity be-

tween two or more concepts. This representation allows the discovery of association

models among di↵erent concepts. In [205], the authors propose an algorithm that

uses the cliques in a graph for searching the keywords linked to a given input. Ac-

cording to what the authors claim, keyword search is necessary because it facilitates

the identification of sub-graphs in a network.
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Social Networks, Participation and Analysis
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Social Networks are universally recognized as a key aspects of everyday life: we

can say that they represent the most relevant vehicle of information and sharing of

knowledge and ideas, as well as a fundamental means to connect people quicker

and easier from di↵erent places. Indeed, just think that, by now, even national and

international political choices are shared directly by the main actors through online

social networks. Obviously, if on one hand social networks are gaining momentum

and power in whatever daily situation, we have to be really careful in exploiting and

using such technology. In fact, social networks are becoming (if they are not already),

a very dangerous place for users because of the exponential growing of fake news,

fake profiles and fake information.

In addition, since we are going to migrate into the new context of smart cities,

where e-participation and social communities will continue to grow in everyday life,

it is necessary to prevent some hostile situations that will continue to arise.

This part of the thesis is divided into two chapters. In Chapter 13 we propose a

new decentralized model able to discover and compute the trust level of a partici-

pant in the social network so that it is possible to consider it trusted or not. This study

is in collaboration with the French research group from ENSICAEN University, led

by Prof. Rosenberger, that is in charge to enforce this model by using keystroke dy-

namics as biometric feature. In Chapter 14 we describe and propose a new language

that is able to query multiple online social networks with a single interrogation so

that it is possible extract precious data from social networks. With respect to exist-

ing languages, the proposal also o↵ers the possibility for users to add keywords in

the language which reflect the metadata used by social networks to address its data.

This feature, which we called awareness, enables the possibility to add knowledge

into the language





13

An approach to contrast fake identities in Social

Networks

Fake identity in social networks is a phenomenon that is strongly increasing, which is

used for discovering personal information, identity theft, influencing people, spreading

fake news, and so on. We address this problem by introducing the concept of certified

social profile and by propagating this property through a collaborative and decentralized

approach that exploits keystroke-dynamic-recognition techniques to identify illegal access

to certified profiles. We propose a decentralized approach to compute the trust level of a

social profile so determining if it can be considered trusted from other users. This work is

in collaboration with the French research group from ENSICAEN University, led by Prof.

Rosenberger, that is in charge to enforce this model by using biometric features, in detail

keystroke dynamics. At the time of writing the thesis this study is in progress.

13.1 Introduction

In daily life, communications are taking rapidly the direction of the digital and the

virtual domain. The smart city paradigm also contribute to increasing the number

of online interactions. E-participation plays clearly a key role in the everyday op-

erations. We are almost dependent from social media and social networks; they are

sources of information sharing, platforms where people can interact each other and

where also trash news and data are collected and shared. For this reason, trust repre-

sents a fundamental property that users look for when they interact and use their so-

cial networks. In particular, we can face fake social network profiles and fake news.

Usually, fake news are shared and forwarded mostly by fake profiles. This situation

motive us to propose a newmodel that is able to detect if or not a given social profile

can be considered trusted.

Social network profiles whose claimed identity does not match with the real user

are certainly potential security threats in the Web [278]. This happens in two cases.

The first case is that of fake profiles, in which the owner of a profile intentionally

claims the real-life identity of another individual.
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The second case is that of violated profiles, in which an intruder, permanently or

temporarily, uses the profile of a victim in a fraudulent way.

In both cases, the risk of anomalous behaviour with potential damage of the vic-

tim reputation, espionage, or social engineering attacks towards people connected to

the victim is very high. To give an example, according to security firm Symantec [7],

a growing number of hackers are targeting professionals on LinkedIn. Through these

connections, attackers can entice users to give up personal data, hijack them towards

infected websites and, once their email addresses is known, launch spear-phishing

campaigns.

The problem has thus a high practical relevance. A number of studies have been

proposed in the recent literature [170, 116] to contrast this problem. However, all

the existing proposals require a strong e↵ort of analysis done centrally by the so-

cial network provider, which takes into account all the behavioural and topological

information of the profiles.

We o↵er a di↵erent approach based on a collaborative trust mechanism that may

operate in principle in a truly distributed fashion, combined with behavioural bio-

metric methods to contrast profile compromising. The originality of our proposal

is that it only leverages user-to-user interactions, and no information that only the

social network provider can have. Moreover, we adopt a conservative approach, be-

cause our goal is to provide assurance that a profile is genuine instead of detecting

fake profiles. The underlying idea exploits the social structure of our domain: in-

deed, the trust model is based on a robust implementation of a worth of mouth ap-

proach and robustness is obtained by redundancy. In words, we follow the principle

that if a su�cient number of people trust the identity of a social network profile,

we can trust it too. This way, we obtain a graph of trust, because we propagate trust

under the basic assumption that a fake user (and then fake behaviour) is transitively

excluded. We base our assumption on the consideration that, when the real-life iden-

tity is known, sanctions are facilitated in case of misbehaviour (e.g., victims might

sue users who certified the o↵ender), thus misbehaviour is prevented.

Trust is obtained through redundant trust chains in which any node plays a role

similar to an intermediate certifier in a certificate chain, until a certified profile is

reached. In our model, indeed, the presence of some profiles certified by a Trusted

Third Party is also required. In order to identify possible intrusions in a legitimate

profile, the trust model takes also into account the behavioural biometric traits of

users that they record and verify in a peer-to-peer fashion (i.e., no storing of bio-

metric data is required to the social network provider). In other words, the word of

mouth mechanism propagates the information that the current behaviour of a given

node is not compliant with that of the initial safe state, thus reducing the trust of
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the community towards that node. However, the biometric feature is not covered by

this thesis, since it is carried out by researchers of the University of Caen, France, led

by Prof. Rosenberger. For this reason, in this Chapter we will not give deep details

about this component of the solution, but we limit the presentation to the trust graph

and the model. Finally, we present some early experiments results that encourage to

carry on the investigation.

13.2 Overview of the approach

The reference scenario is that of a social network. The approach works by consid-

ering trust chains among users. Each chain starts from a certain root profile, which

is a profile previously certified by a Trusted Third Party (TTP). To build a certified

profile (root profile), a user has to register to the social network via TTP (also by

exchanging identification documents or using a public digital identity system). In

this phase, TTP gathers the biometric (behavioural) parameters of the user to cre-

ate a model that will be exploited, in the future interaction with the user, to verify

whether the account is still under this user control. In the negative case, the profile

will be no longer classified as certified.

We exploit network analysis and graph theory concepts to represent a social net-

work. Indeed, it is modelled as a directed graph G = hN,Ei, where N is the set of

profiles, and E regards friendship among social network profiles. To be general, we

use the notion of directed graphs, so that the case of symmetric friendship (as Face-

book) is simply handled by including two edges in both directions.

N is thus partitioned into two subsets: (1) the set of certified nodes (denoted by

Nc), and (2) the set of non-certified nodes. In this setup phase (1) coincides with the

set of root nodes. Any node of the social network (both certified and non-certified)

may directly recognize some of its direct contacts. The underlying idea is that a node

recognizes only those adjacent nodes for which past real-life interactions occurred,

allowing to conclude, also by using external knowledge and information, that the

claimed identity is not fake (this typically happens for a significant portion of social

network contacts). When a safe interaction occurs (for example, at the first mes-

sage exchange allowing to recognizes the interlocutor) the profile playing the role

of recognizer builds a biometric model of the recognizing node, in order to detect,

in the future, the possible presence of an intruder. Importantly, only a node already

recognized can play the role of recognizer. The underlying rationale is that the mis-

behaviour of a user is directly connected to her anonymity in the social network.

In other words, making the recognizing process fully accounted and traced (and re-

lated to a real-life identity), we can increase the trust about recognized identities,
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provided that transitively, the process leads to root nodes. As we cannot give an

absolute value to the principle above, we have to increase the level of trust by re-

quiring redundancy in the recognizing process, thus making more improbable the

conjunct misbehaviour of identified recognizers. The level of redundancy sets the

level of trust. The biometric model built by any participant, allows us to detect pos-

sible profile compromising, thus including in the trust also the expectation that an

initially identified profile is still under the exclusive control of the legitimate owner.

It is worth noting that, in principle, the biometric model could be learned by means

of multiple channels (social network interactions, chats, shared editing, and so on)

by associating the model to the asserted identity.

Before giving into detail, we remark that the proposed approach is not aimed

to define a digital identity system, since, as already observed, only a level of trust

is obtained and, further, it regards not all identifying data. Indeed, when a user

a recognizes a user b, she/he is stating just that b is not claiming an identity not

belonging to him, not the veracity of all published information. The number and

quality of information needed to a to reach this conclusion depend on the social

context. Besides name and surname, they may regard the job, the age, the friends,

etc. A detailed study of these aspects is out of the scope of this work whose aim is

just to define the basic approach, leaving the detail (also for example the case of

multiple profiles of the same user, that of social network profiles managed by more

people, etc.) to future work.

13.3 Security requirements

Our proposed approach aims at reinforcing trust in social networks, by ensuring

that a node is the one it claims to be. We thus aim to prevent identity usurpations

(i.e. using an existing identity), typo-squatting (using a very similar identity), and

fictitious identities.

By construction, our proposed approach requires the following security prop-

erties in order to be e↵ective. Accountability prevents nodes from issuing certified

profiles for nodes they do not recognize and trust (e.g. in exchange of money). Re-

vocation enables a node to revoke a mistakenly issued certificates, and to revoke a

certificate in case of a behaviour change from the certified node. Uniqueness pre-

vents a same user from having multiple certifier nodes enabling it to issue several

certificates for a same certified node.

• Integrity: one should not be able to forge or modify certificates in the name of

another certifier.
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• Performance: the computation of the T-confirmed nodes should be computed in

a reasonable time and memory occupation.

• Availability: the computation of the T-confirmed nodes should be possible even

if some nodes are unavailable or corrupted/malicious.

• Accountability: nodes should be held accountable of the certificates they issue,

implying non-repudiation of the issued certificates.

• Revocation: nodes should be able to revoke the certificates they issued.

• Uniqueness: one should not have more of one certifier node.

Our proposed approach should be protected from (or at least mitigate) the fol-

lowing well-known reputation attacks:

• Collusion: system should be resilient to collusions.

• Sybil attacks: see uniqueness.

• Slanders: malicious nodes should not be able to remove a node confirmation.

• Whitewashing: a misbehaving nodes should not be able to create a new account

to start with a new reputation.

• Identity usurpation, typo-squatting, and fictitious identities.

• Hacking: a hacked node should not be able to issues or revoke certificates, and

should no longer be considered as T-confirmed. As possible, previously issued

certificates should remain valid.

It is worth remarking that this study is in progress in the moment of writing the

thesis. A crucial point of our proposal regards the possibility to revoke certificates.

Indeed, we need to find a countermeasure against the possibility that a social profile

that we previously trusted has been compromised or stolen by a malicious attackers.

We are working at two di↵erent levels of solutions that have to be seen as com-

plementary and not alternative to each other. The first step is to add the attribute

expiration date to certificates and the second one is carried out when it is required

to revoke the other’s social user certificate immediately because of an attack or a

compromise of the private key. Similarly to what happens in TLS/SSL, the TTP is

in charge of storing these revoked certificates on a given list. We also require our

approach to respect user privacy, thus to grant them their anonymity: one should not

know who certify who.

The biometric system used in our approach requires the following security prop-

erties:

• Confidentiality: the biometric data should not be disclosed to others.

• Non-reversibility: the biometric template should not enable to retrieve the bio-

metrics data.

• Discriminant: the biometrics should discriminate users.
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• Constant: the biometrics should remain constant in order to be used.

• Non-usurpation: another user should not be able to forge/imitate the biometric

of another.

• Not-costly: in terms of memory/time/ergonomics/money (no additional devices).

13.4 The Trust Graph

In this section, we describe how our trust model works. Throughout this section

consider given a directed graph G = hN,Ei representing a social network and a re-

dundancy parameter t, i.e., a positive integer representing a level of trust. Let TTP

be a Trusted Third Party. Let denote by Nc the set of certified nodes, that is the nodes

whose identity is assured and monitored by TTP. Given a node u 2N we denote by

�(u) the set of neighbours of u (i.e., adjacent nodes). In the social network domain

taken into consideration, two nodes are adjacent if they are friends on the social

network. Moreover, we denote by R(u) ✓ �(u) the set of nodes recognized by u.

Definition 13.1. We say that a node u 2 N is t-recognized (in A ✓ N ) if either: (i)

u 2 Nc (i.e., is a certified node), or (ii) there exist t other t-recognized nodes in A that

recognize u.

When the set A of the definition above is not specified, we intend that a node is

t-recognized in N . From the above definition it immediately follows that nodes in

Nc are t-recognized for any t and in any set A. We define now the notion of t-closed

set.

Definition 13.2. A set A ✓ N of t-recognized nodes in A is said t-closed, if there is no

u 2N \A that is t-recognized in A too.

From the above definition it immediately follows that all certified nodes must

belong to any t-closed set.

Theorem 13.3. For any t-closed set A, it holds that Nc ✓ A.

With the next theorem we state that the operator ✓ induces a partial order over

the set of t-closed sets, which is a lower semi-lattice. First, we define this set.

Definition 13.4. We denote by Nt ✓ 2N the set of non-empty t-closed subsets of N .

Now, we are ready to state the following theorem.

Theorem 13.5. Nt is a lower semi-lattice.
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Let denote by Nt
b the bottom of the semi-lattice Nt . In our model, the role of

Nt
b is central, because it includes exactly all nodes that are t-recognized, but, due to

subset minimality, they do not form clusters whose recognizing is only mutual. In

other words, Nt
b is the set of nodes for which trust paths start from certified nodes.

For this reason, we use Nt
b to trust nodes.

Definition 13.6. Given a node u 2 N we say that u is t-trusted (in N ) if u 2 Nt
b . N

t
b is

also said the set of t-trusted nodes (in N ).

To formalize the relationship of t-trustworthiness of a node with the presence of

certified nodes supporting the trust, we introduce the notion of support and kernel of

a t-trusted node in Nt
b .

Definition 13.7. A support for a node u 2 Nt
b \Nc is any subset St

u ✓ Nc such that u is

t-trusted also in the transformation of G obtained by restricting the set of certified nodes

to St
u . A kernel Kt

u for u is any subset minimal support for u.

The next theorem states in which terms we intend the level of trust represented by

t-trustworthiness. Informally, being t-trusted for a node means that there are at least

t trust chains starting from certified nodes.

Theorem 13.8. Given a node u 2Nt
b \Nc, any kernel Kt

u for u is such that |Kt
u | � t.

The above definition of Nt
b and, consequently, of t-trustworthiness of a node, is

declarative, so it does not give us any information about how to compute if a node

is t-trusted or not. Thus, we provide an operational definition of Nt
b , based on the

fixpoint of a monotone operator ⇤t , called t-recognizing operator. This definition also

gives us a more intuitive support about the property stated earlier, for which the

trust of nodes in Nt
b can be directly or indirectly linked to (at least) t certified nodes.

Definition 13.9. We define the t-recognizing operator ⇤t : 2N ! 2N as follows: (i)

⇤t(;) =Nc (ii) ⇤t(A) = {u 2N | 9B ✓ A s. t. |B| � t ^u 2Tv2BR(v)}.

Now, we define the following sequence of sets:⇤0
t =⇤t(;);⇤k

t =⇤t(⇤k�1
t ), for any

k > 0.

By proving first that the operator is monotone, we can obtain the following re-

sults:

Theorem 13.10. The operator ⇤t has a fixpoint, i.e., there exists k > 0 such that ⇤k
t =

⇤k�1
t . We denote this fixpoint as ⇤1t .

The next theorem states the equivalence between the declarative definition above

and the operational one.
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Theorem 13.11. The set of t-trusted nodes Nt
b coincides with the fixpoint of the t-

consequence operator ⇤1t .

The above notion of t-trustworthiness embeds a lossless propagation of trust,

in which the level of assurance of identity based on recognition of users, does not

degrade if the t redundancy property holds at every step of propagation. In other

words, the t-redundancy property is considered as a threshold to propagate the trust.

The t-redundancy parameter implicitly represents the assumption that the multiple

identification of a node u done by nodes in turn identified with the same trust level,

and so on, until t certified nodes are reached, can be considered su�cient to trust the

identity of u. The approach applies the concept of trust chain used in the context of

digital certification to the domain of identity management in social networks, with

the aim of contrasting the problem of fake identities. It is worth remarking that the

model cannot provide absolute guarantees, but only a trust level directly connected

with the value t. The higher t, the higher the trust about identities.

So far, the trust model assumes that, once a user has recognized another user,

no revision of this information must be done. This assumption would be valid only

in absence of attacks able to give the attacker the access to the user profile (even

temporarily). So we assume a sort of safe statewith regards to fraudulent accesses. In

other words, the trust model above prevents from the risk of fake profiles and fake

identities but not from fraudulent access to legitimate profiles.

To contrast this further case, we introduce a biometric-based reinforcement to

combine with the above trust-chain mechanism, in order to decrease the trust on a

given subject if the biometric trait is not recognizable and thus managing also non-

safe states. Indeed, the full trust in our mechanism is obtained by relying on the

assumption that the disclosure of trusted real-life identities prevents from misbe-

haviour of users in the trust mechanism itself, under the t-redundancy assumption.

But, if the operating user is not the legitimate one, the above assumption fails,

so the identity of those users whose trust is based on paths involving the potentially

attacked profile should be not fully trusted. In other words, to take into account

this aspect, we have to enable a gradual level of trust, from 0 to 1 (while before

the trust was basically either 0 or 1), and use an ✏-approximation approach to trust

identities. The first step is to modify the notion of t-recognized. Obviously, we keep

the redundancy parameter t in the new definition, but we introduce the possibility

that a user is not fully identified in a givenmoment, due to the fact that the biometric

support is giving a warning rate. We require that nodes in Nc (i.e., certified nodes)

loose their state if the biometric support gives a warning rate. Thus, we can assume

that certified nodes are not attacked. Given a node u, we define the set R✏(u) (where

0  ✏  1) as the set of pairs hv,br (v)i such that v 2 R(u) (i.e., v is a node recognized
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by u in the safe state) and 1 � ✏  br (v)  1 is the current biometric rate provided

that it is higher than a given threshold 0 < 1�✏  1 under which v must be currently

considered not recognized. Obviously, for ✏ = 0 we fall in the safe state. We say that

nodes in R✏(u) are ✏-recognized by u. At this point, we are ready to extend the notion

of t-recognized to a non-safe state.

Definition 13.12. We say that a node u 2 N is ht,✏, ri-recognized (in N ) if either: (1)

u 2Nc (i.e., is a certified node), or (2) there exists a set B of ht,✏, ri-recognized nodes such

that both (i) u < B, (ii) |B| � t, (iii) u 2 R✏(v), for each v 2 B, (iv) 1� ✏  r  1, and (iv)
P

v2R br (v)
|B| � r.

It is easy to see that a node is t-recognized, according to Definition 13.1, if

and only if it is ht,0,1i-recognized, according to the above definition. The intended

meaning of Definition 13.12 is to take into account warnings triggered by the bio-

metric support (through the parameter ✏), and, at the same time, to require bymeans

of the parameter r that a possible fault of trust introduced by ✏ can be partially re-

covered by fortifying redundancy in order to reduce approximation. In words, if

we can trust less nodes because we are not sure they are not attacked we need a

larger set of witnesses to reach a safe conclusion anyway. This means that r modu-

lates the level of assurance of trust, so that the higher r, the higher the trust on the

identity of ht,✏, ri-recognized nodes. Actually, to talk about trust we have to avoid

mutual self-sustained cluster of ht,✏, ri-recognized nodes, so we have to proceed as

in the safe state above by requiring the minimality condition. For brevity we do not

give all detail, but it is rather clear that definitions of Nt
b and, consequently, of t-

trustworthiness of a node, can be easily extended to the non-safe case, on the basis

of Definition 13.12. We reach thus the definition ofN ht,✏,rib as the bottom of the semi-

lattice of subsets of ht,✏, ri-closed nodes of N . Therefore, a node is ht,✏, ri-trusted if

belongs to the set N ht,✏,rib . Also the definition of recognizing operator can be trivially

extended so obtaining the operator ⇤ht,✏,ri in such a way that N ht,✏,rib coincides with

the fixpoint ⇤1ht,✏,ri of such operator.

13.5 Decentralized Computation of Trust

We present here a decentralized way to compute the trust level. Indeed, as for oth-

ers approaches presented in this thesis, solutions in which a central node has more

power have many issues regarding security, trustworthiness and reliability.

We assume the collaborative behaviour of participants in the network.

We thus propose a distributed algorithm for the evaluation of trust, in which

each node send, upon query, a proof that they are t-confirmed. We choose the proof
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to be a certificate graph, a generalization of certificate chains, in which each node is

certified t times, t being the trust level, instead of once.

We assume that each node posses its own pair of asymmetric cryptographic keys,

and that the private key is kept secret. The public key is used also as an identifier of

a user.

Now, we define the (recursive) structure of a certificate. We have two kinds of

certificates:

• intermediate certificates: containing the certified node’s public key and the cer-

tifier’s public key;

• final certificates: containing explicitly the certified node’s identity (e.g., URL)

and public key, and the certifier’s public key.

These certificates are the proof that the certifier node trust the certified node

(only the certifier node is able to issue such certificates because they are signed).

Intermediate certificates enable the certified node to certify other nodes without re-

vealing its real identity in the certificate graph, and the final certificates enable the

certified node to prove that it is t-confirmed by sending a certificate graph and its

final certificates.

Specifically, a certificate of a user is composed of:

1. issuer: this field contains the public key of the generator of the certificate;

2. target: this is the public key of the user to be certified;

3. profile: this field is obtained as url � r, where url is the URL of the social-

network profile of the target, r is a randomly generated bit string, and � denotes

the exclusive OR operation;

4. key, an optional field containing r (i.e., the value generated above). If this at-

tribute is missing, then this certified is said intermediate certificate; otherwise, it

is said final certificate;

5. certifier: this field may contain a set (even empty) of intermediate certificates of

the users who previously have certified the issuer. If this field is empty, then the

issuer should be a root node certifier and this target user is said root node.

6. expiration date: this field may contain the date until the certificate can be consid-

ered as valid.

Moreover, the fields 1, 2, 3, 5 and 6 are signed by the issuer’s private key to guarantee

information integrity.

Let assume that a user u is friend, in the social network domain, with a set of

u1, ...,up t-confirmed profiles. When u wants to be t-confirmed, u asks to her/his

social friends t-confirmed for a final certificate: thus, the i-th friend ui of u signs
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and issues a certificate ci having all fields filled-in (i.e., containing also the random

r). At the end of this step, if u has obtained at least t final and valid certificates, then

u becomes t-confirmed as well. Now, u can actively participate in the solution by

propagating the trust to another friend f , by issuing and signing a new certificate of

f , in which the field 5 (i.e., certifier) is composed of the certificates c⇤i with 1  i  t,

where c⇤i is obtained from ci by cancelling the field 4 (i.e., key).

Concerning the validation of certificates we have two cases. A intermediate cer-

tificate is valid, if and only if:

• it is signed by the issuer’s private key (i.e., the signature is valid);

• if the field certifier is empty, then the issuer must be a root node certifier; other-

wise, this field contains at least t (recursively) valid certificates;

A final certificate is valid, if and only if, in addition to the above conditions, it

holds also that the value of the field profile � the value of the field key is equal to

the URL of the social-network profile of the user to be certified.

13.5.1 Optimization

A second implementation of the distributed evaluation is to let each certificates to

be independent, i.e. without containing the certificates that certify it, and to ensure

that the certificate graph does not contain duplicate certificates.

When being certified, the intermediate certificate is added to inters, and the final

certificate to finals. The other certificates included in the received certificate graph

are added to a third internal structure (graph), a map in which each element keys’ is

the pair (certified public key ; certifier public key), thus ensuring the uniqueness of

each certificates. When issuing a new certificate, the node send, with the certificate,

graph, and either finals or inters, depending if issuing a final or an intermediate

certificate. Thus sending a valid certificate graph.

To verify such certificate graph, the certificate graph’s certificates are placed in

a multi-map whose index is the certified public key, and containing t elements. For

each index, the number of certificates, and the certificates are verified. Then, starting

from the final certificates, the absence of loops is ensured by a deep-first search, if a

visited node already belong to the current path, a loop is detected.

13.6 Datasets

Let first describe the datasets we used to carry our our experiments. To have a better

proof of our algorithm, we used di↵erent datasets downloaded from the website

http://networkrepository.com/ [311]. In particular, we chose Facebook networks
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|N | |E| dmax davg

D1 24k 1M 3k 96

D2 36k 2M 5k 87

D3 64k 1M 2K 39

D4 63k 817k 1k 25

D5 42k 1M 4k 65

D6 150K 10M 5k 100

Table 13.1: Properties of the datasets used

since they perfectly fit with our scenario. We generally prefer to use these datasets

with respect to synthetic ones because they are real data so we can compare our

algorithms over a real scenario.

In the Facebook section of the repository there are several datasets, each captur-

ing a certain portion of the complete one, and each having some characteristics with

respect to others. Indeed, we can find datasets with a huge amount of nodes and arcs

but with a average degree quite low, or datasets where nodes are not huge in number

but other properties are higher, and so on. For these reason we selected five di↵er-

ent datasets where properties can cover heterogeneous sub-scenarios inside the big

one. However, since these datasets reach no more than 2M edges I generated also a

synthetic dataset, called D6, to test our approach over a dataset having 107 edges.

In Table 13.1 we give some details about these four datasets. In particular, we

denote with |N | the number of nodes involved in the dataset, |E| is the number of

edges, dmax is the maximum degree of a node in the given dataset while davg is the

average degree of the nodes. Each dataset is represented in the edge-list format.

By analysing these numbers, we can say that D1 and D2 are the most connected

datasets because they have high degrees and they have many edges. Moreover, D3

and D4 have more nodes while they have less edges and lower degrees, meaning

that they are less connected and more scattered; instead, D5 is the trade-o↵. Further

information about the characteristics and properties of the datasets can be found on

the NetworkRepository website.

13.7 Implementation issues

In this section we explain some issues related to the implementation process of our

model.
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As said before, investigations and experiments are still in progress at the writing

of this thesis. For this reason we introduce, in this section, just preliminary informa-

tion and results obtained by these early tests.

In particular, we first focus the attention trying to understand how our model

and algorithm would work in an ideal world, even if the datasets used are real and

not from synthetic-way of generation.

We implemented our simulator in Python 3.6, using a computer with 8GB of

RAM and a i5 Intel processor, running MacOS as operating system.

Datasets are in the format of edgelist, which is data structure used to represent a

graph as a list of its edges. For example, if between nodes 1 and 2 there exists an arc,

in the edgelist we will find a row containing the node pair 12.

So, first we read the edgelists downloaded from the internet so that we have all

the information about nodes and relationships between peers of the network. Af-

ter this operation we proceed by selecting root nodes. We could have implemented

many di↵erent algorithms for this selection (for instance, we could have used di↵er-

ent centrality measures to select best nodes); anyway we decided to select randomly

roots among all the nodes since it would be fairer and more representative of a real

situation. The only constraint we require is that a node, to be chosen as root, should

have a number of relationships at least equal to the t_level indicated in the simu-

lation.

If we think that we used t_levels that are in the order of magnitude of about

ten, we can conclude that this condition is considerable as acceptable because we

can declare that every real social profile easily reach ten friends.

Moreover, we used this condition in the root selection step because otherwise

there would have been some root nodes that they would not have been a relevant

power in the trust propagation in the network.

13.7.1 Experimental results

In this section we give and discuss results returned by early simulations.

The first experiment is devoted to the study of the performance of our approach

when no attack is performed and where participants are always collaborative in

trusting a friend node. The first parameter we wanted to control and check is the cov-

erage that potentially could be reached by running our algorithm. As we explained

above, we operate with five di↵erent datasets, so we expect to see some di↵erences in

results. Clearly, the more the network is dense and connected the higher we expect

the coverage to be. However, this easy prediction does not invalidates our algorithm

because it is plausible that di↵erent portions of the social network have di↵erent

behaviour and characteristics.
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t = 3 t = 6 t = 8 t = 10

roots = 0.5% 95,9 90 83,9 72,3

roots = 1% 96,5 91,7 86,7 80,5

roots = 2% 96,9 92,6 89 85,1

roots = 5% 97,2 93,5 90,8 88,1

roots = 10% 97,5 94,5 92,1 89,9

Table 13.2: Percentage of coverage in D1 as t_level and number of roots vary

We carry out our experiments by varying the following parameters:

• t_level;

• number of roots.

We use t_level = {3,6,8,10} and numberof roots = {0.1%,1%,2%,5%,10%} (with

respect to the total number of nodes of the given network). Furthermore, since we

select random roots, we run every combination of these two parameters fifty times

and we averaged results so that avoiding outlier cases.

In Tables 13.2, 13.3, 13.4, 13.5, 13.6, 13.7 we report coverage results of these

simulations for each dataset.

As expected, datasets more connected reached higher percentages of coverage.

It is interesting underline that, in three out of five, the coverage reached is quite

relevant with very just the 0.5% of roots selected (D1,D2,D5) and only in those two

scenarios with few connections (D3 and D4) this little number of roots is not able to

reach a relevant number of nodes If we briefly analyze those two datasets we can see

that the average degree of a node is very low (resp. 39 and 25). This means that every

node has, in average, thirty-nine and twenty-five friends. Another analysis that we

can obtain by results in that

We remark that these results have been obtained by running, for each config-

uration fifty times, only one cycle of the trust operation. To be more clear, we can

say that in the simulation every node asks for being certificated only once. In the real

scenario, instead, we can easily think and admit that a participant can ask more than

once to its friends to be recognized, so, in this sense, our experiment underestimate

the real possible coverage.

However, these first results encourage us to continue to investigate and study

other performances parameters, underling that the continuous validation of trust

is obtained by the enforcement of biometric features. Simply speaking, if a trusted

profile does not continue to maintain homogeneity of keystroke dynamics its level

of trust is downgraded.
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t = 3 t = 6 t = 8 t = 10

roots = 0.5% 95,5 87,5 80,2 71,6

roots = 1% 96 90 84,7 77,3

roots = 2% 96,2 91,29 87,2 82,6

roots = 5% 96,5 93,5 89,19 85,5

roots = 10% 97 94,5 90,6 87,7

Table 13.3: Percentage of coverage in D2 as t_level and number of roots vary

t = 3 t = 6 t = 8 t = 10

roots = 0.5% 69,9 44,4 6,6 4,6

roots = 1% 70,5 47 35,2 23,7

roots = 2% 71 49,4 38,9 29,6

roots = 5% 72 52 43,4 36,7

roots = 10% 73,5 55,1 47 41

Table 13.4: Percentage of coverage in D3 as t_level and number of roots vary

t = 3 t = 6 t = 8 t = 10

roots = 0.5% 70,1 44,7 8,9 5,7

roots = 1% 71,2 47,1 34,4 20,2

roots = 2% 72 49,3 38,2 29,9

roots = 5% 73 52,4 43,5 36,4

roots = 10% 74,5 55,7 47,8 41,8

Table 13.5: Percentage of coverage in D4 as t_level and number of roots vary

13.8 Related work

In the Online Social Networks (OSNs), the detection of fake profiles is becoming

every day more and more important because there are many threats, like scamming,

trolling, phishing, sybil attacks, social bots and so on that need to be faced [353, 305,

373].

Clearly, in this scenario, it can be very helpful to create a model which includes

the dynamic computation of a trust degree, named “social trust”, for each user. In-

deed, trust is becoming a fundamental element of a successful social network [328]

and it derives from the “social capital”, which is based on the density of interactions

among people and which refers to a collective resource for the cooperation of them

[86, 273].
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t = 3 t = 6 t = 8 t = 10

roots = 0.5% 93,1 82,8 75,1 64,4

roots = 1% 93,8 84,3 77,4 68,9

roots = 2% 94,3 86 79,7 72,7

roots = 5% 94,9 87,9 83,2 77,8

roots = 10% 95,4 89,5 85,6 81,4

Table 13.6: Percentage of coverage in D5 as t_level and number of roots vary

t = 3 t = 6 t = 8 t = 10

roots = 0.5% 91,2 82,2 74,5 63,8

roots = 1% 92,1 84 76,7 67,9

roots = 2% 93,7 85,4 79,8 71,9

roots = 5% 94,4 87,1 83,3 77,1

roots = 10% 95,1 88,5 85,1 80,4

Table 13.7: Percentage of coverage in D6 as t_level and number of roots vary

In [328], the authors present a survey of trust in social networks. In particular,

they distinguish three categories of trust models: (i) graph-based, which consider only

howmembers are related to each other and does not consider the real interaction be-

tween them, (ii) interaction-based, which consider only interaction in the community

and ignore the social network structure, and (iii) hybrid, which tries to consider both

the aspects to compute the social trust.

The authors of [228] use two typical features of the OSNs, like the number of

friends and the contact frequency, for deriving two factors: namely Degree and Con-

tact Interval. The combination of these values produces the T-OSN, a trust evaluation

model for social networks in which these two factors are known and available for the

social network itself.

In [273], the authors propose STrust, a trust model for social networks based on

users and interaction among themselves. In particular, they compute the social trust

degree as a combination of two values, namely “Popularity Trust” and “Engagement

Trust”. The former is based on the trustworthiness of a member in the community,

while the latter is based on how much an actor trusts other actors.

One of the most crucial points of this research area is, surely, how trust prop-

agates within the network. For this purpose, in [272] the authors enhanced STrust

by proposing an association based trust propagation model which considers three
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di↵erent factors: (i) the density of interactions, (ii), the degree of separation and (iii) the

decay of influence.

Another idea for the propagation of social trust in OSNs is presented in [191],

where the authors propose a PKI trust model using certificated chains. In particular,

they start from the assumption that trust propagates in trust networks, which are

defined as particular sub-graphs of the whole graph representing the social network,

and they calculate the trust degree by applying two di↵erent kinds of aggregation:

(i) sequence aggregation, which describes the aggregation of the trust degree along a

trust path and (ii) parallel aggregation, which considers how aggregate trust degrees

in multiple parallel trust paths. However, this assumption does not fit completely

with our scenario because we do not know a priori the trust network and we do not

want to disclose this kind of information for security reasons as well.

In [376], it is presented a model based on the uniform trust propagation called

SN-GDM (Social Network based - Group Decision Making). In particular, the au-

thors propose the two concepts of Trust Score (TS) and Knowledge Degree (KD), which

are combined in order to define a social trust value that does not lose any trust in-

formation during its propagation. Their model requires the intervention of Trusted

Third Parts (TTPs) for the validation of results.

A decentralized and privacy-preserving OSN is presented in [120]. Here, authors

propose Safebook, a system which provides registered users with data storage and

data management functions relying on trust relationships that are part of social net-

works in real life. A similar system is presented in [61]. In this platform, users are

associated with public keys they exchange out of band while creating OSN links, and

data confidentiality and privacy are ensured through encryption. These systems do

not protect from identity theft on the original OSN, but their aim is to provide a tool

to anonymously communicate through hop-by-hop encryption among trusted users.

Our approach is also related to the concept of information di↵usion in OSNs,

in the sense that the roots influence the trust values of other nodes in the network

following the rules of OSN information flow [64, 292]. Most of these works study

how information flows in OSNs and propose strategies to maximize this di↵usion by

identifying strategical nodes for the information propagation. The aim of our paper

is somehow orthogonal to these studies and may exploit these solutions to improve

trust propagation through the OSN.

13.9 Conclusion and perspectives

Weproposed a collaborative approach based on user-to-user interaction and keystroke

dynamics to trust identities in a social network. The peculiarity of our method is that



230 13 An approach to contrast fake identities in Social Networks

it only relies on the view a user has of the neighbourhood combined with real-life

background information and trust propagation.We tested ourmethod on a combina-

tion of real-life and synthetic data, by obtaining promising results (a good coverage

with few certified nodes and a good resilience in case of attacks). The next step of

our research will be to complete the theoretical characterization of the model, to deal

with some detail about user recognition, to deepen the experimental analysis, and

to deal with implementation issues. As for this last, we will investigate the perfor-

mance of our model when attacks occur: specifically, we study the strength of trust

relationships when some nodes are compromised and how our decentralized model

reacts to these situations.
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A novel query language for data extraction from

multiple social networks

Online Social Networks (OSNs) represent an important source of information since they

manage a huge amount of data that can be used in many di↵erent contexts. Moreover,

many people create and manage more than one social profile in the di↵erent available
OSNs. The combination and the extraction of the set of data from contained in OSNs can

produce a huge amount of additional information regarding both a single person and the

overall society. Consequently, the data extraction from multiple social networks is a topic

of growing interest. There are many techniques and technologies for data extraction from

a single OSN, but there is a lack of simple query languages which can be used by program-

mers to retrieve data, correlate resources and integrate results from multiple OSNs. This

work describes a novel query language for data extraction from multiple OSNs and the re-

lated supporting tool to edit and validate queries. With respect to existing languages, the

designed language is general enough to include the variety of resources managed by the

di↵erent OSNs. Moreover, thanks to the support of the editing environment, the language

syntax can be customised by programmers to express searching criteria that are specific

for a social network.

14.1 Introduction

Over the past decade, Online Social Networks (OSNs) have become widely used by

a large set of users in everyday life. Most people create and manage profile in one or

more OSNs like Facebook, Twitter, LinkedIn, Instagram. Many people spend a lot of

time creatingmany contents on every-day life, latest news, politics, economics, sport,

and publish many information (posts, photos, videos, etc.) about their passions, trav-

els, friends. As a consequence, OSNs represent a source of a huge amount of data,

o↵ering a great variety of information spanning from personal information to users

interests. For this reason, OSNs are recognised as an important phenomenon from a

social and economic point of view, and, thus, it is matter of study for the design and

the development of innovative and modern web applications. In many cases, both
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personal information and social interactions coming from social network profiles

can be part of innovative software solutions. Among these, social Web applications

are the most significant example in which both peoples’ identities and contents they

produced are involved in the business process and data are mostly owned by users,

strongly interlinked and inherently polymorphic [72].

To allow the data extraction, some of the social network providers o↵er di↵er-

ent APIs and framework that reflect their internal metadata. In addition, some other

tools and well-known techniques (e.g., web scraping) have been proposed in liter-

ature with the aim of extracting data from OSNs. Hence, when a developer needs

to interact with di↵erent OSNs, she/he needs to manage di↵erent techinques and

languages. In fact, there is a lack of standard languages and protocols to query both

heterogeneous OSNs and multiple OSNs with the same language. In this direction,

this study proposes a novel query language for the extraction of data from multi-

ple OSNs. The proposed language is, according to Martin Glinz’s insightful remarks

[167], “as simple as possible and as rich as needed”, in the sense that it provides

simple keywords and powerful mechanisms to allow writing queries. Moreover, this

language o↵ers the possibility to be customized by its users in order to add keywords

that better reflect the metadata used by the single OSN.

14.2 The basic data model

Each Online Social Network has been designed for a particular (main) purpose: for

example, Facebook for keeping in touch with friends, Twitter for microblogging,

LinkedIn is business-oriented, Instagram for sharing pictures. However, all social

networks have some common properties on which they are built: some examples are

(1) user’s profile, which stores personal data of the user, (2) the concept of relation-

ship, which is necessary to build the connections among users, (3) the presence of

shared resources, which can be short texts, Web links, images, videos, and so on, and

(4) actions that can be done from users, such as appreciating, commenting, sharing

of resources. It is worth noting that social networks usually implement in a di↵erent

way (or use a di↵erent name for) similar properties: for example, the friendship is

symmetric in Facebook, whereas it is asymmetric in Twitter, it is built by the concept

of circle in Google+, it is called connection in LinkedIn whereas in Twitter the terms

followers and following are adopted. Again, appreciation is implemented by like in

Facebook, endorsement in LinkedIn, +1 in Google+ (recently closed).

From these examples, it is clear that, in spite of the intrinsic similarity of social

networks, each one defines its own terminology, thus making social network de-

pending on the reference to an entity when we want to write a high-level language
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for querying social network data: for example, to refer to the contacts of a social

network user, we should ask for connections if the user is on LinkedIn and follow-

ers/following if the user is on Twitter. Consequently, the need to have an ontology

describing and integrating the characteristics of social networks arises.

In this section, we solve this problem by presenting the ontology used to model

social network concepts at an abstract level. The data model presented in this section

is general enough and it is independent of the specific social network.

Among the several approaches proposed in the literature to represent social net-

works, we used an ontology based on the model presented in [93], which has been

designed with the goal of integrating information coming from di↵erent social net-

works.

Social network data are modeled by a direct graph G = hN,Ai, in which the set of

nodes is N = P [R[B, with P \R\B = {}, and the set of arcs is A = F [M [Pu [S [
T [Re[ L[Co with F \M \ Pu \ S \ T \Re\ L\Co = {}. Now, let’s define the sets

introduced above.

Each element of the set P represents the profile of a user and consists in the tu-

ple hurl, socialNetwork, screen-name, [personalInformation], [picture]i,
where url is theWeb address that identifies and localizes the profile, socialNetwork

is the commercial name of the Online Social Network which the profile belongs to

(the same value is shared by profiles in the same social network), screen-name is the

name chosen by the user who registered the profile to appear in the home-page of

the profile or when posting a resource, and, finally, personalInformation and pic-

ture are the information and the personal image which the user inserted as related

to the profile.

The set R models resources of the Web or created by users. A resource is rep-

resented by a tuple hurl, type, [description], [date]i, where url is the Web

address to access the resource, type indicates the type of the resource content, and

finally, description and date represent the string inserted by who published the

resource and the publishing date, respectively.

The set B models bundles, a set of resources handled simultaneously by a user,

and represented by a tuple huri, [description], [date]i, where uri is the iden-

tifier of the bundle, description is the string chosen by the user to be shown with

those resources and, finally, date represents the publishing date.

The follow arcs set F ✓ A = {ps,pt | ps,pt 2 P} models the fact that in the (source)

profile ps, it has been declared a certain type of relationship towards the (target)

profile pt .

The me arcs set M ✓ A = {ps,pt | ps,pt 2 P} denotes that the user with profile ps

has declared in this profile to have a second profile pt .
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The publishing arcs set Pu ✓ A = {ps,bt | ps 2 P,bt 2 B} indicates that the user with

profile ps has published in this profile a bundle bt .

The shared arcs set S ✓ A = {bs,bt | bs,bt 2 B} specifies that the bundle bs (pub-

lished by a user) is derived from an already published bundle bt .

The tagging arcs set T ✓ A = {ps,brt ,w | ps 2 P,brt 2 B[R and w is a word}, denotes
that the user with profile ps assigned the word w to describe a bundle or a resource

br.

The referencing arcs set Re ✓ A = {bs,pt | bs 2 B,pt 2 P} models the fact that a

bundle bs includes a reference to the profile pt .

The like arcs set L ✓ A = {ps,pbrt | ps 2 P,pbrt 2 B[R[P} describes the information

that a user with the profile ps expressed a preference/appreciation for a bundle, a

resource or another user profile pbrt .

The containing arcs set Co ✓ A = {bs, rt | bs 2 B,rt 2 R} indicates that a bundle bs

contains the resource rt .

14.3 Query language for data extraction

Starting from the data model described in the previous section, we define the syn-

tax of the query language which can be adopted by users to easily extract data from

multiple social networks. We describe its syntax and its realization through a formal

grammar. The structure of our query language is based on the well-known select

statement of the SQL language, that retrieves zero or more tuples from one or more

tables in a database. The basic idea behind this language is to conceptually substitute

entities to tuples and social networks to tables in the standard meaning of the se-

lect statement. It means that, after the select keyword, the user has to specify the

kind of entity he/she is looking for (i.e., profiles, resources or bundles), then he/she

specifies the list of social networks to query after the from keyword and, at last, it

is possible to add filtering criteria after the where keyword. Obviously, the language

allows for the use of logical operators in the where clause in order to enable more

complex predicates.

The final structure of our query language is reported in the following listing.⌥
select E1, E2 ...

from S1, S2 ...

where P1 lop P2 ... �⌃ ⇧
In the previous listing, Ei represents the kind of the requested entity. According

to the data model described in the previous section, it is a keyword among profile,

resource and bundle. Note that the query language allows selecting di↵erent kinds

of entities in a single query. Si is a conventional name of the social network; the user
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specifies the set of social networks separating their names by commas. At last, Pi is

a logical proposition which can be used to filter results; the logical proposition are

combined together by logical operators lop. Following the data model of the previ-

ous section, in the where clause the user can specify the value of some elements of

the tuple representative of the requesting entity (specified after the select keyword).

For example, if the user is querying for resources, he/she can specify an url, a type,

a description and/or a date. Similarly, if he/she is asking for profiles, it is possible

to specify the url, the screen name, personal information and/or picture name as

search criteria.

Among the di↵erent searching criteria that can be used in the where clause, some

of them are strictly related to the specific social network. For example, the kind of a

resource (e.g., film, book, song) strictly depends on the metadata used by the social

network itself which stores that information. For this reason, our language imple-

ments a property we named awareness. It represents the capability of the language

to be extended in keywords by users that are “aware” of the metadata used by ev-

ery single social network to store its data. Consequently, we can distinguish between

“known” and “unknown” social network. In the first category, the user inserts the

social networks she previously analyzed, while in the second she puts the rest of

social network she wants to use.

The list of social networks the user wants to use is stored in a configuration file.

In this file, the user specifies the list of keywords identifying social networks he/she

wants to add to the query language in the from clause. If a social network is “un-

known” (i.e., the user does not know the metadata related to the social network), the

user is automatically limited by the language syntax to use a set of general keywords

given by the data model; for each “known” social network, instead, he/she has to

define a specific configuration file in which he/she details the (sub-)kinds of pro-

files, resources and bundles can be requested. It means that, if a social network, for

example, is able to manage books, films, and songs as kinds of resources, the user

is allowed also to ask for a specific kind of them. In this case, the user specifies in

the configuration file of the social network the keywords he/she want to use in its

concrete language and the mapping with the metadata of the social network. After

this one-time operation, he/she can open the language editor and use the keywords

he/she specified.

The awareness property allows also for future easy integration of additional so-

cial networks. The operations needed are: (1) edit the configuration file of the social

network and add the new social to the list, (2) possibly create a configuration file for

the new social network with the mapping between keywords and metadata.
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The described language has been completely realized by means of the Xtext

framework [143]. Xtext is a complete framework for developing programming lan-

guages and domain-specific languages with textual grammars. Within Xtext it is

possible to define your own language using a powerful grammar language. As a re-

sult, you get automatically the full infrastructure including parser, type checker and

the entire editing environment for Eclipse.

To realize our query language in Xtext, it is necessary to code the syntax of the

language. It has to be defined as a set of rules to which the text has to be compli-

ant. The main rule, named Query checks for the overall structure of the query. The

following listing reports this grammar rule.⌥
Query:

’select’ selection+=Selection

’from’ social+=Social(’,’social+=

Social)*

(’where’ filter+=Filter)? ; �⌃ ⇧
This rule specifies the sequence of keywords and textual portions that have to be

satisfied by a query. The syntax of each clause has been designed with a specific rule.

In the following listing, we report the remaining part of the grammar.⌥
Selection:

((’profile’ profile+=Profile(’,’ profile+=Profile)*) |

(’resource’ resource+=Resource(’,’ resource+=Resource)*) |

(’bundle’ bundle+=Bundle(’,’ bundle+=Bundle)*))* ;

Social:

name=ID ;

Filter:

(condition+=Condition ((’and’|’or’)condition+=

Condition)*) ;

Condition:

((profile+=Profile)? &

(resource+=Resource)? &

(bundle+=Bundle)?) ;

Profile:

(’profileName’ name=ID)?

((’personalInformation’ personalInformation= STRING)? &

(’screenName’ ScreenName=STRING)? &

(’URLprofile’ URL=STRING)?) ;

Resource:

((’type’ type+=Type)? &

(’descriptionResource’ description=STRING)? &

(’creation_date’ creation_date+=Date)? &

(’URIresource’ URI=STRING)?) ;

Type:

name=ID ;

Bundle:

((’descriptionBundle’ description=STRING)? &

(’creation_date’ creation_date+=Date)? &

(’URIbundle’ URI=STRING)?) ;

Date:

d=Day’-’m=Month’-’y=Year ;

Day : INT ;

Month : INT;
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Year : INT ; �⌃ ⇧
The Selection rule mainly checks the usage of the three keywords (profile, re-

source, and entity), and properly calls three specific rules. The Social rule is very

simple as, at grammar level, it could check only for the presence of a sequence of

social network identifiers. As previously said, the keywords identifying social net-

works are defined by the user itself in a proper configuration file. At last, the Filter

rule, together with an additional rule named Condition, checks the format of the

search filter and allows to create complex combinations of conditions by using logi-

cal operators. The filtering mechanisms the user can specify for entities are defined

in the three rules Profile, Resource, and Bundle. These rules check for the presence

of keywords related to the attributes of these entities which are given by the data

model of the previous section.

The implementation of the awareness property of the language, that is the veri-

fication of additional keywords in configuration files, is realized by specifying cus-

tomized validation rules. Specifically, we defined the behavior of the Validator class

that is used in the Xtext framework to customize the verification activity. Mainly, in

this class we inserted the code necessary to check for the presence of the social net-

work identifier in the configuration file and the verification of the existence of the

configuration file related to the social network addressed in the query. In this case,

the validation allows using additional keywords as given by the configuration file

and previously described. The same logic has been implemented also in the Propos-

alProvider class to enable the content assist and suggest users the accepted keywords

with respect to the structure of the query.

Fig. 14.1: Examples of usage of our query language: (a) content assist enabled; (b)

wrong query (c) query for Facebook; (d) query for Instagram.
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14.4 Using the query language

This section shows some examples of use in order to better clarify the objective of

the defined query language and to demonstrate its e↵ectiveness.

Fig. 14.1 depicts 4 di↵erent usage scenario. Fig. 14.1(a) shows the suggestions

of the content assist in the from clause. In this scenario, the editing environment

retrieved the list of social network from a configuration file and suggest them to a

user. The user can select a social network from the shown list, avoiding syntactical

errors.

Fig. 14.1(b) shows a validation error. In this scenario the user specifies that

he/she is looking for resources from the Facebook social network and, in the where

clause he/she filters result on the type Tweet. In this case, the environment check that

this type (expressed as a keyword) is not specified in the configuration file related to

the Facebook and raises an error.

Fig. 14.1(c) and Fig. 14.1(d) show two correct usage examples. In the former ex-

ample the user asks for nametags in Instagram, while the latter shows a query re-

questing events from Facebook. These last examples show the concrete support the

environment o↵ers to users by enabling the writing of query which uses specific

keywords related to the social network metadata.

14.5 Related Work

As stated previously, some OSNs o↵er some APIs as a part of their business [241].

In this way they allow third-party companies to use these APIs to develop complex

applications. To the other hand, some works as [252, 94] analyzed and exploited

web scraping for automated capture of data from OSNs. Web scraping (also known

as web harvesting) is a well-known technique to extract online data. This technique

is supported by di↵erent tools such as Selenium, cURL, Firebug, Node js [312].

As a consequence, the data extraction and the consequent realization of inno-

vative web applications on the top of social networks is technically feasible. Nev-

ertheless, its complexity is due to di↵erent and variable organization of data from

the OSNs and the consequent variety of APIs and continuous updates they o↵er

to programmers and/or the di↵erent organization of web pages. Indeed, despite

the conceptual uniformity among the structures, mechanisms, features of existing

social-networks, each platform adopts in practice its own terms, resources, actions.

This is a strong handicap for the design and implementation of applications en-

abling internet-working functions among multiple social networks, and, then, for

the achievement of the above goal. As a matter of fact, a few exist in terms of models

and languages to support the interaction with multiple social networks.
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Up to now a lot of e↵ort has been spent in the definition of standards and mod-

els for the data exchange on web. For example, the Resource Description Frame-

work RDF[3] is a W3C standard model for data exchange on web, in particular

proposed for Semantic Web. Based on RDF, many researchers proposed di↵erent

ontologies, because it guarantees interoperability. Indeed, the authors of [112] pro-

posed SPIDER, a query processing system for RDF data which supports the SPARQL

query language [2, 300]. In the literature, many works use RDF and/or SPARQL

approaches for the manipulation and extraction of general data from web sources

([331, 132, 351, 67] to cite a few).

Some of the social network providers o↵er query languages and/or extraction

techniques as well. For example, Facebook o↵ers a simple query language [30] in

order to process mainly your own and your friends’ relational data. This language

does not give any support for complex data extraction. From 2016, Facebook of-

fers also a specification and a reference implementation of a framework, named

GraphQL, which introduces a new type of web-based data access interface [97]. This

framework is seen as an alternative to the standard REST-based interface [309]. The

query language at the basis of GraphQL queries uses the JavaScript Object Nota-

tion (JSON) [119] and asks its users to define a schema in JSON. In particular, this

schema defines the types of objects and the fields that the query has to populate.

Consequently, this approach is very powerful but it is limited to complete knowl-

edge of the possible types and it is also not extensible to multiple-social network

scenario. The authors of [319] proposed SNQL, a data model and a query language

for Social Network by representing data as graph database. Although the idea and

the work are very interesting, these languages cannot be easily extendend to multi-

ple social network scenarios given the di↵erent organization of the data.

In the context of multiple social networks, it is more appropriate to analyse the

graph query languages. As an example, Neo4J [263] is one of the most complete

query languages for Graph Databases, where data can be structured as edges and

vertices. GOQL [327] is a di↵erent graph query language and it is based on an object-

oriented data model. GOQL uses the traditional select... from... where... statement for

querying and o↵ers also temporal operators such as next, until and connected. The

graph query languages can be better adapted to manage complex data structures,

where nodes have properties and are organized by relationships, which can also have

properties. However, these approaches are not tailored for extracting data frommul-

tiple social networks and they are not able to manage the di↵erent organization of

data from the available sources, which represents, as said before, one of the the main

issues in multiple social network.
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With respect to the considered works, our approach is di↵erent because it aims

at developing a complete framework for the creation, verification and execution of

queries that are able to extract data frommultiple OSNs. This framework has to o↵er

the following functionalities:

1. enable users to define customized keywords and the mapping towards the spe-

cific metadata adopted by the OSNs;

2. support to users during the query editing and validate the results;

3. enable users to execute queries by choosing among the usage of APIs, of the web

scraping techniques or of mixed approaches.

With respect to existing languages, the designed language aims at being general

enough to include the variety of resources managed by the di↵erent social networks.

Moreover, it allows users to extend its syntax, adding keywords to the language that

map specific metadata o↵ered by a single social network. The design of this language

started from the formalization of a conceptual data model for the generalization of

the structure of commonly known social networks. Then we defined the syntax and

we realized the corresponding grammar file into the Xtext framework [143].
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In this thesis, we have presented several activities performed in the context of

trust, security and privacy in the smart city domain. Specifically, the contribution

provided by this thesis can be divided into three macro-areas, namely (i) blockchain

for smart and trusted interactions, (ii) exploiting generated data and (iii) social net-

works, participation and analysis.

As for the first macro-area, we started by describing and deepening some basic

concepts that are in common for every proposal included in this first part of the

thesis. In particular, we presented the Blockchain technology, focusing on Ethereum

and Smart Contracts, and the Smart City scenario. Then, we proposed a new archi-

tecture blockchain based for energy trading in smart grids through a blind auction

managed by smart meters and the smart contract. After this proposal we presented

a new approach for service delivery with accountability and privacy requirements

that does not ask to the customer to register into any platform or to disclose any

additional, and not necessary, personal information. An attribute-based access con-

trol mechanism based on smart contract is then discussed in which we address the

problem of closed data in smart cities. We also proposed a new approach based on

ethereum that enables the trust propagation in the Web of Trust scenario and, af-

ter that, we presented an approach that overcomes the blockchain limit related to

the necessity of users to be already registered in the platform before participating

in it. We address this situation by implementing a solution with the support of the

Identity Based Encryption.

The secondmacro-area of this thesis opened with the proposal of a new paradigm

able to represent multiple instances of smart objects into di↵erent networks. Then,

we presented a model able to uniformly handle di↵erent and heterogeneous data

lake sources through of graph representation. After, we proposed a solution for

schemamatching and integration for data lake sources using the detection of seman-

tic relationships. We also applied these two lasts model to propose two approaches

for the extraction of thematic views and complex knowledge patterns among con-

cepts belonging to heterogeneous data lake sources.

As for the third macro-area we first proposed a decentralized solution that ex-

ploits collaboration among social networks users to compute the trust level of each

social profile in order to avoid fake profiles and attacks. Finally, we proposed a new

query language SQL-like that is able to question multiple online social networks

with just one single query so that it is possible to retrieve data, correlate resources

and integrate results from multiple OSNs.
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