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1. Introduction

In this paper, we investigate the existence of at least one nontrivial solution for the
following nonlinear sixth-order boundary value problem{

−u(vi) + Au(iv) − Bu′′ + Cu = λ f (x, u), x ∈ [a, b],
u(a) = u(b) = u′′(a) = u′′(b) = u(iv)(a) = u(iv)(b) = 0,

(1)

where λ > 0, A, B and C are constants and f : [a, b]× IR → IR is a function. Here and in
the sequel, we assume that

(H) : max{−Ak, −Ak− Bk2, −Ak− Bk2 − Ck3} < 1,

where k =
(

b−a
π

)2
and f : [a, b]× IR → IR is an L1-Carathéodory function, i.e.

( f )1 x → f (x, s) is measurable for every s ∈ IR ;
( f )2 s→ f (x, s) is continuous for almost every x ∈ [a, b];
( f )3 for all ρ > 0 the function x → sup|s|≤ρ f (x, s) belongs to L1([a, b]).

Our aim is to establish an existence result for problem (1) by using variational methods,
i.e., looking for a solution as a critical point of the corresponding energy functional. Roughly
speaking, the existence of at least one nontrivial solution is ensured whenever the nonlinear
term f (x, ·) has a uniform sublinear growth in a suitable bounded interval [d, c] which
could be far from zero and/or infinity. This allows us to detect an interval of parameters
λ for which problem (1) admits at least one solution and, in addition, to establish the
boundedness of solutions uniformly with respect to the parameter. Moreover, our main
result (Theorem 3) shows that the existence of a solution for (1) is not strictly connected
with the asymptotic behavior of the non linearity at zero and at infinity which is a key
ingredient usually required to apply some classical topological and variational methods
as, for instance, fixed point theorems [1,2] and critical point theorems [3]. In this paper,
precisely, we exploit the variational framework developed in [4], where the existence of
infinitely many solutions is proved under an oscillating behavior of the reaction term at
zero or at infinity. Then, applying a non-zero local minimum theorem (see Theorem 2), we
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obtain the existence of a nontrivial solution by requiring a suitable behavior of growth of
the nonlinear term only in a set possibly bounded (see (ii) of Theorem 3). Moreover, some
consequences of the main result in the autonomous case are pointed out. In particular, it is
highlighted that the key assumption assumes a simpler form (see (16) of Corollary 1) and
we show that the sublinearity at zero of nonlinear term is enough to obtain a nontrivial
solution (see Corollary 2). Finally, a concrete example of an application of Theorem 3,
where the sublinearity at zero is not requested, is emphasized (see Example 1).

Here, as an example of an application of our main result, we present the following

Theorem 1. Fix three non-negative constants A, B, C and let g : IR → IR be a continuous function
such that

lim
s→0+

g(s)
s

= +∞.

Then, for each positive number b such that b < 6
√

2π4/
∫ 1

0 g(s)ds, the problem{
−u(vi) + Au(iv) − Bu′′ + Cu = g(u), x ∈ [0, b],
u(0) = u(b) = u′′(0) = u′′(b) = u(iv)(0) = u(iv)(b) = 0,

(2)

admits at least one non-zero classical solution u such that ‖u‖∞ ≤ 1.

It is worth noting that the above problem is independent of the parameters λ and it
admits non-zero solutions for any continuous function g which is sublinear at 0, provided
that the interval [0, b] is small enough.

Sixth-order differential equations appear in the literature, for instance, in [5,6], where
existence and multiplicity results are proved for (P1) with a nonlinear term of polynomial
type, by using a minimization theorem and Clark’s theorem.
Finally, for completeness, we refer the reader interested to have an overview on the
applications of high order differential equations to [7–9] and the references therein, and
to [10,11], where non-local conditions are also considered.

2. Mathematical Background

Throughout the paper

X = {u ∈ H3(a, b) ∩ H1
0(a, b) : u′′(a) = u′′(b) = 0}

denotes the real Banach space equipped with the norm

‖u‖X =
(
‖u′′′‖2

2 + ‖u′′‖2
2 + ‖u′‖2

2 + ‖u‖2
2

)1/2
∀ u ∈ X, (3)

where ‖ · ‖2 indicates the usual norm in L2(a, b) and H3(a, b), H1
0(a, b) are the classical

Sobolev spaces. It is well known that ‖ · ‖X is induced by the inner product

〈u, v〉 =
∫ b

a
(u′′′(x)v′′′(x) + u′′(x)v′′(x) + u′(x)v′(x) + u(x)v(x)) dx ∀ u, v ∈ X.

Clearly (X, ‖ · ‖X) ↪→ (C0(a, b), ‖ · ‖∞) and the embedding is compact. Moreover,
arguing as in [4,6], we point out some useful Poincaré and Sobolev type inequalities.

Proposition 1. For every u ∈ X, one has

‖u(i)‖2 ≤
(

b− a
π

)j−i
‖u(j)‖2, i = 0, 1, 2, j = 1, 2, 3 with i < j. (4)



Mathematics 2021, 9, 1852 3 of 9

‖u‖∞ ≤
1
2
(b− a)j−1/2

π j−1 ‖u(j)‖2, j = 1, 2, 3. (5)

Proof. Bearing in mind the usual well known Poincaré inequality ‖u‖2 ≤
(

b− a
π

)
‖u′‖2

for all u ∈ H1
0(a, b), see for instance [12], we also have ‖u′′‖2 ≤

(
b− a

π

)
‖u′′′‖2 being

u′′ ∈ H1
0(a, b). Thus, it easy to see that (4) holds if we show that the case i = 1, j = 2 is true.

The other possible combinations can be obtained by iterating the previous inequalities. To
this end, by Hölder’s inequality, we have

‖u′‖2
2 ≤ ‖u‖2‖u′′‖2 ≤

(
b− a

π

)
‖u′‖2‖u′′‖2.

which ensures (4). While, (5) is a direct consequence of (4), bearing in mind that ‖u‖∞ ≤
(b− a)1/2

2
‖u′‖2 for all u ∈ H1

0(a, b), see [12].

Let us define the function N : X → IR by putting

N(u) = ‖u′′′‖2
2 + A‖u′′‖2

2 + B‖u′‖2
2 + C‖u‖2

2, ∀u ∈ X.

From (4), adapting here the arguments developed in [4] to solve problem (1) when the
interval is [0, 1], we can prove the following auxiliary results.

Proposition 2 (Proposition 2.2 in [4]). Let k =
(

b−a
π

)2
. The condition

(H) max{−Ak, −Ak− Bk2, −Ak− Bk2 − Ck3} < 1,

holds if and only if one of the following is satisfied

(H)1 A ≥ 0, B ≥ 0, C ≥ 0;
(H)2 A ≥ 0, B ≥ 0, C < 0 and −Ak− Bk2 − Ck3 < 1;
(H)3 A ≥ 0, B < 0, C ≥ 0 and −Ak− Bk2 < 1;
(H)4 A ≥ 0, B < 0, C < 0 and −Ak− Bk2 − Ck3 < 1;
(H)5 A < 0, B ≥ 0, C ≥ 0 and −Ak < 1;
(H)6 A < 0, B ≥ 0, C < 0 and max{−Ak, −Ak− Bk2 − Ck3} < 1;
(H)7 A < 0, B < 0, C ≥ 0 and −Ak− Bk2 < 1;
(H)8 A < 0, B < 0, C < 0 and −Ak− Bk2 − Ck3 < 1.

Moreover, setting

δ =



1 if (H)1 holds
min{1, 1 + Ak + Bk2 + Ck3} if (H)2 or (H)4 holds
min{1, 1 + Ak + Bk2} if (H)3 holds
1 + Ak if (H)5 holds
min{1 + Ak, 1 + Ak + Bk2} if (H)6 holds
1 + Ak + Bk2 if (H)7 holds
1 + Ak + Bk2 + Ck3 if (H)8 holds,

(6)

we point out the following proposition.

Proposition 3. Assume (H). Then, for every u ∈ X, the following conditions hold:
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(N)1: N(u) ≥ δ‖u′′′‖2
2;

(N)2: N(u) ≥ m‖u‖2
X , with m := δ/4 if b ≤ a + π or m := δ

4

(
π

b−a

)6
if b > a + π;

(N)3: N(u) ≥ 4δπ4

(b− a)5 ‖u‖
2
∞.

Proof. The proof is similar to Propositions 2.3 and 2.5 in [4], so we give only an outline.
For instance, assume that (H)1 holds. Then, in view of (4) one has

N(u) ≥ ‖u′′′‖2
2

≥ 1
4

(
‖u′′′‖2

2 +
1
k
‖u′′‖2

2 +
1
k2 ‖u

′‖2
2 +

1
k3 ‖u‖

2
2

)
≥ 1

4
min

{
1,

1
k

,
1
k2 ,

1
k3

}
‖u‖2

X .

Hence, (N)1 and (N)2 are satisfied and (N)3 follows from (5) and (N)1.

To set the variational framework of problem (1), we introduce the functionals Φ, Ψ :
X → IR as follows:

Φ(u) =
N(u)

2
, Ψ(u) =

∫ b

a
F(x, u(x)) dx ∀ u ∈ X, (7)

where F(x, t) =
∫ t

0 f (x, s) ds for every (x, t) ∈ [a, b]× IR.
Standard arguments show that Φ and Ψ are continuously Gâteaux differentiable, being
in particular

Φ′(u)(v) =
∫ b

a

(
u′′′(x)v′′′(x) + Au′′(x)v′′(x) + Bu′(x)v′(x) + Cu(x)v(x)

)
dx

and

Ψ′(u)(v) =
∫ b

a
f (x, u(x))v(x) dx

for every u, v ∈ X.
We recall that a weak solution of problem (1) is any u ∈ X such that

∫ b

a

(
u′′′(x)v′′′(x) + Au′′(x)v′′(x) + Bu′(x)v′(x) + Cu(x)v(x)

)
dx = λ

∫ b

a
f (x, u(x))v(x) dx, (8)

for every v ∈ X. Hence, the weak solutions of (1) are exactly the critical points of the functional
Φ− λΨ. Moreover, arguing as Proposition 2.7 in [4] we get

Proposition 4. Assume that f : [a, b]× IR → IR is a continuous function, then every weak solutions of (1)
is also a classical solution.

Let X be a Banach space, to achieve our goal, the main tool used is a non trivial local min-
imum theorem, (see [13] and [Theorem 2.3] in [14]) for functionals of type Iλ = Φ − λΨ, where
Φ, Ψ : X → IR are two continuously Gâteaux differentiable functions fulfilling a weak Palais–Smale
condition, namely for r ∈ IR , Iλ = Φ− λΨ is said to satisfy the (PS)[r]-condition if any sequence {un}
such that

(α1) {Iλ(un)} is bounded,
(α2) ‖I′λ(un)‖X∗ → 0 as n→ ∞,
(α3) Φ(un) < r ∀ n ∈ IN,

has a convergent subsequence. Finally, setting

ϕ(r) :=

sup
u∈Φ−1(]−∞,r[)

Ψ(u)

r
; ϕ(r) := sup

u∈Φ−1(]0,r[)

Ψ(u)
Φ(u)

,
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we recall the non-zero local minimum theorem (see Theorem 2.3 of [13] ).

Theorem 2. Let X be a real Banach space and let Φ, Ψ : X → IR be two continuously Gâteaux differentiable
functions such that inf

X
Φ = Φ(0) = Ψ(0) = 0. Assume that there exists r > 0 such that

ϕ(r) < ϕ(r), (9)

and for each λ ∈ Λr :=
]

1
ϕ(r) , 1

ϕ(r)

[
the function Iλ = Φ− λΨ satisfies the (PS)[r]-condition.

Then, for each λ ∈ Λr there is uλ ∈ Φ−1(]0, r[) (hence, uλ 6= 0) such that Iλ(uλ) ≤ Iλ(u) for all
uλ ∈ Φ−1(]0, r[) and I′λ(uλ) = 0.

3. Main Results
In this section, we present our main result and some of its consequences. To this end, put

K1 := 96
(

12
5

)5
+ 4
(

12
5

)4
A(b− a)2 +

1248
175

B(b− a)4 +
493
756

C(b− a)6 (10)

and

C1 :=
4δπ4

K1
, (11)

where δ is given in (6).
Our main result is the following.

Theorem 3. Let f : [a, b]× IR → IR be an L1-Carathéodory function. Assume that condition (H) holds and
suppose that there exist two positive constants c and d with d < c such that

(i) F(x, s) ≥ 0 for all (x, s) ∈ ([a, a + (5/12)(b− a)] ∪ [b− (5/12)(b− a), b])× IR ,

(ii)

∫ b

a
max
|s|≤c

F(x, s) dx

c2 < C1

∫ b−(5/12)(b−a)

a+(5/12)(b−a)
F(x, d) dx

d2 .

Then, for each

λ ∈ Λc,d =
2δπ4

(b− a)5

 1
C1

d2∫ b−(5/12)(b−a)

a+(5/12)(b−a)
F(x, d) dx

,
c2∫ b

a
max
|s|≤c

F(x, s) dx

,

the problem (1) admits at least one non-zero weak solution uλ ∈ X. Moreover, one has ‖uλ‖∞ < c and

‖uλ‖X <

(
4π2

(b− a)5/2 (max{1, b−a
π })3

)
c for every λ ∈ Λc,d.

Proof. Our aim is to apply Theorem 2. To this end, we take X = H3(a, b)∩H1
0(a, b) and Φ and Ψ as in

(7), which are, as recalled before, functionals of class C1. Moreover, one has inf
X

Φ = Φ(0) = Ψ(0) = 0.

Now, put

r :=
2δπ4

(b− a)5 c2,

where δ is as in (6) and k as in Proposition 4. Moreover, if Φ(u) < r for some u ∈ X, taking into
account (N)3, it follows that

‖u‖∞ < c.

Hence, it is easy to see that

ϕ(r) :=

sup
u∈Φ−1(]−∞,r[)

Ψ(u)

r
≤ (b− a)5

2δπ4

∫ b
a max
|s|≤c

F(x, s) dx

c2 (12)

Now, consider the functions:
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Ta :
[

a, a +
5
12

(b− a)
]
→ [0, 1], Tb :

[
b− 5

12
(b− a), b

]
→ [0, 1], p, v : IR → IR

defined by putting, respectively:

Ta(x) :=
(

12
5

)
x− a
b− a

, ∀ x ∈
[

a, a +
5

12
(b− a)

]
,

Tb(x) := 1−
(

12
5

)
x− [b− 12

5 (b− a)]
b− a

, ∀ x ∈
[

b− 5
12

(b− a), b
]

,

p(x) = x4 − 2x3 + 2x, ∀ x ∈ IR ,

and

v(x) :=


dp(Ta(x)) if x ∈ [a, a + (5/12)(b− a)[,
d if x ∈ [a + (5/12)(b− a), b− (5/12)(b− a)],
dp(Tb(x)) if x ∈ ]b− (5/12)(b− a), b].

A direct computation shows that v ∈ X with Φ(v) = 1
2

K1

(b−a)5 d2. From d < c it follows that

Φ(v) < r, that is K1d2 < 4δ2π4c2. Indeed, arguing by contradiction, we assume that K1d2 ≥ 4δ2π4c2,
then, since d < c, one has∫ b

a max|s|≤c F(x, s) dx

c2 ≥ 4δ2π4

K1

∫ b−(5/12)(b−a)
a+(5/12)(b−a) F(x, d) dx

d2 ,

which contradicts assumption (ii) and our claim is proved.
Therefore, the previous computations and hypothesis (i) ensure that

ϕ(r) := sup
u∈Φ−1(]0,r[)

Ψ(u)
Φ(u)

≥ Ψ(v)
Φ(v)

≥ 2(b− a)5

K1

∫ b−(5/12)(b−a)
a+(5/12)(b−a) F(x, d) dx

d2 . (13)

Finally, from (12), (13) and (ii) we obtain (9) and Λc,d ⊆ Λr.
Now, in order to complete the proof, we are going to verify that the functional Iλ = Φ− λΨ

satisfies the (PS)[r]-condition. To this end, let {un} be a sequence in X such that ‖I′λ(un)‖X∗ → 0 as
n→ ∞, and Φ(un) < r ∀ n ∈ IN. By (N)2 and (N)3, it follows that

{un} is bounded in X and ‖un‖∞ ≤ c ∀ n ∈ IN, (14)

respectively. Furthermore, since X is a reflexive Banach space compactly embedded in C2([a, b]),
arguing by subsequences if necessary, one has that there exists u ∈ X such that un ⇀ u in X and ,

‖un − u‖∞ → 0, ‖u′n − u′‖∞ → 0, ‖u′′n − u′′‖∞ → 0. (15)

Now, since f is an L1-Carathéodory function and (15) holds, it follows that there exists
η = η(c) ∈ L1([a, b]) such that

lim
n→+∞

|Ψ′(un)(un − u)| ≤ ‖η‖1 lim
n→+∞

‖un − u‖∞ → 0.

Moreover, taking (14) into account, since I′λ(un)(un− u) ≤ ‖I′λ(un)‖X∗‖un− u‖X ≤ C‖I′λ(un)‖X∗ ,
one has

lim
n→+∞

I′λ(un)(un − u) = 0,

for which it follows that

lim
n→+∞

Φ′(un)(un − u) = lim
n→+∞

I′λ(un)(un − u) + λ lim
n→+∞

Ψ′(un)(un − u) = 0.

Therefore, since Φ′(u) ∈ X∗, one has

lim
n→+∞

Φ′(un)(un − u)−Φ′(u)(un − u) = 0,

and, then, follows
lim

n→+∞
N(un − u) = 0.
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Hence, from (N)2 one has that {un} is strongly converging to u ∈ X and our claim is proved.
Hence, since all the assumptions of Theorem 2 are satisfied the functional Iλ admits at least one

non-zero critical point uλ ∈ X, for each λ ∈ Λc,d, that is, uλ is a non-zero solution of problem (1).
Finally, since uλ belongs to Φ−1(]0, r[), from Proposition (3) the conclusion is achieved.

Remark 1. According to Theorem 2 the non-zero solution uλ of problem (1) ensured by Theorem 3 is
a local minimum for the energy functional Iλ. Precisely, one has

Iλ(uλ) = min
‖u‖X<r

Iλ(u),

where r =
(

4π2

(b− a)5/2 (max{1, b−a
π })3

)
c, with c as in the assumption (ii).

Remark 2. When f : [a, b]× IR → IR is continuous, Proposition 4 ensures that the solution guaran-
teed by Theorem 3 is a classical solution for problem (1).

Now, we point out some consequences of Theorem 3. To this end, put

σ = σ(a, b, δ, α) =
4δπ4

K1


∫ b−(5/12)(b−a)

a+(5/12)(b−a)
α(x)dx∫ b

a α(x)dx

 = C1

∫ b−(5/12)(b−a)

a+(5/12)(b−a)
α(x)dx

‖α‖1
,

where α ∈ L1([a, b]) is a non negative and non-zero function.
A first special case of Theorem 3 is the following.

Corollary 1. Let g : IR → IR be a non-negative continuous function and put G(s) :=
∫ s

a g(t) dt for all
s ∈ IR . Assume that condition (H) holds and suppose that there exist two positive constants d and c, with
d < c, such that

G(c)
c2 < σ

G(d)
d2 . (16)

Then, for each

λ ∈ Λ′c,d =
2δπ4

(b− a)5‖α‖1

]
1
σ

d2

G(d)
,

c2

G(c)

[
,

the problem {
−u(vi) + Au(iv) − Bu′′ + Cu = λα(x)g(u), x ∈ [a, b],
u(a) = u(b) = u′′(a) = u′′(b) = u(iv)(a) = u(iv)(b) = 0,

(17)

admits at least one non-zero weak solution uλ ∈ X. Moreover, one has ‖uλ‖∞ < c and ‖uλ‖X <(
4π2

(b− a)5/2 (max{1, b−a
π })3

)
c for every λ ∈ Λ′c,d.

Proof. It is enough to apply Theorem 3 with f (x, s) = α(x)g(s) for all (x, s) ∈ [a, b]× IR .

Remark 3. We observe that condition (Gσ) of Corollary 1 is satisfied, for instance, whenever

(G∗) :lim inf
c→+∞

G(c)
c2 < σ lim sup

d→0+

G(d)
d2 ,

with

Λ′c,d =
2δπ4

(b− a)5‖α‖1

]
1
σ

lim inf
d→+0

d2

G(d)
, lim sup

c→+∞

c2

G(c)

[
.

Remark 4. We emphasize that, when g is non-negative, further suitable conditions on A, B, C ensure
that the solution obtained by Theorem 3 is positive (see Remark 3.4 in [4]). For instance, if A = B = 3
and C = 1 (see Example 3.5 in [4]), Corollary 1 ensures the existence of at least one positive solution.

We point out another consequence of Theorem 3, where no sign condition on g is assumed.
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Corollary 2. Assume condition (H) and let g : IR → IR be a continuous function such that

(G0+ ): lim sup
s→0+

G(s)
s2 = +∞.

Then, for each

λ ∈ Λc =

]
0,

2δπ4

(b− a)5‖α‖1
sup
c>0

c2

max|s|≤c G(s)

[
,

problem (17) admits at least one non-zero weak solution uλ ∈ X.

Proof. Fix λ ∈ Λc. Therefore, there exist cλ > 0 such that

1
λ
>

(b− a)5‖α‖1

2δπ4

max|s|≤cλ
G(s)

c2
λ

.

From (G0+ ), there is dλ > 0, with dλ < cλ, such that

(b− a)5‖α‖1

2δπ4 σ
G(dλ)

d2
λ

>
1
λ

.

Hence, arguing as in Corollary 1, Theorem 3 ensures the conclusion.

Remark 5. Theorem 1 in the Introduction is a further consequence of Theorem 3 obtained arguing as
in the proof of Corollary 2 and by choosing c = 1.

Finally, we give an example where no condition either at infinity or zero is requested.

Example 1. Let g : IR → IR be the function defined as follows:

g(s) =


s, if s ≤ 1,
1
s3 if 1 < s < 100,
h(s) if s ≥ 100,

where h : [100,+∞[→ IR is a completely arbitrary function. Without loss of generality, we can

consider h continuous in [100,+∞[ and such that h(100) =
1

1003 .

Owing to Corollary 1, for each λ ∈ ]24, 78[, the problem{
−u(vi) − u(iv) = λx2g(u), x ∈ [0, 3],
u(0) = u(3) = u′′(0) = u′′(3) = u(iv)(0) = u(iv)(3) = 0,

admits at least one non-zero classical solution uλ such that ‖uλ‖∞ < 100 and ‖uλ‖X < 400
9
√

3
π2.

Indeed, in this case, we have a = 0, b = 3, α(x) = x2, x ∈ [0, 3], A = −1, B = C = 0 for which a
simple computation shows that σ > 6× 10−4 and

G(s) =


s2

2 , if s ≤ 1,
1− 1

2s2 if 1 < s < 100,
1− 1

2
1

104 +
∫ s

100 h(t)dt if s ≥ 100,

so that by picking d = 1 and c = 102 the condition (16) is verified, ]24, 78[ ⊆ Λ′c,d and our claim
is proved.
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