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III. Abstract  

 

Wireless technology has emerged as a significant domain of research within 

the field of telecommunications systems over the last ten years. The 

exponential growth of this domain necessitates the integration of all close 

disciplines, especially signal processing, with telecommunications. It is 

obvious that both the technological and natural worlds generate signals in 

their all aspects; therefore, in order to get a deeper knowledge of these 

fields, it is imperative that we efficiently interpret their signals. This entails 

the ability to distinguish, separate, and classify each component of the 

signal with the objective of eliminating undesired components. 

In order to solve this issue, we implemented the beamforming method and 

its associated algorithms on the sensor array and antenna array in this study. 

The purpose of this study is to provide a comprehensive illustration of the 

significant advancements in telecommunication. It is no longer sufficient 

to merely transmit and receive signals; rather, it is possible to apply 

telecommunication and its algorithms to environmental signal processing 

(for monitoring and protection of the environment) and medical signal 

processing, particularly in the domain of electrocardiography (ECG). 
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Chapter 1 

1. General Information 
 

 

 

 

 

 

1.1. Introduction 

 

The field of antenna technology refers to the domain of signal processing. It 

involves the processing of signals that are received, conditioned, and sampled 

by sensor arrays including an antenna. When discussing signal processing in the 

context of antennae, which are made up by sensors, the process involves the 

optimisation of signal reception downstream of the antennae by emphasising 

several parameters. It is worth noting that the criteria for differentiating the 

components of the desired signal from those of undesirable signals may differ 

within the domain of antennas [1], [2], [3]. 

Researchers are currently developing novel antenna designs that incorporate 

advanced signal processing techniques and methodologies. These 

advancements have resulted in the emergence of new applications in diverse 

fields that demand enhanced signal precision. Examples of such fields include 

medical imaging, military applications, communications, navigation, detection 

(such as radar and sonar), astronomy, space observation, seismography, 

astrophysics, and more [4], [5]. 

The discipline of signal modelling has undergone continuous evolution, driven 

by the objective of achieving greater fidelity to reality within the specific 

domain of signal processing. As previously said, the objective of signal 

processing is to extract the pertinent or valuable information from a signal that 

is combined with noisy information through the utilisation of beamforming 

(BF) technique and its associated filters. In the contemporary 

telecommunications industry, the primary objective is to enhance the efficiency 

of signal transmission between the transmitter and receiver by successfully 
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reducing interference noise and directing the signal towards where it is 

intended. The BF strategy has been identified as the most effective approach 

for resolving this particular issue. The study aims to accomplish two main 

objectives. The first objective involves the filtration, detection, separation, 

classification, and removal of the signal components and the characteristics 

associated with the undesirable signal. The second objective focuses on the 

regeneration, optimisation, amplification, conduction, and directing of the 

signal towards the desired target terminal equipment. 

The outcomes of BF technique include the estimation of the direction of arrival 

of the signal (DOA), determination of the time difference of the direction of 

arrival of the signal (TDOA) detection, suppression of noise, and mitigation of 

signal interference. The BF technique employs spatial or spatiotemporal filters 

to align the output of an evaluated transmitting antenna with the intended noisy 

signal coming from an anomalous axis [6]- [7]. 

The utilisation of BF technique has become common throughout several fields, 

encompassing radar, sonar, wireless communications, medicinal imaging, and 

military domains [8]- [9]. 

Sensor networks use spatial filtering (BF) to send or receive directional signals. 

Combining antenna array elements so that signals at certain angles connect 

constructively and others destructively achieves this. Transmitting and 

receiving beamforming can accomplish spatial selectivity. Array directivity 

superiors omnidirectional reception and transmission. BF can transmit radio or 

sound waves. Radar, sonar, seismology, wireless communications, radio 

astronomy, acoustics, and biomedicine use it. At the output of a sensor array, 

adaptive beamforming detects and estimates the signal of interest using optimal 

spatial filtering (e.g., least squares) and interference rejection. 

Beamforming approaches use a variety of highly robust and efficient 

algorithms, which include the following: MUSIC, LMS and MVDR. 
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1.2. The Multiple Signal Classification 

Multiple Signal Classification (MUSIC) technique is a sophisticated approach 

for determining the direction of a signal source. It manages this by 

decomposing the eigenvalues of the sensor covariance matrix at the network 

level, resulting in an excellent quality prediction. The MUSIC algorithm is 

included under the family of subspace-based direction-finding algorithms. The 

sensor data can be successfully linked with signals originating from the source 

due to the usage of the signal paradigm. Considering ( )
d

s l  is a signal obtained 

from P  independent or partially linked sources. The network-received signals 

are part of the sensor data ( )
m

x l , together with the noise ( )
m

n l . When T  

nodes in a network collect data at time l , we call this "taking a snapshot" of the 

sensor data. 

( ) ( ) ( )x l Ms l n l= +                                           (1-1)                 

'
1 2( ) [ ( ), ( ),..., ( )]

P
s l s l s l s l=                                         (1-2) 

    1 2[ ( | ( | ... )]
P

M m m  =                                         (1-3) 

 

According to (1.1-1.3) ( )x l  is a vector T per sensor data samples that contains 

the signals and additive noise that were received.  M  is an T -by- P  matrix 

holding arrival vectors. For a single-source plane wave, the relative phase shifts 

at the various array elements constitute the arrival vector. 

The arrival vector of every single source is represented by one of the columns 

in matrix M , but largely depends on the arrival direction, 
d

 . The variable 
d

  

indicates the angle of arrival for the dth  source, which can indicate either the 

broadside angle for linear arrays or the azimuth and elevation angles for planar 

or 3D arrays. ( )s l is a P -by-1 vector of source signal values from P sources. 

( )n l is an T -by-1 vector of sensor noise values [10]- [11]. 
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1.3.  Least Mean Squares 

Least mean squares (LMS) algorithms are adaptive filters that resemble 

desirable filters by identifying filter coefficients that minimise the difference 

between the desired and real signal. It is a stochastic gradient descent approach 

that simply adapts the filter to the current error. The Fig. 1.1 1depicts filter 

sections [12], [13]. 

 

 

Figure 1-1LMS filter sections 

 

The input signal x is modified by an unknown filter h , which we aim to match 

with h . Unknown filter output y is interfered with by noise signal  , resulting 

in d y = + . After computing the error signal e y d y y = − = − − , the 

adaptive filter adjusts its settings to minimise the mean square of the error 

signal e . 

Especially in signal processing, the causal Wiener filter is similar to the least 

squares estimate. For input matrix X  and output vector Y , the least squares 

solution is: 1( )T
X X y −= , The FIR least mean squares filter has 

characteristics comparable to the Wiener filter, except its error criteria does not 

use cross- or auto-correlations. Converges to Wiener filtering answer. Figure 1 

can be used to formulate most linear adaptive filtering problems. 

The adaptive filter tries to adapt the filter ( )h n to be as near as feasible to ( )h n

using only visible signals ( )x n , ( )d h , and ( )e n , but not ( )y n , ( )v n , or ( )h n

. Wiener filters are similar to its solution. Current input sample number is n , 

the filters tap quantity is p . ( )h n  determines filter coefficients after n samples. 
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The fundamental concept underlying the LMS filter is the approximation of 

ideal filter weights through iterative updates, with the objective of achieving 

convergence towards the optimal filter weight. The approach utilised in this 

study is grounded on the principles of the gradient descent method. The 

procedure initiates by assuming initial weights, typically set to zero or modest 

values. At each iteration, the gradient of the mean square error is computed, 

and the weights are subsequently modified. Put simply, when the gradient of 

the mean squared error (MSE) is positive, it indicates that the error will 

persistently increase in a positive manner if the same weight is employed for 

subsequent iterations. Consequently, it becomes necessary to diminish the 

weights. Likewise, in the event that the gradient exhibits a negative value, it 

becomes necessary to augment the weights [14]- [15].  

 

 

1.4. Minimum Variance Distortionless 

Response 

Minimum Variance Distortionless Response (MVDR) algorithm is a commonly 

used beamforming technique that adjusts a weighting factor in order to achieve 

an agreed-upon amount of output power while reducing interference and noise 

[16], [17].  

The MVDR approach has the capability to identify and mitigate both 

interference and noise, but under the condition of a high Signal-to-Noise Ratio 

(SNR) and low noise levels. Nevertheless, the efficient functioning of MVDR 

relies on the direction vectors, which are contingent upon the angle of 

incidence of the signal received from each element of the antenna array. It is 

imperative to have knowledge of the direction of the intended signal, and to 

ensure that the output power is limited to unity gain in the direction of the 

desired signal. 

In order to achieve MVDR BF, it is imperative to reduce the energy of the 

interfering signal while simultaneously maintaining the unaffected 

characteristics of the source signal. 
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arg min
( ) ( ) ( ) ( )

H

MVDR XX

V
V f f f V f

V
=                                                 (1-4) 

. . ( ) ( ) 1H
s jV f d f =                                               (1-5) 

In (1.4 – 1.5) establish that the XX
 denotes the covariance matrix of the noisy 

Short-Time Fourier Transform (STFT) X  inside the frequency range f . The 

resolution pertaining to the MVDR approach, specifically regarding the choice 

of the reference channel, can be expressed as equation 6. 

1

1

( ) ( )
( )

( ( ) ( ))
RR PP

MVDR

RR PP

f f
V f k

Trace f f

−

−

 
=

 
                                             (1-6) 

1
PP

− and PP
  are noise covariance matrices, while k is the reference channel 

vector. The covariance matrix PP
 of the intended signal can be calculated 

using the following eq. (1.7): 

 

                             
1

1

( , ) ( , )
( )

( , ) ( , )

HJ

j

PP J

P Pj

s j f P j f
f

N j f N j f

=

=

 =



                                  (1-7) 

( , ) ( , ) ( , )
P

P j f N j f X j f=  

 

P
N  is the target signal time-frequency mask. Estimating the covariance matrix 

of XX
 is similar to replacing the signal mask 

P
N . Since the signal is not always 

present in frames, PP
  is normalised by the sum of mask powers instead of 

the number of frames j . Estimating of the MVDR becomes estimating the 

time-frequency masks of the noisy STFT [18]- [19]. 

The presented thesis has been organised into four distinct parts: The first part 

concerns in broad terms, it is splitted into two chapters. 

The first chapter: We mentioned antenna processing technology, which is 

signal processing. Signal processing in sensor-based antennas was also 

examined. Several signal characteristics are used to optimise upstream antenna 

signal reception. We concluded with parameters for distinguishing desired 

signal components from antenna-domain unwanted signals. 

The second chapter: The second chapter focuses on the specific features of BF 

technical technique, encompassing its distinctive characteristics, signal 
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processing and optimisation techniques, as well as its various applications and 

associated advantages and limits. The second part is dedicated to simulation 

and data monitoring and comprises the third and fourth chapters. The third 

chapter concentrates on the antenna sensor, a sensor array designed to detect 

the quality and quantity of noise pollution. It proposes a simulation and data 

monitoring of a BF-based antenna sensor for sound direction of arrival (DOA) 

detection. 

The fourth chapter is dedicated to distinguishing and separating noise 

components, using signals (noise) to deduce invisible events, processing signals 

to reveal hidden realities in signal envelopes, and using a BF antenna and its 

associated system with algorithms to distinguish between vehicle noise on a 

road that is in good shape and one that is in poor condition. The third part is 

delegated to BF-Processing: detection, suppression, and recovery of signal 

characteristics. 

The fifth chapter: Centres around maintaining a decent signal path during 

transmission, particularly in radio transmissions employing the BF technique. 

The BF technique is applied to an antenna array's signal. BF is a technique of 

tracking and directing the signal path from the antenna transmission to the 

target (user device) by detecting and removing all interfaces and noise that may 

deviate the signal from its predefined direction. 

The sixth chapter: The emphasis is on the application of the BF technique in 

the processing of electrocardiogram (ECG) signals. Specifically, the aim is to 

extract the foetal electrocardiogram (fECG) signals from the raw maternal 

electrocardiogram (mECG) signals using algorithms based on BF. The fourth 

part characterises delay and sum motion to derive hydrodynamic signal 

characteristics and components. The seventh chapter demonstrates how to 

extract features from a river video using the BF technique and a beamforming 

approach based on modified sum and delay, such as velocity, water flow, 

temperature, depth, wave motion, and riverbed recognition. 
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Chapter 2 

2. Concept of Beamforming 
 
 
 
 
 
2.1 Introduction  

 
Beamforming is an approach within the realm of antenna processing, so it holds 

significant importance [42], [20]. Its use extends to the identification and 

mitigation of interference. The aforementioned methodology is also employed 

for estimation of signals and directions of arrival (DOA). Beamforming is used 

in various industries, including radar, wireless communications, passive 

listening, and biomedical imaging, due to its extensive range of applications. 

The main goal of this technique is finding a spatial filter that produces an output 

representing an approximation of the desired signal originating from a specific 

direction, which may be distorted by interference and the presence of Gaussian 

noise [21]- [22]. 

This part of this research encompasses an in-depth investigation of the 

beamforming technique in the linear domain, as well as an assessment of the 

diverse methodologies employed for optimal conventional linear and adaptive 

beamforming in the context of stationary and circular signals. 

The chapter covers several key components: a comprehensive baseband model, 

an analysis of the received signals, an examination of their second-order 

statistics, and an exploration of beamforming techniques and the 

corresponding filters. 
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2.2 Approach to narrow band modelling 

Within the field of telecommunications, electromagnetic waves propagate 

through an environment that can exhibit homogeneity, resulting in a constant 

propagation speed denoted as c . 

In certain instances, within a communication system, it is possible for the 

transmitter to be situated at a considerable distance from the receiving antenna. 

This occurrence of distance might give rise to the utilisation of a plane wave 

model, which assumes that the rays seen by sensors are parallel to each other. 

An antenna array of N  sensors pick up a signal focused on a complicated 

target with a carrier frequency 0f  and bandwidth H . 

The complex envelope of the current signal at time p  is ( )s p . Demodulation 

at the transmitting antenna result indicates the desired signal observation vector 

without background noise: 

0

0

0

2
1 1

2
2 2

2

( )

( )
( )

( )

i f

X

i f

X

i f

N X N

s p P e P

s p P e P
s p

s p P e P







 −
 

− =  
 
 − 

                                                          ( 2-1) 

 
Let us denote 

n
T as the radiation delay pertaining to the resultant signal of 

sensor n in regard to the reference sensor. When the signal moves inside a 

narrow band relative to the connection time, the transverse time of the sensor 

array can be disregarded. The connection time of the signal is equivalent to the 

negative value of the bandwidth. In essence, it can be postulated that the 

multidimensional envelope remains constant throughout the network traversal, 

resulting in (2.1) being modified as follows: 

 

0

0

0

2
1

2
2

2

( ) ( )

i f

i f

i f

N

e P

e P
S p s p

e P







−

−

−

 
 
 =  
 
  

, 

It is important to acknowledge: 
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0

0

0

2
1

2
2

2

i f

i f

i f

N

e P

e P
S

e P







−

−

−

 
 
 =  
 
  

, 

The directional vector of the target signal, denoted as s , coincides with the 

intended signal: 

                 ( ) ( ) .S p s p S=  

 

2.3 Traditional received signal prototype 

Consider a hypothetical scenario where there exists an antenna with N  sensors 

that operate within a small frequency band. These sensors are designed to 

receive signals from M  different paths originating from multiple directions. 

Additionally, the received signals are subject to spatially white, Gaussian noise 

that is centred and follows a circular distribution of second order. 

The vector ( )p  represents the complex amplitudes of the signals received at 

the output of the sensors. Every sensor in the system receives the combined 

input of the desired signal, together with a composite noise that consists of 

interference and a Gaussian, concentrated, and circular background noise. 

Given these specified assumptions and the absence of any carrier residue, the 

vector of observations denoted as ( )p  can be described in the way that 

follows: 

( ) ( ) ( )p s p S n p = +                                                           ( 2-2) 

 
In the (2.2); the parameters ( )s p and S represent the complex envelope, which 

is assumed to have a mean of zero, and the directional vector of the desired 

signal, with a first component equal to 1. The variable ( )n p represents the total 

noise vector, consisting of interference signals and Gaussian noise, with a mean 

of zero. The noise vector is statistically uncorrelated with the desired signal 

( )s p and may exhibit non-circularity up to second order. 
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The second-order statistics of the observation ( )X p  are fully defined by 

honouring the first and second covariance matrices ( , )
x

R p  and ( , )
x

C p  such 

that for all ranges ,p   

( , ) ( ) ( )N

x
R p E X p X p   −                                                (2-3) 

however 

( , ) ( ) ( )M

x
D p E X p X p   −                                              (2-4) 

 
The requirements for the second-degree stage arrays of the noise ( )n p are 

provided. Using <> to establish equilibrium over a period of time. 

  

( , ) ( ) ( )N

n
R p E n p n p   −                                              (2-5) 

however 

  ( , ) ( ) ( )M

n
D p E n p n p   −                                            (2-6) 

 
Once the vector ( )X p is considered, the non-circularity of venerate ( )n p is  

maintained under the conditions ( , ) 0
x

D p   and ( , ) 0
n

D p   for at least one 

single combination ,p  . Let us rectify the spatial covariance matrices for τ = 

0 below.  

[ ( ) ( ) ]N N

x i n i n
R E X p X p ii R R R = + = +                                      ( 2-7) 

[ ( ) ( ) ]M M

x i i n i n
C E X p X p ii D D D  = + = +                                 ( 2-8) 

 

With eq. (2.7-2.8); when N

n i
R ii= , M

x i i
D ii = , The initial and second 

covariance matrix numbers of the intended signal are considered honorary, The 

equilibrium force exerted by the initial sensor of the target signal is: 

2[| ( ) | ]
i

E i p  . The value denoted as 
2

2
2

[ ( ) ]
| |

[| ( ) | ]
l i

i i

E i p
e

E i p

  
 

 

signifies the coefficient, which acts as a representative measure of the intended 

signal. This is analogous to how the circular phase is represented by i . 

[ ( ) ( ) ]N

n
R E n p n p   and [ ( ) ( ) ]M

n
D E n p n p   is the covariance matrix 
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1 and 2 of the global noise. When both matrices 
x

R and 
n

R  have full ranks, it 

indicates the presence of background noise. 

 

2.4.  Beamforming and signal processing techniques 

Signal processing using beamforming, referred to as spatial filtering, 

beamforming, or channel forming, is used in antenna and sensor arrays for 

focused transmission or reception. Beamforming uses sensor arrays to boost 

signals across any number of directions and remove noise and interference 

across another in a networked signal processing method. 

Beamforming improves signal-to-noise ratios, eliminates interference, and 

concentrates transmitted signals. Beamforming is crucial in sensor network 

systems, especially 5G, LTE, and WLAN MIMO wireless communication 

systems. 

Wireless applications can utilise MIMO beamforming to boost data flow 

between base stations and user devices. Wireless communication systems are 

increasingly using optimization-based beamforming. Hybrid beamforming uses 

optimisation to efficiently divide base band and RF system topologies to 

minimise costs [23]- [24]. 

 

2.4.1 Beamforming: spatial filtering 

Beamforming, often referred to as spatial filtering, is an established technique 

in signal processing. The aforementioned technique pertains to a signal 

processing methodology employed for the purpose of transmitting or receiving 

radio or sound waves in a focused directional manner. Beamforming is a 

technique that finds applications in various fields such as radar and sonar 

systems, wireless communication, acoustics, and medicinal devices. 

Beamforming and beam scanning are often employed techniques in the field of 

telecommunications to efficiently guide signals in a specified direction by 

ensuring that every part of a network receive or send signals that are in phase. 

During the process of transmission, beamforming is employed to regulate the 

magnitude and relative amplitude of the signal sent by each transmitter. This 

results in the creation of a wavefront design that incorporates both positive and 
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negative interference, so enhancing the overall effectiveness of the 

transmission [25]. 

Beamforming is a well-established technique used to achieve desired antenna 

radiation patterns by manipulating the transmitted signals towards targeted 

receivers while reducing interference from other sources [25]. 

The generation of this can be achieved through the utilisation of a finite 

impulse response (FIR) filter. Finite impulse response (FIR) filters possess the 

advantageous characteristic of allowing for flexible manipulation and 

combination of their weights, hence facilitating the attainment of appropriate 

beamforming. 

As demonstrated in Fig. 1.1, EA is the shown object serves as an electrical 

amplifier, as seen from visual observation.  ,T  is how long the carrier frequency 

will be present, and   denotes the propagation time. 

Fig. 2.1 depicts a network of uniform dimensions. The factor denoted as array 

factor (AF) in conjunction with true time delay (TTD) is commonly expressed 

in the following manner, as depicted in (2.9): 

1

0

2
( , ) exp ( sin )

I

i

i

fld s
AF f A l

s p

  
−

=

 
= − + 

 
                                       ( 2-9) 

 

 
 

Figure 2-1 The Application of Beamforming for Spatial Filtering [26] 
 
 

The observation angle denoted as   in Fig. 2.1, is related to the frequency of 

the microwave signal, represented by f . The quantity of antenna elements is 

denoted by I , while p  and   represent the distance and delay between two 
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adjacent antenna elements. The amplitude weights for antenna element  i  are 

represented by 
i

A , with a value of 1 showing the same linear array. The 

maximisation of AF can be enhanced by incorporating suitable amplitude 

weightings. 

 

2.4.2 Application of beamforming  

Beamforming is a signal processing technique that is employed to manipulate 

the direction of an electromagnetic wave by utilising an array of sensors. This 

approach allows for the steering, shaping, and focusing of the wave towards a 

specific desired direction. 

The utilisation of this technology has been observed in various engineering 

domains, including radar, sonar, acoustics, astronomy, seismology, medical 

imaging, and communications. 

Beamforming harmoniously aggregates sensor network signals to enhance 

detection. Conventional beamforming applies set weights, while adaptive uses 

environment-dependent weights. Beamforming narrow-band signals usually 

involves multiplying sensor inputs by a complex exponential with the right 

phase shift. 

 

2.4.2.1 Benefits of beamforming technology 

The beamforming technique provides many benefits that find application in 

many different fields. In this context, we shall outline a few of them, which 

include: 

▪ BF is useful for millimetre-wave bands. Using unused frequency bands 

near the millimetre wave range is the only way to increase data prices 

in the frequency domain for a dense urban cellular connection since 

most of the spectrum below 5 GHz is licenced. (60 GHz). 

▪ Beamforming must control the signal sent to the customer, in order 

that only the receiver is able to recover the requested signal from the 

cover signal, 
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▪ Reduced power needs, Low-cost beamforming antennas convey 

messages to the targeted client and use less power and amplifiers than 

huge MIMO frames, 

▪ Capability is increased by controlling the power of upward and 

downward signalling signals, using training sequence information, and 

developing signal quality with beamforming antenna components, 

▪ Using time division duplexing (TDD) to restore traditional 

omnidirectional antenna arrays with sectored dynamic cells and beam-

steering antenna arrays has improved wireless system traffic 

implementation, 

▪ Beamforming, instead of omnidirectional antennas at the BS level, 

improves dynamic cell sectorization efficiency, according to 

simulations, 

▪ Beamforming must control the signal sent to the customer, so only the 

receiver can restore the requested signal from the masking signal, 

 

2.4.2.2 Beamforming efficiency 

It is essential to note that the very first phases of obtaining the necessary 

performance of a wireless or radar communications system involve the 

improvement of beamforming techniques and the assessment of alternative 

algorithms. Beamforming must be integrated into a system-level model and 

tested against parameter, direction, and channel combinations. The system-

level trade-offs between RF and digital baseband beamforming are another 

issue. Better to do all these things early in the design phase. The Massive MIMO 

Hybrid Beamforming with RF Troubles sample shows how RF influences 

affect beamforming performance. 
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Chapter 3 
 
 

3. Beamforming antenna: framework for 
the noise environmental detection 

 
 
 
 
 
 
 
3.1 Introduction 

Every municipality should restrict noise from vehicle, rail, and air traffic, 

industrial activity, and recreation. Noise pollution affects human health and 

activities. However, noise pollution should be monitored using sophisticated 

sensors that can distinguish noise kinds. Sensor arrays can incorporate the 

antenna sensor, which measures noise quality and quantity. We design and 

simulate a beamforming antenna sensor to detect DOA noise. 

The most important objective is to reduce noise pollution in cities with or near 

transportation infrastructure (airport, rail, and road). By building an antenna 

and calibrating filters to pick up the sound signals released by trucks, trains, and 

other engines that can reach decibel levels that are harmful to the human ear, 

using antennas with LF can assist solve the problem of monitoring noise 

pollution. Sensor antennas have remarkable properties that can be used to solve 

the problem of noise pollution, with the goal of reducing noise in particular 

places to protect humans from noise pollution. 

The strategy consists of restricting the noise level of cars on highways that pass 

through protected zones [27] by placing antennae at entry points for collecting 

noise signals from vehicles, trains, and other destroying engines. The acquired 

signals are processed in real time in the system's database (DB) using BF 

algorithms. When a vehicle is moving forward and its engine emits a dB level 

higher than that calibrated in the antenna filters, the driver will see a message 

displayed instantly on the road sign ''Passing prohibited: follow the left or right 
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deviation''; if the dB level is lower, a message will display ''Continue on the 

road''. The antennae naturally have sensors that detect vehicle sound signals 

when engine noise exceeds the system's filters' dB level. 

Residential areas, schools, hospitals, universities, nursing homes, research 

centres, and other sites sensitive to dangerous noise that could disrupt peace 

and quiet, concentration, and smooth operations are targeted for noise 

reduction. Because its filters let through more noise than intended, the 

monitoring system is designed in time slots to let through vehicles whose 

engines interfere in specific areas [28]. Designing complex antenna elements 

and arrays with intelligent partitioning of the BF systems to collect sound 

signals and process them in real time to determine if they are below, equal to, 

or above the zone allowed driving level is crucial. The simulations are executed 

in MatLab to improve noise pollution monitoring. 

 

3.2 Environment monitoring using beamforming antennas 

The transmitter and receiver can use spatial filtering called BF, which comes 

from pencil-shaped directional antennas. Typically, BF filters signals with 

overlapping frequencies but different spatial locations. Since transmission is 

complicated by channel changes, BF requires knowledge of the target signal's 

DOA or DOA delay and transmission parameters. Since this metric is 

unknown, we can estimate it using our data. The parameters may change over 

time; thus, an adaptive FB algorithm sets them. 

These algorithms are subdivided into two basic classes which are: block 

adaptation and continuous adaptation. The block adaptation algorithm 

estimates the parameters charged from a temporal block of array data, where 

the continuous adaptation adjusts the parameters upon receipt of the data so 

that these converge to the optimum solution. Phased array versus delayed array 

[29], a wavefront arriving at an antenna array under an arrival direction (DOA) 

introduces an arrival delay to each individual antenna. This delay between two 

adjacent antennas, T  depends on the DOA and the antenna spacing 

according to sin( )d DOA c T=   d being the distance between the antennas, 

and c  the speed of light. 
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Fig. 3.1 illustrates an example of DOA application. The BF is a delay 

compensatory method that implements an ideal delay element on the reception 

path, its elements are very difficult to implement, so to cope with this difficulty; 

it consists of translating the time difference into phase shift in the frequency 

domain [30]. When the signal we want consists of a single frequency the delay 

can be replaced with phase shift p  using 

 

02p Tf =                                                                (3-1) 

02 sin( ) =
d

p DOA f
c

                                                     (3-2) 

 

 
 

Figure 3-1A relationship between DOA and timing for the linear antenna array. 

 

Calculate a signal phase shift using a single frequency using (3.1-3.2). When the 

desired signal has a higher bandwidth, (3.3) introduces phase distortion. This 

distortion will be reduced if the signal bandwidth is narrow compared to the 

carrier frequency. Signal representation, making use of the relationship between 

DOA and antenna spacing, a representation of the received signal can be 

derived, gives the complex envelope of the received baseband signal. In the 

updated equation, 
k

  , is the phase shift caused by the delay of the signal 

received at the antenna k. If the signal ( )
k

r t  is the signal received at the antenna 

k  under DOA ,
k

   can be expressed as: 

( )
1

sin
( 1)2k

d
k


  


= + −                                                        (3-3) 
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Considering the accelerating development of telecom technologies like 5G, BF 

antennas are vital. This technology has enormous potential that we must 

quickly understand and use in other areas, like environmental monitoring. 

 

3.2.1 The development of beamforming 

Compared to the previous generations, which could only broadcast and receive 

[31] on predefined radiation patterns, this new generation of BF antennas 

produces its main beam and blank beam directions dynamically based on the 

user's position. New impulse comes from BF antennas. The technology 

improves telecommunications by reducing interference, signal-to-noise ratio 

(SNR), and end-user experience. BF antennas come in many configurations and 

capacities to suit different environments. These antennas may look different, 

but all BF architectures use an active or passive network structure, digital, 

analogue, or hybrid BF, and many radio transceivers. 

Beam management is a crucial aspect of BF technology, as is understanding it. 

To support directional communications, the 5G NR specification incorporates 

a new physical layer (PHY) and medium access control (MAC). In 3GPP 

terminology, these procedures are referred to as beam management and include 

four distinct operations: First, beam scanning: the radiation pattern covers a 

spatial area utilising multidirectional beam scanning and predefined time 

intervals; second, beam measurement: assessment of the received signal quality 

at Node B (gNB) or User Equipment (UE); third, beam determination: 

selection of the appropriate beam(s) at gNB; and fourth, beam report: feedback 

of beam quality and decision information from the UE to the Radio Access 

Network (RAN).  

 

3.2.2 Monitoring and beamforming  

In the field of wireless communication, BF has evolved as a technology to 

increase coverage, data rate, and/or signal quality. Future monitoring requires 

the identical enhancements. BF monitoring simultaneously transmits 

uncorrelated signals, such as in distinct directions or the same direction with 

orthogonal polarisations. This enhances the breadth and grade of the received 
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information. Fig. 3.2 depicts an example of the radiation of three simultaneous 

beams with BF. In this instance, the total bandwidth of each transmit-receive 

channel is maintained, so the range resolution of the antenna is not 

compromised, but the total radiated power is interleaved, i.e., shared. It’s 

entirely under control. 

 

Figure 3-2 Beamforming transmit array with three beams in different direction. 

 
 

3.2.3 Design and simulation 

In this section, Matlab was used to design an area monitoring antenna to detect 

the high dB level and evaluate its environmental impact; the BF can be used to 

direct the beam towards the target node. Several methods exist for executing 

the BF. The following diagrams and figures illustrate the simulation's results: 

The simulations are conducted under normal vehicle noise conditions, i.e., the 

vehicle is presumed to be moving along the axis, lifting along the axis, and 

rotating around the axis, as illustrated in Fig.3.3. The following stages comprise 

the simulation. First, the vehicle's motion is simulated under the influence of 

its regular motion, followed by the determination of the parameters measured 

by the sensors and accelerometers [32].  
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Figure 3-3  (a) Inertial sensor coordinate frame, (b) Array geometry. 
 
Next, the parameters obtained in the preceding phase are used as input to the 

system, and the Euler parameters are then derived using the orientation filter. 

Finally, knowing the attitude error and the antenna array pattern after BF allows 

us to calculate the monitoring power gain over time. Fig.3.4 and 3.5 exhibit the 

specifications of the other elements. 

 

 

Figure 3-4 (a) Grating lobe diagram with element spacing larger than half a 
wavelength, (b) Beam pattern and grating lobe diagram element design. 
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Figure 3-5 (b) Azimuth cross polar coordinate, (b) Azimuth cross rectangular 
coordinate. 

 
 

3.2.4 Measure of antenna size 

Small substrate depths cause the electric field to be directed along the z axis 

and independent of z. Overall, this is an antenna design process. Initial 

dimensioning is possible. It can be optimised with an electromagnetic 

simulator. Electrical permittivity, loss tangent, thickness, and operating 

frequency are substrate inputs. Substrate depth must meet restrictions. Imagine 

a perfect, limitless ground plane. Patch width can be calculated as follows in 

(3.4): 

0
0

2
;

2 1
r res

c
W

F





= =

+
                                                    (3-4) 

With (3.4) in which the effective wavelength is 
e
 ,  the effective dielectric 

constant is 
e
 , and the  calculation of the patch length extension L  is given 

by (3.5): 

( )
( )

0.2640.3
0.412

0.258 0.8

e

e

W

nL h
W

h




++
 = +

− +
                                                 ( 3-5) 

In practice, we find: 00,005 0.01
2 2

e L
 

    and the calculation of the patch 

length L  is given by eq. (3.6):  

02 2
2eL L L L


= −  =                                                (3-6) 
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Fig. 3.6 illustrates the typical structure applied for the objective to monitor an 

environmental noise with BF approach. 

 

 

Figure 3-6 Systems block monitoring. 

 
The current findings can be seen in the following figures, illustrating the actual 

angles and the predicted angles, respectively. Fig. 3.7 displays the trace which 

corresponds to the computed error in the estimated angles.  

 

Figure 3-7 (a) Typical results for power gain Monitoring system block, 
(b)Typical results error. 

 
Based on the analysis of Fig. 3.7 (a)-(b), and Fig. 3.8, it can be observed that 

the trace denoting the estimated angles of the filter exhibits a strong 

resemblance to the trace representing the actual angles. Furthermore, the 

discrepancy between the two traces is within the range of -3 to 1.5 degrees. 
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Figure 3-8 Typical results for actual and estimation angle. 

 
 
 

3.3 Conclusion  

The BF technique has been demonstrated in this chapter as part of enhanced 

monitoring of environmental protection against noise pollution caused by 

vehicles, trains, and other equipment. The relative positioning of the target 

node with regard to the antenna array is computed using the system's real-time 

attitude. Following that, a method for doing the BF is chosen. Finally, under 

steady-state conditions, the scheme is tested and verified. The results indicate 

that BF significantly improves antenna gain [33]. This work is unique in that it 

employs a method for determining the target node relative direction to an 

antenna array that is located outside of the array. This allows for improved 

monitoring of the target area, followed by a channel less BF. The simulation 

results show that BF can increase power significantly. The same graph shows 

that the antenna gain, 19.93–20 dB, is larger than that of the antenna without 

BF. BF improves environmental noise quality and quantity detection. 

The collected signals will be processed in the following chapter with the goal 

of distinguishing the different components contained in a single signal 

envelope, such as vehicle noise, which contains several noises, such as noise 

from the engine, tyres, and the wind that the vehicle faces as it moves forward.  

 
 
  



3.3 Conclusion 

28 

  



 

29 

Chapter 4 
 
 

4. Antenna-sensor beamforming: 
distinguishing external noise 

 

 

 
 
 
4.1 Introduction 

Noise is unpleasant to hear and has negative, sometimes dramatic, 

repercussions; therefore, cities must limit noise. It's critical to note that 

environmental noise harms health and human activity [34]. Accordingly, this 

dangerous environmental pollution from multiple sources must be monitored 

using specific technology that can distinguish, categorise, and show dB noise 

levels. 

A sensors array is able to be utilised for assessing noise pollution quality and 

quantity. The design and simulation of a BF-based antenna sensor for noise 

DOA detection and signal envelope noise differentiation are reported in the 

chapter. The system records and stores noise for processing or real-time. 

From the signals (noise), we can deduce that other, invisible events are 

occurring; when these signals are processed, they disclose the hidden truths. 

This BF antenna and its associated system and algorithms can differentiate 

between the noise of a vehicle driving on a road in excellent condition and a 

road in poor condition. This could have numerous environmental benefits, 

particularly in terms of pollution, but also financially. 
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Figure 4-1 Designing an antenna array. 
 
 

Fig. 4.1 demonstrates antenna array assembly. The image exhibits an antenna 

array with 100 elements on a grid arrangement in a 10 by 10 rectangle 

configuration. At the greatest operational frequency, elements are half a 

wavelength apart to avoid array lobes. 

The study major objective is to employ the BF technique and algorithms to 

separate and categorise vehicle noises in BF antenna signals. In connection with 

the antenna design, we can calibrate filters to capture and store sound signals 

from noise sources (vehicles, aircraft, trains, industry, etc.) that exceed the 

antenna's limits and become damaging to the human ear. Antenna sensors offer 

extraordinary characteristics that can be utilised to detect noise pollution from 

multiple sources simultaneously and reduce it in particular circumstances to 

protect humans [35].  

The solution is to limit the decibel level of vehicle noise on roads that pass 

through residential areas by installing antennas at the entrances to the protected 

areas to capture sound signals from vehicles, trains, and other harmful engines. 

The antennas consist of sensors that detect sound signals emitted by vehicles 

when the engine's noise level exceeds the dB threshold established in the 

system's filters. The design of complex antenna elements and arrays (see Fig. 

4.1) with intelligent partitioning of BF systems to pick up and process sound 

signals examines if the sound signal picked up has a dB level below the 

parameters configured in the monitoring system. 
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The noise that the car makes when it moves is influenced by the condition of 

the road. When confronted with road regulations, we refer to two sorts of 

realities: "noise of vehicles on roads in good condition (VNRGC)" and "noise 

of vehicles on roads in poor condition (VNRPC)". When a vehicle is moving 

on the first type of road (VNRGC), the noise of the engine and the friction of 

the tyres on the pavement are not the same as when the vehicle is moving on 

the second type of road (VNRPC). 

Due to increased pollution, traffic noise harms the ecosystem and nearby 

residents. Noise monitoring can help reduce noise pollution and remind drivers 

to maintain the road by distinguishing vehicle sounds. The entire system—

software and hardware constructed in the road—provides us with an intelligent 

road, i.e., one that interacts with drivers to protect the environment from noise 

pollution and to maintain the road [36]. 

 

4.2 5G and beamforming capabilities  

To adapt the monitoring system to 5G, it is critical to consider the proximity 

of BF and 5G, as this technology (beamforming) is specifically employed in 

5G, and the system will evolve at the rate of 5G. BF was formerly more likely 

to occur on local WiFi networks. This is set to change, however, with the 

deployment of 5G networks. 5G makes use of radio frequencies in the 30-300 

GHz range. 

While these frequencies allow for significantly faster data transmission, they are 

also far more vulnerable to interference and have a more difficult time 

penetrating physical thing. Many technologies, like cell size reduction, 

enormous improvements in MIMO (multiple-input, multiple-output) coverage, 

including increasing the number of antennas on 5G stations, and, of course, 

BF, are required to address these issues. If 5G takes off as expected, we'll be 

using BF on a daily basis without even realising it. 

5G offers a quantum leap in network performance compared to 4G, with peak 

data rates up to 20 times speedier at 20 GB/s and connection densities of 1,000 

devices per square kilometre, which is 100 times higher than 4G. This enhanced 

performance is provided by the new 5G radio (NR), which employs a variety 

of cutting-edge techniques, such as millimetre waves (between 30 and 300 
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GHz), frequency transmissions, advanced signal coding techniques orthogonal 

frequency-division multiplexing (OFDM), multi-access edge computing 

(MEC), and network slicing. 

 

4.3 Conceptualization and modelling 

In the MatLab environment, the monitoring antenna is programmed to detect 

a high level of dB and evaluate its impact on the environment, keeping in mind 

that the BF technique has the ability to focus on the targeted node; a variety of 

schemes can be used to implement the BF technique. The outcomes of the 

planned simulations are presented in this section. The simulations are done 

under stable vehicle noise settings to validate the effect of the proposed system, 

i.e., the vehicle movements are supposed to sway along the axis, lift along the 

axis, and rotate around the axis, as illustrated in Fig. 3.3 and Fig. 4.4.  The 

following are the simulation steps: 

Fig. 4.2 demonstrates the communication between of the system's many 

components. The noise coming from the various targets (vehicles) is measured 

by antenna arrays (BF) connected to accelerometers and a specific unit that 

provides good noise conditioning. The MUSIC algorithm interacts with the 

antenna arrays to achieve an optimal orientation towards the target, and the 

power gain over time for control is obtained using the Euler parameters 

obtained using the orientation filter, knowing the attitude error and the antenna 

array pattern after beamforming. Fig. 3.7, Fig. 3.8 and Fig. 4.1 show the details 

of the other elements. 

 

Figure 4-2 System diagram. 
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The information we collect is saved in a database or storage, which will send 

them back to the MUSIC algorithm to perform the decomposition and 

classification of the vehicle noise to give us the outputs (VNRC, VNRGC, 

noise difference) because the vehicles on the road do not all have the same 

positioning; this can be seen clearly in Fig. 4.3. These data are subsequently 

returned to the database's second section for post-processing. 

 

 

 

Figure 4-3 A example scenario using an assessment system. 

 
 

4.3.1 Signal processing 

Signal processing is a subfield of electrical engineering that focuses on the 

analysis, modification, and synthesis of signals such as sounds, images, and 

scientific measurements [37], [38], [39]. Signal processing techniques can be 

used to enhance the transmission, storage, and subjective quality of a measured 

signal, as well as to emphasise or detect its internal components. In order to 

achieve this objective, we have selected the MUSIC algorithm, which has 

proven to be superior to other signal processing algorithms. 

One of the techniques used for frequency estimation and transmitter 

localization is MUSIC. Even when the signal-to-noise ratio is very low, this 

technique can discern the direction of signals occurring on a sensor network. 

We choose this algorithm because we are going to work with compound signals 

coming from antennas, and antennas are sensors, and their signals are 

composed of little signals, each with its own frequency [40], and the MUSIC 

algorithm is well suited for such operations. Fig. 3.7 and Fig. 4.4 show the 

results of its work for signal separation or signal categorization separation. 
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Figure 4-4 MUSIC algorithm flowchart [11]. 

 
In order to take advantage of the MUSIC, we used the MUSIC algorithm (Fig. 

4.4) for the signal processing part, specifically for signal highlighting, which also 

has similarities with the maximum method, the likelihood method, and is 

fundamental with a representation having the one-dimensionality of the 

maximum entropy. 

The MUSIC algorithm's general approach is built on extracting the signal from 

the noise using the eigenvalue decomposition of the received signal's 

covariance matrix. The orthogonal property of the signal and noise space is 

used by the algorithm. 

We estimated the noise using a subspace of the signal, considering that the 

noise and the signal are nearly similar and that the noise of each channel has 

no association. It is critical to note that the MUSIC method assumes the noise 

to be uncorrelated, thus the resulting covariance matrix is diagonally natural. 

The matrix algebra allows the signal and noise subsets (other internal signals) 

to be separated and determined to be orthogonal to each other. As a result, the 

MUSIC algorithm makes use of orthogonality to isolate (separate) the signal 

and noise components. 
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4.3.2 The MUSIC algorithm is a tool to process signals in 

subspace 

Noise subspace techniques are widely used for differentiating all of the 

parameters or components contained within the envelope of a complex signal 

in the presence of uncorrelated noise, and have applications for modelling 

signal and noise decomposition. MUSIC is one of the algorithms that can 

provide solutions to the issue or overcome it. As MUSIC requires an explicit 

decomposition of the eigenvalues of an autocorrelation signal from an 

autocorrelation matrix, followed by a linear search in a large space, its 

computational efficacy is relatively low. 

In the MUSIC algorithm, a pseudo-spectrum is generated from the projection 

of a complex sinusoid onto the entire spectrum of a complex sinusoid on all 

the eigenvectors of the noise subspace, which define the peaks where the 

amplitude of this projection is minimal. 

We want to make a decomposition of the parameters or components of a 

composite signal. Let ( )y n be the noisy signal, consisting of a deterministic 

part, ( )x n , consisting of r  real sinusoids and a random noise, ( )w n . We 

assume that 2( ) (0, )w n N  , and that ( )w n  and ( )x n are uncorrelated. The 

sinusoidal phases 
i
 are assumed to be i.i.d. (independent, identically 

distributed) and uniformly distributed 

( , )
i

U  −                                                   (4-1) 

( )
1

cos( ) ( )
r

i in i

i

y n A n  
=

= + +                                                 (4-2) 

( ) ( ) ( )y n x n n= +                                                 (4-3) 

 

From (4.2) the vector notation, the signal M
y takes the character M M  

of the autocorrelation matrix  ( )T

y
K yy=   As a signal, the autocorrelation 

matrix coincides with the covariance matrix. Because this matrix is Toeplitz and 

positively symmetrically defined and see even its eigenvalues are real and non-

negative (and positive when  0)  . We can perform an eigenvalue 
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decomposition on this matrix to get a diagonal matrix   consisting of the 

eigenvalues, and an eigenvector matrix Q. 

The 2
r
 eigenvectors corresponding to the 2

r
 largest eigenvalues, 

x
Q , contain 

more information about the signal than about the noise, while the remaining 

2
r

M − eigenvectors, 
w

Q , represents only the noise subspace. Thus, we can 

have this relationship:  

2
y x w

K K K I= + +                                                (4-4) 

H

y
K Q Q=                                               (4-5) 

/

2
2

0
[ ]

0
r

H

x

y x w H
M w

Q
K Q Q

I Q −

   
=    

    
                                            (4-6) 

 

Consider a vector of M harmonic (4.6) frequencies written 

2 ( 1)( )[1, , ... ]jw jw M jw T
b e e e −  projecting the vector onto Q , let be the subspace 

occupied by the noise (where there is no signal component); the below 

spectrum  is a function of a set of  ’s: 

1
( )

( ) ( )H H

w

P
b Q b


 

=                                                 (4-7) 

2

1
( )

|| ( ) ||H

w

P
Q b




=                                                  (4-8) 

 

For a particular value on (4.8) value of   which is present in the signal, the 

sum of the projections of b  onto the eigenvectors covering the noise subspace 

will be zero. This is because the subspace occupied by the signal is orthogonal 

to that occupied by the noise since they are uncorrelated. Thus, we see that 

( )P   will take a very high value in such cases. In conclusion, we can find peaks 

of the corresponding frequencies of each element contained in the signal, so 

peaks that are very close together can be found or will appear thanks to the 

MUSIC algorithm. 

Figure 4.4 depicts the MUSIC algorithm flowchart. The details about the 

flowchart are: The correlation matrix for the output signals has a similar 

representation: uu
R  
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1
( ( ) ( ) .U H

uu
R E U t U t UU

Ns
= =                                       (4-9) 

In (4.9); (.)E is the expected value operator. U without time argument 

represents discrete samples with a sample block length S
N . The exponent H  

denotes the conjugate transposition. We assume that all noise components 

( ) 1,...,6
m

n t =  at each sampling period # m  are independent, identically 

distributed (i.i.d.) with power 2 . 
ss

R is then represented as: 

1 2[ ( ) ( )... ( )]
uu K ss

R R     =                                      (4-10) 

2
1 2 (6)[ ( ) ( )... ( )]H

K
I       +                                     (4-11) 

In (4.11) (6)I  is a (6 6) dimensional identity matrix, the correlation matrix of 

the 
ss

R   (4.10) source signal is: 

1 2 1 1([ ( ) ( )... ( )] [ ( ) ( )... ( )] ).H

ss k k
R E s t s t s t s t s t s t=                (4-12) 

 
Based on (4.9), the MUSIC algorithm is executed according to a similar classical 

procedure see the flowchart of the MUSIC algorithm (Fig. 4.4). The directional 

vector is used to obtain the MUSIC spectrum, the algorithm requires that the 

signals are periodic.  

 

a) Construct the signal sample vector given by 

1( ) [ ,..., ( ),..., ( ), 1,...,6
m m

U t u u t u t m= = , which is the signal sample 

when the antenna is at sampling period # m . With U(t), we form the 

signal correlation matrix
ss

R  

b) Eigen decompose the signal correlation matrix 
ss

R  , and form the noise 

subspace 
N

E with eigenvectors corresponding to the small eigenvalues. 

c) Evaluate the MUSIC spectrum 
MU

P  versus the signal direction  , 

2,

1

| ( ) |
MU H

N

P
E  

=                                                              (4-13) 

In (4.13), where ( )   is the directional vector that corresponds to the 

azimuthal viewing direction . 
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Data storage for post-processing: As a result of the simulation, the data are 

saved in the database for post-processing. Once the data is saved, it can be used 

for a variety of purposes, including examine the data and display it on the screen 

to get a sense of how the different signal components are decomposed. 

The procedure for antenna array characterization and calibration consists of 

four steps: the first step is to select the appropriate calibration technique based 

on uncertainty analysis and mutual coupling assessment; the second step is the 

assessment of the measurement requirements from the calibration technique 

to define the measurement campaign; the third step is the measurement 

procedure itself; and the final step is to post-process the measurement results. 

This approach can be used to determine the suitable calibration technique and 

the measurement requirements for any antenna array calibration. Furthermore, 

measurements of active element patterns are included in the automated 

campaign for mutual coupling performance analysis and characterization. 

 

4.4 Presentation of results and conclusions 

In the framework of this research, we have employed BF to enhance 

environmental monitoring of noise sources (vehicles, trains, aircraft, etc.) in 

cities and in settings such as research centres, schools, and hospitals; the results 

of this approach are presented here. The results demonstrate that the BF 

improves antenna gain. The novel aspect of this research is that it employs a 

method to obtain the relative direction of the target node with respect to the 

antenna array installed alone outside the antenna array, which enables better 

monitoring of the area, the realisation of a channel-less BF, and, most 

importantly, the differentiation of the various components of a sound signal 

(noise difference in dB according to VNPRC and VNRGC); in this case, see 

Fig. 4.5 and Fig. 4.6.   

The graph highlights actual and approximate degrees. Fig. 3.7 communicates a 

trace which reflects the calculated deviation in the estimated angles. In Fig. 3.7 

and Fig. 3.8, only the filter estimated angles are considered, which closely 
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follows the real angles trace, so the error is included in the interval of -3 and 

1.5 degrees. 

Based on the simulation results, we stress that the BF approach is capable of 

achieving large power gains. As a result, the same plot shows that the antenna 

gain, which ranges between 19.93 and 20 dB, is clearly greater than that of the 

non-beamforming antenna. As a result, beamforming allows for better 

discrimination of the quality and quantity of environmental noise.  

 

 

Figure 4-5 Estimation of the levels of the two noises (VNPRC and VNRGC) and 
their total. 

 
As the vehicle passes near the BF antennas for the environmental monitoring 

system, the vehicle noises are recorded, and the signals are retrieved and 

processed to distinguish between the noise of the vehicle driven on the road in 

good conditions, as illustrated in Fig. 4.5, and the noise of the vehicle driven 

on the road in poor conditions, as illustrated in Fig. 4.5. We used the MUSIC 

algorithm to generate this difference in noises when a vehicle is driven on the 

terrible road depicted in blue in Fig. 4.5; we used the MUSIC algorithm to make 

this difference in noises when a vehicle is driven on its two separate roads. 
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Figure 4-6 Differentiation of the vehicle noise on the good road, bad road condition 
and the noise difference in dB. 

 
There is a difference in dB between the two noises, which is depicted in Fig. 

4.6. As a result, the highest difference is -8dB and the lowest is -3dB, 

demonstrating that the parts of the road, whether good or bad, can be evaluated 

in terms of dB differences and conclude that the bad part of the road was not 

significantly damaged because the difference between the two signals is not too 

great. 

The following section will talk about BF in the detection, suppression, and 

recovery of the components of a narrow-band signal and an ECG signal. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



4.4 Presentation of results and conclusions 

41 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Part III: 
Beamforming-Processing: Detection, 

Suppression, and Recovering 
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Chapter 5 
 
 

5. Algorithms-based beamforming an 
antenna array: noise and interference 
characterization for detection and 
suppression 

 

 

 

 

 

5.1 Introduction  

Maintaining an optimal trajectory and transmitting the signal to its target is a 

very delicate subject in the field of telecommunications, particularly in wireless 

transmission, which uses the radio medium, which is very sensitive to 

interference and other elements harmful to the signal, to guide the trajectory of 

the wave. This is the most important aspect of radio transmission. 

In response to this challenge, we present approaches for combining BF and 

convolutional neural network (CNN) techniques to a signal received from an 

antenna array. These approaches involve monitoring and steering the signal 

trajectory from the antenna output to its target (user device) by detecting and 

removing all interfaces and noise, which can deviate the signal from the desired 

direction by rotating it in another direction (approximately 45°), which has a 

very high sensitivity to even the smallest beam distortions in its direction. The 

LCMV (linear-constraint minimum-variance) approach, with its superior target 

detection function, enables the signal to reach its target and prevents self-

cancellation by expanding the signal region around the desired direction. 

With the objective to optimise signal reception, the LCMV technique can 

optimise this phase of transmission. When the signal and noise cannot be 

isolated, a sample covariance matrix is calculated from the data. Constraints are 

specified using various methods, including amplitude and derivative 
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constraints. For instance, specifying weights that suppress spurious signals 

from one direction while transmitting signals from another direction without 

distorting them. To prevent signal self-cancellation, LCMV allows the 

positioning of multiple constraints along the target path (directional vector). 

The final (marginal) approach involves the setup of a 24-layer CNN model, 

which exploits all the characteristics and components of the D2D (Device-to-

Device) signal in depth. Three various convolution kernel sizes (32, 64, and 

128) are employed to exploit the noisy original signal, to remove the noise from 

the signal, and to recover the desired signal. 

Due to the rapid growth of the mobile Internet and the Internet of Things 

(IoT), D2D data exchange, which was the LTE-advanced standard, is no longer 

the case, and some indicators suggest that the mobile phone network will be 

unable to satisfy the diverse needs of future location-based applications and 

D2D interactions [41]. Without this technology, stochastic geometry theory 

could not adequately study it.  

The conventional Wyner model [42]. is the hexagonal grid. Current system 

simulations can evaluate the Wyner model [42].In a connectivity-variable 

context, the matrix model scalability and accuracy are debatable [43]. To handle 

such a circumstance, simulate random point locations and construct the 

stochastic spatial Poisson model, which is as good as the matrix model [44]. 

Some researchers [45] use stochastics to estimate matrix network performance.  

In a study on spectral division on a derivative based on frequency assertions 

for mobile network data exchange, it was utilised to find the noise-to-

interference ratio (NIR). The authors [46], [47] investigated the spatial 

attribution of network interference noise signal spread ability. The authors [48], 

[49] used mode and power control on the underlying D2D communication in 

cellular networks to consider a user on both the length of the link and, more 

importantly, the distance between the Character-Terminal User Environment 

(CUE) and the base station (BS). The Rician distribution in [50], [51] addresses 

small-scale order fading in explicit equipment communication links. 

The work [47] discusses purposeful interference in GNSS receiving devices. A 

schematic for interference cancellation using a double level surrounding 

antennas is demonstrated. This level detects and reduces interference. All of its 
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actions occur before GNSS system receiving equipment. The authors wanted 

to develop a multiple-dimensional signal at the communication system output 

with a forecast to avert major interference disruptions. This reminds us that the 

GNSS signal has been regressed to cancel the noise in the regional correlational 

array. Signal subspace, intensity, and DOA is now easily accessible. 

To identify a misleading attack for determining DOA for navigation signals, 

the cyclic correlation eigenvalue test (CCET) and MUSIC algorithms were 

tested on real satellite signals via BF to remove erroneous and corrupted signals 

and increase target signal gain [52]. The BF approach optimises network data 

transmission using the blind and non-blind processes. Knowing the targeted 

signal's DOA makes calculating antenna array weight easy [53]. The blind 

process of BF identifies the targeted signal based on signal characteristics. It 

has modular oscillations, cyclic redundancy, and more. The Estimation of 

Signal Parameters via Rational Invariance Techniques (ESPRIT) and MUSIC 

algorithms can estimate signal parameters via rotational invariant techniques 

and compute the DOA of the aimed signal [54]. The GNSS receiver antenna 

array has anti-jamming technology, however multipath interference can 

compromise its performance. Spatial-only therapy (SOT) and adaptive space-

time treatment (STAT) measure this interference, although it may reduce SOT 

degree of freedom [55]. 

 

5.2 A minimal model design wirelessly interconnecting device 

Fig. 5.1 represents a basic telecommunications concept with a basic 

infrastructure connecting user terminals in a cellular perimeter to the network 

via downlinks. In any telecommunications context, downlinks and uplinks can 

generate interference when delivering data between devices. 
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Figure 5-1 A minimal model design wirelessly interconnecting device. 

 
Transmitters, network infrastructure components, the atmosphere, and the 

climate are all sources of interference that end users encounter in their devices. 

We also note out that in certain cases, the emitter blocks of user equipment 

may interfere with the Evolved Node B (eNB), which could imply that better 

link management will reduce any form of interference. Some sources of 

interference are given below. Because the research is based on the Noise 

classification for Detection, Suppression, and Interference, the goal of this part 

is to highlight and identify specific sources of interference. Here is a group of 

user terminal equipment connected to the network  1 2, ...,
N

U U U U= . In 

particular, compared to the previous one, this ( )( ), ,i c i c U  shows the 

individual cellular link of a device to the eNB. The biggest peculiarity is that it 

revolves within a single cell; equation 1 provides an additional illustration of 

this: 

gl lj

U

ehG

T
SINR

T N
=

+
                                                      (5-1) 

In (5.1); 
l

T  is the reduced radiation from the junction due to the emission 

energy contained in the emitter of a user’s terminal, g lj The capacitive emitting 

force of the eNB, N , stands for noise from the environment, and hG the gain 

ratio has been increased by equipment attached to the eNB. 
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5.3 Beamforming technique 

The fundamental approach of the BF technique is radio frequency (RF), which 

targets wireless communications via an antenna's sensor array with the purpose 

of reducing interference-containing intruding signals. Because of its unique 

capacity to concentrate the signal on the chosen receiver, BF has revolutionised 

signal transfer between transmitter and receiver. 

This technology gives BF a considerable advantage over other transmission 

methods, such as broadcast antennas, which transmit signals in all directions. 

This approach improves transmission reliability, speed, and, most importantly, 

stability by focussing the signal on a single receiver. 

As mentioned at the beginning of this section, BF employs an antenna array. 

BF can be carried out in two ways: first, with a physical antenna array (BF 

hardware); second, with a physical antenna combined with BF algorithms (BF 

logical); In general, both types can work together or independently without 

causing complications in directing or concentrating the signal to the intended 

receiver by suppressing interference and noise. 

 

5.3.1 Fundamental beamforming algorithm 

In the context of data processing, what is BF? According to the linear 

combination of the element outputs, BF can be computationally represented as 

a beam adopting (5.2). 

( ) ( )
0

.
k N

k k

k

a x  
=

=

=                                                          (5-2) 

 : denotes beam reaction. 

 : represents the beam principal lobe angle. 

N : the total number of elements, 

k : possesses an index property. 

k
a : complex coefficient of k-th element 

k
x : element voltage measurements response. 

(5.2) is relatively easy to compute, but we must specify the coefficients use to 

improve the antenna reception gain in a given direction.  
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A transmitting station is far from a linear antenna in Fig. 5.2. The emitter is 

multiple wavelengths from the receiving antenna. 

 

Figure 5-2 Antenna component phase shift. 

 
Wavefronts arriving at the receiving antenna from a remote emitter can be 

approximated as plane waves. In (5.2) yields the greatest response when all 

wavefronts impact each element at the same time (perfect constructive 

interference) for Fig. 5.2, assuming 1
k

a = . When the transmitter is 

perpendicular to the linear array, this happens. As the transmitter moves away 

from the perpendicular, destructive interference occurs, reducing 

responsiveness. 

Fig. 5.2 will allow us to comprehend how to move the beam in various 

directions. For non-straight-on transmitters, a linearly increasing phase shift is 

applied along the array's elements. Can we utilise the coefficients to cancel out 

phase differences and rotate the maximum antenna response direction? It is 

capable, it turns out. Using (5.2), we can determine the phase shift of the 

received signal between each piece. The solution to obtaining this equation is 

to remember that each constituent gets the identical signal at slightly different 

times. 

To summarise this stage, BF maintains signal control between the transmitter 

and the receiver. Because the amplitude and phase of a signal vary as it moves 
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across space, BF employs these two components of the g to modify the 

direction of the signal, which also changes the orientation of the antenna array. 

The signal finally arrives to the receiving antenna's entrance after completing 

its path. All of the data from the many sensors must be integrated into a single 

block in order to orient this set of data (the signal) towards the target. The 

classic BF, according to convention and the schematic, can alternatively be 

viewed as a BF with delay and sum. The amplitudes of an antenna's 

components are proportional to their weights. Let us return to the antenna 

phase. In other words, the selection of an antenna exact phases is critical to its 

orientation. This method allows for the reduction of interference. Noise lowers 

the quality of the signal. Correlated noise causes directional interference, as 

shown in (5.3): the SNR of a BF with M antennas and F as the possible receiver. 

Where  2
x  represents the noise intensity, it is: 

2

1
.

x

M F


                                                            (5-3) 

There are two ways to improve signal transmission between devices: first, the 

BF changes its orientation to cancel out the signals from the jammers and 

increase the signals that are desired; second, the BF changes the way it 

processes frequencies by treating them as a narrow-band signal by 

experimenting with the filters, which have very sensitive coefficients in this 

case. 

 

5.3.2 The computational complexity of antenna array 

beamforming optimisation 

Contemporary cellular radio systems, such as 4G and 5G, employ multi-

element antennas, a method known as MIMO, with the objective of increasing 

radio channel capacity. Evidently, 5G provides even more opportunities, such 

as massive MIMO, where the transmitting antenna can have hundreds of 

components, and BF, or beam steering, where the phase of the signals delivered 

to the antenna elements is modified to concentrate the signal towards the 

receivers. 
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Equivalent formulations of the principle of channel formation exist in both the 

time domain and the frequency domain. Timing representation of 3D free-field 

track building. 

Consider an H sensor array. Every sensor h receives ( ),1
h

p t h H   timing 

signals. The ultimate objective of this sensor network is to focus the signal on 

space. Thus, the focussed signal's amplitude indicates a source at the scanned 

position. If the wave propagates 3D free field from source to sensor array, the 

concentrated time signal is: 

( )
1

1 H
h

h

h h

t
b t p

N r


=

 +
=  

 
                                            (5-4) 

In 5.4) When 
h

r  represents the geometric distance between each sensor and 

the position being surveyed, 
h
  denotes the delay that must be introduced into 

the signal from sensor h  in order to account for the propagation of the signal. 

When considering 3D free-field propagation, the parameter 0/
h h

r c =  is 

sufficient, where 0c  represents the wave velocities within the medium. The 

determinant of standardisation 2
1

1
.

H

h h

N
r=

=  Suppose a source exists and 

produce a signal ( )s t , every sensor receives the propagated signal, as shown in 

( ) ( ) /
h h h

p t s t r= − , and the focused signal is equal to the source signal 

( ) ( )b t s t= . As a result, this is a signal processing technology that allows the 

source signal to be retrieved. The amplitude of the focused signal is often lower 

than this threshold if the grating focuses at a place where there is no source. 

We may determine the presence of a source from the readings of a network of 

sensors by scanning a set of points in space. 

 

5.4 Proposed approaches for signal processing 

Dealing with sidelobes and interference in array signal processing is a significant 

difficulty, particularly in future communication applications such as 5G 

technology. As a result, we favour the LCMV and MVDR BF methodologies 

for optimising gearbox. We can cancel or avoid interference and side lobes by 
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using these strategies. Aside from that, we can improve the beam's directivity. 

LCMV and MVDR are two separate BF methods. When it comes to obstacles, 

both systems rely on computed weights. The use of LCMV in particular is 

becoming more focused on the right signal during transmission [56], [57]. 

Two famous BF algorithms (MVDR and LCMV) are used to solve the 

problem. Optimal and adaptive BF are sometimes used interchangeably, but 

they are not quite the same. Optimal BF applies weights that are determined by 

optimizing a certain amount. MVDR, for example, determines weights by 

optimizing a network output's noise to signal ratio and interference rate. 

MVDR offers several advantages: integration of noise and interference into an 

optimal solution; MVDR has a higher spatial resolution than conventional BF; 

MVDR puts zeros in the direction of the interference sources; and the end side 

lobe levels are smaller and smoother. 

To solve the problem of separating the signal with the noise we use LCMV, 

when the noise is not separable from the signal, we estimate a sample 

covariance matrix from the data with LCMV. Some approaches are being taken 

to specify constraints, such as amplitude and derivative constraints. For 

example, specifying weights that suppress spurious signals from a particular 

direction while transmitting signals from a different direction without 

distortion. To avoid signal self-cancellation, we use LCMV, which allows us to 

put several constraints along the target direction (direction vector). This 

reduces the risk of either suppressing the target signal or suppressing the signal 

when it arrives at an angle slightly different from the desired direction. Another 

important point is that LCMV places the constraints along the specified 

directions while cancelling the interference signals along 30 and 50 degrees. It 

is also interesting to note that LCMV is capable of keeping a level performance 

the area approximately forty-five degrees in azimuth, whereas MVDR cannot. 

We have also foreseen the use of convolutional neural network (CNN,) as 

marginal procedure, that does not affect the substantial contribution of this 

paper. The CNN possesses the properties of a regional responsive and power 

exchange. A single neuron is not required to detect every signal, simply the local 

ones. The different individual neurons acquired through such sensations are 

capable of being synthesized to get general data at a higher level. 
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The interchange of parameters among neurons may decrease the number of 

parameters being sorted out, and the use of multi-layer Fourier allows for the 

generation of a wide range of map types. Burden exchange is essentially a 

method of convolution on the data using a single convolution kernel, allowing 

every neuron at the initial invisible layer to identify signal characteristics and 

components. CNNs can lower the total number of linkages and extend the 

network architecture to utilize signal attributes and discover the target signal 

more effectively. 

 

5.5 Noise cancellation and interference optimisation for D2D 

communications 

At the level of the transmission system, BF and noise reduction (NR) solutions 

are being evaluated in an effort to improve the equipment-to-equipment link 

and wireless connection dependability, respectively. The initial analysis of the 

received signal over interference and noise for the wireless link involves the 

implementation of interference cancellation (IC) and BF techniques [58]. 

This strategy has an easiness to analyse and explicitly balance interference 

cancellation with a desired increase in signal strength. Using PZF, the base 

station uses L levels of autonomy to reduce its L DUE to interference in a 

rectangle of size rd centred on the base station, and then utilizes the balance 

of M L− degrees of flexibility to send the signal it wants to the related CUE 

receptor. After that, we will talk about the system's efficiency in relation to the 

interference cancellation strategy (PZF). 
Co

y and 
Do

y  represent the signals 

obtained by an ordinary CUE receiver (
CO

R ) and a typical DUE receiver (
DOR

), correspondingly. Through 
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Let see in (5.5-5.6) 1 2 ... , 1T T T

n n n Ln
P p p p L M =  −  , 1

T

n
p is a path in the BS and 

Lth DUE contained within an annulus of size 
d

r located on the BS, and L  is 

an oval circle function.  ( )E i = 2( )r
dB

 2[ ] ( )r
dB

E i =
d

r (.) . 
n

u  is the 

emission power and is contained in the empty region of 
n

G  to eliminate 

interfering with the L DUEs and to optimize the signal strength.  2| |
nn n

q u . 

From, / | |H H HT

n nn nnu q ss q ss= , where 
N N L

s   −  corresponds to the 

orthonormal foundation of 
n

P  empty area. According to the PZF strategy, the 

signal-to-interference ratio (SIR) in 
CO

R  is: 
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In (5.7) 
CPZF

I  means complete interference. In (5.8), one is provided with:         
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As it is shown in (5.9), the SIR in 𝑅𝐷0 based on PZF strategy is: 

                                 

2
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D
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SIR
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−

=                                ( 5-9) 

where 
PZFDI  represents the maximum interference and 

,1PZFD
I  indicates 

interference that comes to BSs.
,2PZFD

I is also the interference from DUEs. 

When the CSI of N cellular UEs and M1 equipment-to-equipment pairs are 

employed for joint zero-forcing beamforming in the equipment-to-equipment 

communication underlaying telecom network, as shown in Fig. 5.3, the 

propagation of beams at the BS will generate no interference on the receiving 
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antennas of equipment to equipment pairings in set 1D
R . Since the signals 

transmitted coming from BS to the E-to-E combinations in set 1D
R , this 

configuration eliminates interference. 

 

.    

Figure 5-3 E-to-E communication in Cellular network. 

 
When the noise circuits coming from the BS to the audio receivers of 

equipment-to-equipment combinations in group 2D
R  are entirely aligned with 

the interference circuits of the BS to the audio receivers of equipment-to-

equipment couples in group 1D
R , the predetermined codes broadcast signals 

are going to have no influence to the users of equipment-to-equipment 

combinations in setting 2D
R . Unfortunately, in a practical system, the 

likelihood of each of the noise circuits having absolutely identical is 

approximately zero. If the broadcast signals that travel from the BS towards 

the users of the equipment-to-equipment combinations in collection 2D
R  are 

substantially perpendicular and if lines between the BS to the users of E-to-E 

(Fig. 5.3) pairings in established 2D
R , i.e., when the number of 

,i j
  approaches 

1, there will be less interference. The channel parallelism notion enables the 

development of an equipment-to-equipment screening technique which 

includes beamforming and noise synchronization [59]- [60].   
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5.6 LCMV and MVDR approach simulation and outcomes 

As depicted in Fig. 5.4, let's apply the adaptive BF to a narrowband signal (NBS) 

received by an antenna array (AA) via a straightforward rectangular pulse 

(baseband) for the subsequent portion of the simulation. The carrier 

wavelength of the signal is approximately 100 MHz, while the receiver consists 

of a 10 element Uniform Linear Array (ULA) spaced at half wavelength. The 

signal originates at an angle of 45 degrees with respect to the axis of the ten-

column array; each column corresponds to an individual antenna element.  

Given that we are addressing disturbance, 

 

 

Figure 5-4 Receiving channels. 

 
Two channels (a and b) receive a signal that contains noise, as shown in Fig. 

5.4. However, it is difficult to distinguish the desired signal from the noise; 

therefore, the rectangular wave is very high when examining the pulses prior to 

applying the BF approach to the signal, as shown in Fig. 5.5. 
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Figure 5-5 Rectangular pulse (right). 

 
Let us first use the standard BF to address the alignment problem so that the 

signals arrive at the same time. In our example, NBS, we apply a phase factor 

multiplication to the received signal from each antenna, and Fig. 5.6 and Fig. 

5.7 demonstrate the growth in signal power, which becomes greater than the 

noise. Obviously, if there is any high-intensity interference during the 

transmission of two devices, the target signal is immediately scrambled or 

masked by the force of the interference, e.g., the transmitter would fade in their 

direction. 

 

Figure 5-6 Beamforming with phase shift. 

 
Figure 5-7 Beamforming main beam. 

 
The BF in the LCMV technique places limitations in the directed directions 

while also cancelling interference along 20 or 50 degrees. LCMV maintains a 

flat zone approximately 45 degrees in azimuth, while MVDR creates a null. 
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Figure 5-8 The output of the phase-shifting BF with interference. 

 
As a result, for interference cancellation, we added two interference signals with 

azimuths of 30 and 50 degrees. Fig. 5.8 depicts an interference-filled receiving 

signal channel. Now, we proceed to solve the interference cancellation problem 

efficiently using MVDR, which is an adaptive BF, because the first approach is 

traditional, and this conventional approach may or may not solve the problem 

correctly due to its flaws. 

 

Figure 5-9 Receiving signal channel 1 with interference MVDR BF and phase shift 
BF. 
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Figure 5-10 Receiving signal channel 2 with. 

 

 
Figure 5-11 Receiving signal channel 2 with interference MVDR BF and phase shift 

BF. 

 
Figure 5-12 Decomposing of LCMV BF with shifted channel detection. 
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Figure 5-13 Two beamforming architectures: a) conventional on top and b) adaptive 
on bottom. 

 

 
Figure 5-14 Reference pulse not beamformed. 
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Figure 5-15 Reference impulse with phase shift beamformed. 

 
 

As seen in Fig. 5. 14 and Fig. 5.15, the algorithm initially displays the signal 

reference impulse and phase shift beam. The phase-shifting BF is unable to 

detect pulse signals due to the high pulse intensity of the interfering signals, as 

illustrated in Fig. 5.16 (output of the phase-shifting BF in the presence of 

interference). 

 

  

Figure 5-16 BF phase shifter output on a signal containing interference. 
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Figure 5-17 :  Recovering the targeted signal by MVDR. 

 
With the MVDR BF, we can see how MVDR suppresses signals coming from 

unexpected directions, including interference (see Fig. 5.17). 

 

 

Figure 5-18 The recovery of the signal targeted by LCMV on a different angle of the 
signal. 

 
Fig. 5.17 and Fig. 5.18 depict how LCMV and MVDR safeguard the signal from 

self-cancellation by executing the region expanding operation and guarding the 

target direction, as indicated in the previous paragraphs on signal self-

cancellation. 
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The signal-to-noise ratio, which reveals how the methods reduce noise on the 

desired signal across the various figures of the outcomes that we observe, 

demonstrates the success of the BF methodology. The results show the 

effectiveness of the two approaches (LCMV and MVDR) with different SNR 

values (% signal to interference + noise), indicating the interference reduction 

SNR parameters on the target signal. 

 

5.7 Supplemental simulation, results and discussion with 

CNN approaches 

Fig. 5.19 demonstrates the way the second simulation differs from the first in 

some steps since it is based on CNN [61].  

 

 

Figure 5-19 Architecture of the proposed signal cancellation system. 

 
As seen in Fig. 5.19, an antenna array transmits the signal at the input. The 

signal travels through both techniques (CNN and the BF MVDR), and the 

signal from CNN is compared to the MVDR at the system output. 

 
Figure 5-20 CNN architecture. 

 
A CNN is made up of many convolutional layers (Conv). These layers have 

quadratic unit activation mechanisms that have been corrected (ReLu), the 

highest or median pooling levels (Max Pool, Avg Pool), and a totally linked 

layer. Stochastic gradient descent (SGD) and an ongoing standardisation 
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approach are typically employed to train the models. Unlike popular models 

like AlexNet and GoogleNet, the proposed CNN model is entirely original. 

 

 

Figure 5-21 Noise (left) and original signal (right) after denoising. 

 
A novel strategy is proposed that attempts to reduce the number of variables 

used by the algorithm while maintaining its accuracy. This method is based on 

the total number of convolutional layers and the time it takes to set up and 

perform the CNN tests, as shown in Fig. 5.21. The model main advantage is 

that it reduces the parameters and formation time for a CNN [62]. Our three 

CNN convolutional layers are what allow it to conduct denoising 

enchantments. Fig. 5.19 and Fig. 5.20 depict the proposed CNN architecture. 

The received signal covariance is utilised as the input, while the weight vector 

of the RF antenna network is used as the output. Fig. 5.22 depicts and identifies 

the desired signal as well as the noise component. 

On the same signal, these images show the difference between the CNN 

technique and the MVDR. When the amplitudes of the CNN and MVDR 

signals are compared, we can observe that the denoising is quite near to the 

original signal. After reviewing all of the results, one might conclude that the 

BF performs admirably in signal rejection. As illustrated in Fig. 5.24, the BF 

technique detects and suppresses interference and noise better than the CNN 

technique. The same method improves communication between D2Ds. 
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Figure 5-22 Denoising results from different approaches (BF and CNN). 

 
As can be seen in Fig. 5.22, the noise in the signal tends to have a non-fixed 

frequency with an irregular amplitude. Fortunately, the ability of the MVDR to 

recognise this type of noise and eliminate it from the original signal with an 

increase in SNR. 

 

 

Figure 5-23 Denoising with increase in SNR. 

 
As seen in Fig. 5.23, the green-grey hue symbolises interference and noise 

(parasites that degrade the quality of service of a signal), while the blue colour 

represents the desired signal. 
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Figure 5-24 Results histogram. 

 
Following signal processing, we used the histogram metric and accurancy to 

check the signal's denoising. Fig. 5.24 and Fig. 5.25 demonstrate a significant 

improvement in SNR. 

 

Figure 5-25 Training loss and validation curve. 

 

Table 5-1Comparison of the results of two approaches on signal denoising (SNR). 

 
Approach SNR (dB) r 

MVRD 8.85 0.3325 
CNN 11.60 0.6352 

 
 

Table 1 demonstrates that, when compared to the MVDR approach, CNN can 

acquire a higher average SNR and an equally high average correlation 

coefficient (r), demonstrating that the noise reduction performance in the 
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transmission of signals between D2D is superior with CNN. The denoising 

results of CNN and MVDR applied to the same signal are shown in Table 1. 

 

5.8 Conclusion 

The BF holds significant importance within multi-element systems. Similar to 

every engineering challenge, it is possible to make compromises between 

computational complexity and system performance. Proposed are algorithms 

for interference detection and suppression, as well as optimisations of the 

targeted or desired signal direction between a D2D and an antenna array that 

maximise the rate and quality of communication. Implementing joint zero-

forcing the BF on the wireless UEs to ensure that the selected equipment-to-

equipment pairings do not conflict with the BS broadcasts. 

 

 

Figure 5-26 Group delay representation of beamformers. 

 
To illustrate the efficacy of our techniques, we initially utilised the identical 

signal in the simulation while employing the conventional BF technique, which 

proved inadequate in distinguishing the intended signal from the interference. 

The application of the LCMV and MVDR methods to the same signal results 

in a direct separation of the signal from the interference, with extraordinary 

outcomes. Methods such as LCMV and MVDR are implemented to prevent 

self-cancellation of the desired signal and to suppress interference. Similarly, 
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both methodologies aim to maximise the intensity of the intended signal by 

shielding it from undesirable signals emanating from unintended directions. 

The suitability of the proposed BF algorithm (MVDR and LCMV) for 

optimising D2D communication in the antenna array is evident from the 

simulation results, as illustrated by the various result plots. The utilisation of 

graphical elements can be beneficial in delineating the comparative analysis of 

the characteristics documented in this thesis. As illustrated in Fig. 5.26, the 

group delay is a significant concern. 

  

 

Figure 5-27 Comparative magnitude in frequency domain. 

 
 

Group delay and phase delay happen during signal processing when a signal 

traverses a linear time-invariant (LTI) apparatus, such as that of an Ethernet 

cable, cell phone, microphone, amplifier, or loudspeaker. The group latency of 

the LCMV is greater than that of the MVDR at 0.5 (Fig.5.26). CNN was 

compared to the BF technique (LCMV and MVDR) for interference reduction 

and noise detection. BF is less than 20, whereas the CNN has a magnitude/dB 
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ratio between 40 and 20 (Fig. 5.27). In short, the BF improves upon CNN. This 

demonstrates the power of BF and its algorithms in enhancing the quality of 

signals throughout transmission and reception, thereby rapidly transforming 

telecommunications antennas (MIMO) (such as those found in base stations 

and Wi-Fi access points). To make a comparison we can affirm that the 

traditional approach (BF) technique has displayed a best signal optimization 

during transmission. 

The following chapter will demonstrate how to be recovering and extracting 

the foetal ECG from a pregnant woman's ECG signal using the BF approach 

to separate the components of the two signals contained in a single envelope 

of the signal (ECG of mother). 
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Chapter 6 
 

6. Beamforming algorithms for recovering 
signal information 

 
 
 
 
 
 
 
6.1 Introduction 

Fatal ECG extraction from a raw maternal ECG (mECG) signal utilising BF-

based algorithms is the subject matter in this chapter. Signals containing 

information about the pregnant woman and the foetus are emitted by foetal 

ECG (fECG) sensors. Despite the fact that fECG instruments already produce 

distinct and detailed signals, certain studies pertaining to the child's condition 

require the signal to be enhanced via explicit processing. Four techniques, each 

with some modifications, are suggested in this article for carrying out the 

processing; the following techniques were implemented: The following 

techniques were implemented: MUSIC a DWT-based technique, and an EWT 

technique. Additionally, the LMS method was combined with an adaptive noise 

cancellation technique. The MUSIC and LMS methodologies are associated 

with the beamforming strategy. 

By employing the MEMD (Multivariate Empirical Mode Decomposition) 

approach, the mECG source signal was decomposed and its individual 

components were identified. Also, noise was eliminated. Using optimised 

parameters, LMS, DWT, and MUSIC adaptively decomposed the signal to 

extract hidden components of the source signal, including foetal characteristics, 

the quick response system (QRS), pulse rate, and so forth. The outcomes 

demonstrated that LMS is more effective at identifying and eliminating 

superfluous noise after undergoing enhancements. By applying the techniques 

to the electrocardiogram (ECG) signal of a 30-year-old pregnant woman in 

good health, their applicability was confirmed.  
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Separating the fECG signal from the mECG and determining the functional 

condition of the foetal heart rhythm (heart rate and heart beats), which can 

indicate whether the fECG is malfunctioning, are the primary contributions of 

this study. 

Extensive scientific investigation has been performed or is currently underway 

regarding the application of computational techniques for the separation or 

extraction of signals contained within an original envelope. Applied medicine, 

particularly within the domain of cardiology, is facing specific challenges when 

it comes to extracting the fECG and mECG signal components. These 

components are crucial for diagnosing congenital diseases of the foetus or 

infant, facilitating early treatment by medical professionals, and preventing the 

birth of malformations or other complications that could significantly disrupt 

the infant's growth and development. Using the BF method, the objective is to 

separate the fECG from the original mECG while preserving all essential 

information [63]- [64]. 

There are many techniques for processing ECG signals nowadays; however, 

the transient electromagnetic method, Short-time Fourier Transform (STFT), 

de-shape Short Time Fourier Transform, and Nonlocal Median have become 

the preferred methods of ECG signal processing researchers due to their fast 

signal extraction and decomposition, high efficiency, and great depth of 

exploration [65]- [66]. 

By employing entropies and the Support Vector Machine (SVM), the authors 

distinguished between focal and non-focal EEG signals [67]. The experimental 

findings demonstrated that the suggested methodology effectively 

differentiates seizure signals from non-seizure EEG signals by employing 

performance metrics including sensitivity, accuracy, specificity, score, and the 

Matthew correlation coefficient (MCC). These metrics were utilised to analyse 

the single-channel ECG and implement the discrete wavelet transform (DWT) 

to reconstruct the waveform of the respiratory signal [68]. 

The MEMD technique was utilised by the author to distinguish mECG from 

the abdominal ECG, while a wavelet-based technique was implemented to 

identify foetal R-peaks. By computing the cross-correlation between the 

detected and actual foetal heart rate signals, the performance was evaluated 
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[69]. By employing an adaptive noise cancellation method followed by the 

SWT, the author utilised the Identification of Systems (DaISy) and PhysioNet 

databases to extract fECG from composite signals. Additionally, in order to 

detect foetal distress, the heart rate and variability of the foetus have been 

measured [70]. We have utilised BF in conjunction with its two techniques 

(LMS and MUSIC) to conduct decomposition and precisely extract the fECG 

components from the mECG, as opposed to all previous methods: The 

utilisation of decomposition techniques (MUSIC, MEMD, LMS, and EWT) in 

conjunction with this combination has undoubtedly produced some of the 

most favourable outcomes in ECG processing. We implemented some 

improved techniques for the decomposition and extraction of the concealed 

components from the source signal as a result of the execution of this research. 

6.2 Electrocardiogram 

The volume of data in the medical area is continually expanding, forcing 

scientists to develop effective and appropriate strategies and methods for their 

speedy treatments in order to save human lives. A variety of approaches have 

arisen in response to this demand nonetheless, the electrocardiogram (ECG) 

holds the best position in the field of assessing heart activity. ECG is a test that 

measures the electrical activity of the heart to study how it works. An electrical 

impulse (or 'wave') travels through the heart with each beating. This wave 

causes the heart muscle to contract, causing blood to exit the heart. An ECG 

monitors and records the electrical activity that occurs in the heart. A doctor 

can tell you whether the electrical activity you're seeing is normal or not. If you 

have arrhythmia, chest discomfort, or palpitations, an ECG may be advised. 

Abnormal ECG findings can be used to diagnose a variety of heart conditions 

[70]. 

The ECG is used to detect heart problems such as recent or ongoing heart 

attacks, arrhythmias (irregular heartbeats), blockages in the coronary arteries, 

damaged areas of the heart muscle (caused by a previous heart attack), 

enlargement of the heart, and inflammation of the heart wall (pericarditis). In 

the event of a pregnant woman, monitoring the foetal heart rate is required in 
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order to take adequate precautions for therapy before and after birth if the 

infant has heart abnormalities. 

6.3 Heartbeat modelling 

The modelling of heartbeats is a critical step in automatically detecting 

distinctive waves. The goal is to find a mathematical representation of the shape 

of each wave that makes up the heartbeat that is as basic and compact as 

feasible. As a result, the most obvious way to characterise waves is to specify 

the signal's amplitude at each time. As a result, a vector in a space of a few 

hundred dimensions the recognition of the characteristic waves of the heartbeat 

is accomplished in two stages: segmentation and labelling. The division of the 

heart rhythm into zones expected to contain each cardiac wave is referred to as 

segmentation. Labelling is the process of assigning a medical label (P, Q, R, S, 

or T) to each of the zones defined during segmentation. As a result, the signal 

to be decomposed is a single heartbeat. 

For example, if we consider the signal S  of a beat to be modelled (Fig. 6.1) 

sampled at 500Hz, it is composed of 342 points. The signal 
0S , used for the 

decomposition, is the vector composed of the signal S  preceded by 85 zeros 

and followed by 84 zeros, which brings the dimension of this vector to 512, or

92 . 0S  is therefore also a vector 0S  of the 512-dimensional space whose i th−

coordinate in the canonical base is the value of the signal at point i . In all that 

follows, the vectors of this space are noted in bold type.  

 

 
Figure 6-1 The orthogonal wavelet transforms. 
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The first step, in the decomposition, is the construction of the wavelet basis. If 

0S  is the signal, to be decomposed, of length 
p

N  (the number of points), the 

basis consists of 
p

N orthogonal wavelets I
S , all of which are deduced from the 

"mother" wavelet by translations and dilations. Let  be the mother wavelet; 

the basis is constructed as follows: 

 2
2(2 ), [1..2 ], [1..log ( )]m m

p
B n n m N −=                                (6-1) 

 

In (6.1), it is shown that, m  and n  are the expansion and position coefficients 

of each wavelet respectively, and p
N the length of the signal to be modelled 

wavelets. The p
N p−  basic functions are denoted  1 [1.. 1]pi N


= − in the 

following.  Such a library is shown in Fig. 6.2; wavelets (here Coiflets) that have 

the same expansion (constant m ) are represented on the same line. The 

modelling of the signal is computationally inexpensive due to the orthogonality 

property of wavelets mentioned above. 

 

 

Figure 6-2 Wavelet family used for the decomposition of the S0 signal. 

 
Once the basis is constructed, the decomposition of the signal 

0S is to apply to 

the vector S0 the matrix of passage from the canonical basis to the in other 

terms, to calculate the coordinates of the 
0S  vector in wavelet basis wavelet 

basis:  

1

0 0
1

|
pN

i i

i

S S  
−

=

=                                  (6-2) 

Also, in (6.2) where 0 |
i

S  represents the i-th coordinate of the signal in the 

wavelet base. Thus, if we decide to choose   1
p

N N −  wavelets to model the signal 
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0S , the best Y  model will be obtained with the N wavelets having the largest 

scalar product in value. The model Y  demonstrated in [71] will be obtained 

with the wavelets having the largest absolute scalar product with the signal. 

 
( ) | ( )

i i

i A

Y t S t 
=

=                                      (6-3) 

where A  represents the indices of the N  largest absolute scalar products 

between the i
  and 0S , the mean square modelling error is then written in 

(6.4) as:  

( )2

1

1
( ( ) ( )

pN

jp

J S i Y i
N =

= −                                                 (6-4) 

The results of the decomposition the example of an 10N =  wavelet model of 

the previous beat is shown below Fig. 6.3. 

 

 

Figure 6-3 The best Y model with N = 10 Coiflets for the signal S0 is shown on the 
left (a). The decomposition is the weighted sum of the 10 wavelets shown on the 

right (b). 

 
 
 

6.4 Techniques for mECG signal post-processing  

In general, there are two methods for obtaining the fECG. The first option is 

to put an electrode directly to the foetal scalp (head); however, this causes too 

much discomfort for the mother. The last and second one, for the one we used, 

consists in the extraction of the fECG using electrodes placed on the mother 

(Fig. 6.4), implying that we will have both ECGs in a single envelope carrying 

the signal, which will carry out the objective of our study to carry out the 

extraction of the fECG from the mECG ECG signal. This approach is 
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important because it prevents any interaction between the foetus and any 

external energy. 

 

Figure 6-4 Acquisition of the maternal and fetal ECG signal. 

 
A1 … A4: abdominal leads, V0:  reference electrode, N: active ground. 

It is very important to point out that the ECG technique is a painless, non-

invasive procedure, which means that nothing is injected into the body. The 

technique is carried out by means of electrodes (Fig. 6.4 and Fig. 6.5), usually 

between 12 and 15, which are attached to various parts of the body such as the 

arm, leg, and chest, in a particular way its electrodes are attached with small 

suction cups or adhesive patches, which have sensors that detect the electrical 

activity of the heart. An ECG normally takes between 5 and 10 minutes [72].  

For the adaptive filter unit, the two main parts (blocks) are: first digital filter 

and last the adaptive algorithm; the filtering is performed by the digital filter 

and the adaptive algorithm performs a weight adjustment; the operation is 

carried out automatically, see Fig. 6.6, and see also the  adaptive filter with 

explanation: ( )d n  desired signal, ( )y n  output of a digital filter driven by input 

signal ( )x n , and the error signal ( )e n  is the difference between ( )d n  and 

( )y n .  

 

Figure 6-5 ECG signal collection in a pregnant mother. 
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A preset cost function associated with ( )e n  that the adaptive algorithm can 

optimize by adjusting filter weights [15]. 
 

 

Figure 6-6 Diagram of adaptative filter. 

 
The adaptive filter is implemented with a different number of structures and 

realization: the calculation, the complexity and the level of performance are 

decided by the choice of the structure and the number of iterations. In its 

adaptive implementation: speed of learning or convergence, computational 

complexity numerical precision and the stability of the algorithm are of the 

fundamental questions. LMS, is a simple and stable algorithm but, its speed is 

slow. In the LMS algorithm, the weight update is written in the form below. 

The relationships of the filter algorithm are displayed in (6.5-6.7). 

( ) ( 1) ( )T
y n w n u n= −                                                (6-5) 

( ) ( ) ( )e n d n y n= −                                               (6-6) 

( ) ( 1) ( ( ), ( ), )w n w n f u n e n u= − +                                               (6-7) 

 

LMS filters allow us to find the filter coefficients, minimizing the difference 

between the desired signal and the error signal, which formulae are described 

in from (6.8) up to (6.9) 

*( ( ), ( ), ) ( ) ( )f u n e n u u n u n=                                        (6-8) 

( 1) ( 1) ( ) ( )w i w i ue i x i− = − +                                        (6-9) 

 

where ( )w i is the error signal, ( )x i  is the input, ( )u n is a step size 

parameter, and ( )w i  is the weight function. The parameter  satisfies the  

0 (1/ max)u                                                   (6-10) 
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Fig.6.7 shows detection and extraction of the fetal heartbeat from the mother's 

heartbeat (measured signal) by adaptive filtering technique; Fig. 6.8 shows the 

cancellation and error detection also noise contained in the signal to output 

reference signal with MEMD. 

 

 
Figure 6-7 Fetal ECG detection/extraction using the adaptative filtering technique. 

 

 

6.5 Proposed approach for signal processing 

We have proposed four joint approaches, including wavelet transformation 

technique. The wavelet technique is essential in clinical studies to detect the 

different signals that make up a raw one; the wavelet transformation is a recent 

technique in non-invasive electrocardiology. Details of the ECG signal is 

highlighted in time and frequency resolution using wavelet transformation [73].  

During our study, we have opted for the wavelet technique to extract up to the 

minute information of the abdominal signal and knowing that this algorithm 

remains complex. The goodness of this set of algorithms is the following: the 

best representation of the signal missed by one member could necessarily be 

represented by another, to have the fECG signal. We have tried to apply the 

wavelet (dB10), with the regularity of the wavelet is dB10 (1.25) which is a little 

higher than that of dB4 (2.90). fECG signal is extracted from the original signal 

using a two-level wavelet transform. Wavelet transformation technique uses the 

convolution of the wavelet function ( )t  with the signal ( )x t  is the wavelet 

transform. In this technique, the dyadic orthonormal discrete wavelets will be 

put together to scaling functions ( )t , the coefficient approximation is 
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produced by convolving the scaling function and the signal. The discrete 

wavelet transform (DWT) is written in (6.11), [74].  

To reconstruct the original signal, we have selected a wavelet base , ( )m n t
  of 

coefficient approximation, at the scale and in the location as represented by the 

m, n, is described in (6.11-6.12)  

, ,( ) ( )
m n m n

S x t t dt


−
=                             (6-11) 

N- finite length of the discrete signal. 0 < 𝑚 < 𝑀 - discrete approximation 

range scales of the signal, so we can write it: 

0 1
( ) ( ) ( )

M

M mm
x t x t d t

=
= +                             (6-12) 

The LMS is a search algorithm in which a simplification of the gradient vector 

computation is made possible by appropriately modifying the objective 

function. The LMS algorithm, as well as others related to it, is widely used in 

various applications of adaptive filtering due to its computational simplicity.  

 

 

Figure 6-8 Adaptative noise cancellations. 

 

The convergence characteristics of the LMS algorithm are studied in order to 

establish a range for the convergence factor that will guarantee stability; 

(difference between the desired and the actual signal), as shown from.  (6.13), 

up to (6.16). 

( 1) ( )
k k

W n W n J+ = −                                   (6-13) 

In (6.13) where,  is the gradient of MSE J,  is step size, ( )
k

W n is tap value 

of kth tap nth iteration , the step size can be variable or constant. In LMS 

algorithm, it is a constant positive number whose value ranges from  

  2 / max0 Y                                       (6-14) 
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In (6.14) maxY  is maximum eigen value of R. If μ exceeds the limit, then the 

trajectory of 
k

W  becomes unstable.  

*( 1) ( ) [ ( ) ( )]
k k

W n W n E e n X n+ = +                                 (6-15) 

In (6.15-6.16) of steepest descend algorithm. Now LSM algorithm estimates 

the gradient as: 

*( 1) ( ) *
k k n n

W n W n e X+ = +                                        (6-16) 

With this algorithm, calculating the value of the next catch becomes easier. 

Updating the th
K value requires only one multiplication and one addition. 

Therefore, for a filter of order 1, 1P P+ + multipliers and adders are needed. 

An adder is needed to find ( )e n and a multiplier for * ( )e n  [75], [76]. Finally, 

P adders and 1P + multipliers are needed to find the output ( )y n . Thus, a total 

of 2 3P + multipliers and 2 2P + adders are needed. Flowchart of LMS 

algorithm, the flowchart of is based on the following three equations: 

*( ) ( ) ( )y n w n x n=                                     (6-17) 

( ) ( ) ( )e n d n y n= −                                     (6-18) 

* *( 1) ( ) ( ) ( )w n w n e n X n+ = +                                       (6-19) 

 
The (6.17) calculates the output of filter by multiplying input with the filter 

weights, the (6.18) calculates error between the desired signal and output. The 

(6.19) represents filter weight adaption. It denotes the LMS algorithm. The 

weights are calculated by changing the previous weight and the converging 

factor. We also used the MUSIC technique; the literature on the MUSIC 

algorithm is described in [77]. 

 

6.5.1 Pre-processing of signal 

In general aspects of signal preprocessing (in the field of signal processing it is 

obvious the signal must be prepared before processing in order to increase its 

quality. This operation is known as pre-processing. The objective is to remove 

all kinds of impurities and unwanted elements from the signal as shown in Fig. 

6.9. We have used the MEMD technique to pre-process the signal, which has 

allowed us to detect and remove the noise as shown in Fig. 6.8. 
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Figure 6-9 Fetal ECG detection/extraction using EWT technique. 

 
 

6.5.2 Segmentation of the mECG signal 

The segmentation of the mECG signal components allows us to identify them. 

At this point, the components of our fECG signal (peak, QRS, frequency, 

heartbeat, apnea peak, etc.) will be detected by the MUSIC algorithm (Fig. 

6.10). 

 

 

Figure 6-10 Decimated and interpolated tremor suppression (a), Interpolated and 
Decimated and noise cancellation signal (b) 

 
The use of algorithms saves time in interpreting the ECG signal, particularly 

for pregnant women who bring the foetal signal within [76]. 
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6.5.3 post-processing of mECG signal 

An ECG is a test that measures the electrical activity of the heart to determine 

how it works. An electrical impulse or wave travels through the heart with each 

heartbeat. As stated in Section II, this wave causes the heart muscle to contract 

and expels blood from the heart. We are dealing with a pregnant woman's ECG 

signal here, not an ordinary ECG signal, therefore by capturing this ECG 

automatically, we have a double ECG in its components (mother and foetus). 

As the various results show, the goal of this study is to isolate all of the 

components of the source signal so that the ECG of the foetus and its internal 

components can be detected. It is critical to offer information to the 

cardiologist or paediatrician in order for the cardiologist or paediatrician to 

diagnose the mother's and, more importantly, the foetus's cardiological state, 

and to plan for the various outcomes if the foetal heart has abnormalities. The 

methods provide distinct separation of the two signals' components in terms 

of frequency, wave peaks, power spectrum, decimations, and interpolations. 

 

6.6 The outcomes 

By definition, an ECG is a non-invasive technique that delivers electrical 

indications of cardiac function. In this research, ECG signal processing with 

appropriate approaches (MUSIC, MEMD, LMS, and EWT) has resulted in a 

significant improvement in ECG signal interpretation. 

 

 

Figure 6-11 a) Abdominal ECG after suppressed power line interference noise at 50 
Hz and a) Abdominal ECG after removing interference from the power line, line 

based on the wandering and trembling. 
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Especially when it comes to interpreting an ECG signal from a pregnant 

woman. The most unique advance is the separation of the components of two 

ECG signals (mother and foetus), which were formerly in one ECG signal, the 

mother's, as we described at the beginning of our study. That was the context 

under which we worked. Fig. 6.12 and Figure 6.13 explain how the separation 

of the two ECG signals was achieved. 

 

Figure 6-12 Power spectrum of simulated mother ECG signal and power spectrum 
extracted from fatal ECG signal. 

 

 
Figure 6-13 Power spectrum overlapping of the mother's ECG signal and her fetal 

component. 

 
To make it easier for the cardiologist's analysis of the ECG signal from a 

pregnant woman, thereby enabling time-saving and accurate diagnosis of foetal 

cardiac activities, assessment of foetal heart health, and prompt preparation of 

appropriate therapy, the algorithms will highlight detected abnormalities. This 

will enable the cardiologist to provide a precise prognosis. 

The power spectrum of the ECG signals from the mother, shown in red, and 

from the foetal, shown in blue, overlap in figure 6.13. 
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The plot suggests that the foetal heart remains reliant on the maternal heart, as 

evidenced by the nearly identical peaks of the two signals. This reliance is due 

to the fact that the foetal heart is sustained by the blood of the mother. This 

enables us to validate the efficacy of the algorithm. 

 

 

Figure 6-14 Fetal QRS detection from mother's ECG signal. 

 
Fig. 6.14 showed many signals, but they were all contained within a single 

envelope of origin or source (mECG signal). Each signal's R peaks were 

distinct. The current result is the result of the MUSIC algorithm, which sorts, 

separates, and provides reasonable estimations of the number of very small 

signals. It may also distinguish between signals and noise present during 

transmission, recording, or dispersion in several channels, sometimes with 

particular information discovered (see Fig. 6.15 and Fig. 6.16). 

 

 

Figure 6-15 Power spectrum overlapping of the monther’s apnea and her fetal signal. 
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Figure 6-16 Power spectrum overlapping of the mother’s apnea and her fetal signal 
in the bottom, detection of maternal, foetus and airway pressure apnea peaks are 

represented. 

 

 
Figure 6-17 A comparison of the SNR of the EWT and LMS algorithm. 

 
We have decided, given the objectives of the paper, to introduce decimation 

and interpolation for a further interpretation.  Decimation and interpolation 

are two operations that affect the timescale of a signal. For discrete signals, time 

scaling corresponds to increasing or decreasing the length of the signal. 

However, we must pay attention to how these operations are carried out. 

Decimation is the time compression of a signal. This corresponds to speeding 

up a signal or reducing its sampling rate. 

Suppose we have a signal [ ]x n which corresponds to a continuous signal ( )x t

samples at 
s

t  intervals. The signal = [ ]y n  is then equivalent to the compressed 

signal which is sampled at and contains the samples [0], [2], [4],...x x x  . [ ]y n  

can also be obtained directly if the signal ( )x t is sampled at intervals of 2
s

t . 
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Decimating by a factor of N is equivalent to keeping all N samples of a signal. 

This can lead to information loss. 

Fig. 6.17 compares the SNR of the EWT and LMS algorithms, and Fig. 6.18 

details the procedure for detecting and labelling the components of the apnoea 

signal with the MUSIC algorithm on a normal class of apnoea, including 

hypopnoea, which are shown here in bright colours: red, yellow, and green, as 

well as other lines labelled in this way with this legend: AF: Airflow, AE: 

Abdominal Effort, TE: Thoracic Effort SL: Stage Label.  

 

 

Figure 6-18 Detection and labelling of apnea components. 

 
Another needed operation is the interpolation. It is the stretch over time. This 

corresponds to slowing down the signal or increasing the sampling rate. 

Suppose we have a signal [ ]x n  which corresponds to a continuous signal ( )x t  

sampled at intervals 
s

t . The signal [ ] [ / 2]y n x n=  is then equivalent to the 

signal ( )x t  which is sampled at intervals of ( )x t  (or at a rate of 2 /
s

S t= ). We 

therefore have twice as many samples: we have stretched the signal (8) in both 

directions. However, how do you calculate the value of the new samples?  

Three popular techniques exist for doing the interpolation: 1. Zero 

interpolation: Implies that each new sample is zero, 2. Step interpolation: We 

take the previous value for the new sample, and 3. Linear interpolation: The 

values on each side of the new sample are averaged, Decimation is the reverse 

of interpolation, but the inverse is not necessarily true. When we apply the 

decimation, we lose some information; so, we are not able to reproduce the 

original signal correctly.  
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Figure 6-19 EWT Flowchart. 

 
 
 

 

Figure 6-20 A comparison of the SNR of the MUSIC, MEMD, LMS and EWT 
algorithms for ECG (a) and apneas (b) of the mother and the foetus. 
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6.7 Conclusion  

Significant advancements have been achieved with the BF technique. The BF, 

also known as spatial filtering or channel formation, is a signal processing 

technique used for the transmission or directional reception of signals in 

antenna and sensor networks. As illustrated in Fig. 6.20, several investigations 

employ four distinct approaches: LMS, MUSIC, MEMD, and EWT. 

Deconstructing, visualising, and emphasising the internal components of the 

ECG signal of an expectant woman is the purpose of this research. As 

illustrated in Fig. 6.15 - 6.20, a normal decomposition and separation of the 

internal components of the initial signal (the mECG) were made feasible by the 

various techniques. The objective is to optimise the time management process 

for medical practitioners, specifically cardiologists, when interpreting ECG 

signals, with a particular emphasis on those of pregnant women and the 

developing foetus. 

The main technique employed in this study is still filtering, which is used to 

separate signal components based on their frequencies and channels. For 

processing ECG signals, the BF technique (adaptive filtering) works well; each 

signal source component has been filtered by its correct frequency. 

The major goal is to highlight the extraction of the fECG components when 

the offered techniques are applied to the entire mECG signal to extract the 

fECG. The BF technology allows visibility and observation of foetal cardiac 

function due to the separation of the components. 

The next chapter characterises delay and sum motion to determine 

hydrodynamic signal components. The BF approach is used to extract 

hydrodynamic data from river channel footage, including flow velocity, 

temperature, depth, wave motion, and riverbed recognition. 
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Part IV: 
Beamforming: Delay and Sum for Motion 

Characterization 
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Chapter 7 
 

7. Delay and sum beamforming: 
characterizing objects in motion 

 
 
 
 
 
 

7.1 Introduction  

At the local level, environmental factors must often be monitored using low-

cost monitoring techniques and technologies because they must be assessed on 

a regular basis. Stream flow in riverbeds or canals is a hydrological variable that 

must be monitored in order to control run-off patterns and predict flooding, 

thereby protecting people and infrastructure. Furthermore, measuring such a 

variable is always critical for understanding the environmental state of 

connected aquatic ecosystems. This chapter discusses a new way to examine 

the hydrodynamic properties of a specific channel utilising a BF technique used 

for video detection. Several parameters, including flow velocity, temperature, 

and riverbed displacement, have been estimated. 

The adopted BF method operates on a modified Delay and Sum (DaS) 

approach, incorporating the MUSIC and functioning as post-processing for 

synthetic aperture radar (SAR). The results are extremely intriguing, particularly 

when compared to the data collected on-site, and they support the 

implementation of inexpensive video sensors along the channel or river course 

for monitoring purposes. 

Additionally, the study demonstrates how BF measurements can be calibrated 

utilising traditional approaches in order to obtain more precise data. While the 

results are certainly capable of improvement, they do suggest that there is 

opportunity for updating and enhancement. The greyscale/pixel histogram was 

selected as the metric for evaluation, with consideration given to the 
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illustrations of curves and layers. Variations are evident in the presentations 

contingent upon the locations where the collaborative videos were filmed. 

The European Union’s Water Framework Directive (WFD) explicitly 

acknowledges the importance of the flow regime for the quantitative and 

qualitative evolution dynamics of natural water systems. 

The River Basin Management Plan (RBMP) can be implemented using credible 

indicators of hydrological impact on aquatic systems and ecology derived from 

flow component analysis and change [78]. However, statistical, or physically 

based models must handle enormous data sets and long-time series for such 

analysis. For smaller watercourses, when streamflow observations are limited 

or lacking, this data demand is a weakness [79]. Monitoring programs should 

be modified to better understand hydrological changes and their effects on 

qualitative and morphological watercourse features, including smaller ones. 

The International Association of Hydrological Sciences (IAHS) declared 2003–

2012 the “decade of the ungauged basin” [80], promoting science and 

technology to provide hydrological data where ground-based observations are 

lacking. The best solution and cost-effectiveness must be balanced while 

creating a hydrological monitoring network [81]. Due to hydrogeological and 

climatic reasons, Mediterranean basins have substantial regional and temporal 

hydrological regime fluctuation, which increases monitoring requirements and 

expenditures. Characterizing riverbed infiltration under diverse hydrologic, 

hydraulic, and sediment-load regimes is important in arid land hydrology. In 

such circumstances, streamflow-vadose zone interaction must be thoroughly 

researched for flow measurement network design and development. 

Aquifers supply most water in dry and semi-arid locations, and streambed 

infiltration during floods is the predominant recharge source [82], [83]. General 

groundwater recharge review studies exist [84], [85], but not for ephemeral and 

intermittent streams in dry settings. Shanafield and Cook [86] present a simple 

method to estimate streambed infiltration into groundwater using differential 

discharge data between upstream and downstream portions. In ephemeral 

watercourses with unstable flow, loss rates must be calculated by integrating 

upstream and downstream flow rates over the flow event [87]. 



7.2 Materials and procedures 

91 

Rating curves are used to automatically quantify flow depth and discharge rate, 

but ephemeral streams are difficult to rate again. Ephemeral and intermittent 

stream basins have rapid water runoff, which causes erosion and deposition, 

streambed geometry changes, and flowrate inaccuracies [88]. An novel and 

dependable alternative to standard riverbed assessment methods is utilizing 

sensing devices that can monitor flow conditions and other geo-environmental 

parameters using still or video images [89], [90]. 

The digital BF synthetic aperture radar technique is one approach utilized to 

generate a beam capable of aggregating data from a multitude of sensors. BF 

finds application in numerous domains that are pertinent to the subject matter 

of this work [91], [92], [93], [94]. BF is founded on the notion of array 

processing, which comprises the subsequent primary concerns: array 

configuration, temporal and spatial properties of the signal and interference, 

and ultimately, the intended purpose of the array processing. Radar systems 

predominantly operate through the utilization of antenna arrays; in fact, they 

represent the initial implementation of BF. These arrays serve the purpose of 

determining the trajectory of beams or signals, including the DOA [95], [96]. 

The overarching objective of the suggested methodology is to develop a 

proficient surveillance system that can conduct measurements distributed 

across the channel and is consistent across various seasonal flow regimes. 

7.2 Materials and procedures 

An algorithm utilised for frequency estimation and transmitter localization is 

MUSIC [27, 28]. Even with an extremely low SNR, this algorithm enables the 

direction of incident signals on a sensor network to be determined. The MUSIC 

algorithm implemented in the work to detect and separate peaks for nearby 

signals is illustrated in Fig. 7.1. 

We assume that a signal vector, consists of complex exponentials, whose 

frequencies are unknown, in the presence of white Gaussian noise (WGN) as 

given by the linear model (7.1) 𝑋 = 𝐴𝑠 + 𝑛                                   (7-1) 
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Here 𝐴 = [𝑎(𝜔1),… , 𝑎(𝜔𝑝)] is an 𝑀 × 𝑝 Vandermonde matrix of steering 

vectors 𝑎(𝜔) = [+1, 𝑒−𝑗𝜔𝑒−𝑗2𝜔, … , 𝑒−𝑗(𝑀−1)𝜔]𝑇 and 𝑆 = [𝑠1, … , 𝑠𝑝] is the 

amplitude vector. A crucial assumption is that the number of sources 𝑃, is less 

than the number of elements in the measurement vector, 𝑀, 𝑖. 𝑒. 𝑃 < 𝑀. 

The 𝑀 ×𝑀 autocorrelation matrix of 𝑋 is then given (7.2) by 𝑅𝑥 = 𝐴𝑅𝑠𝑅𝐻 +𝜎2𝐼, where 𝜎2is the noise variance, 𝐼 is the 𝑀 ×𝑀 identity matrix, and 𝑅𝑠 is 
the 𝑝 × 𝑝 autocorrelation matrix of 𝑆. 𝑹̂𝒙 = 𝟏𝑵𝑿𝑿𝑯,                                    (7-2) 

 

 
 

Figure 7-1 MUSIC algorithm carried out in the work for detecting and 
separating peaks for close signals. 

 

where 𝑁 > 𝑁 is the number of vector observations and 𝑋 = [𝑋1, 𝑋2, … , 𝑋3]. 
Given the estimation of 𝑅𝑥, MUSIC estimates the frequency content of the 

signal or autocorrelation matrix using an eigenspace method. Since 𝑅𝑥 is a 

Hermitian matrix, all its 𝐌 eigenvectors {𝑉1, 𝑉2, … , 𝑉𝑀} are orthogonal to each 

other. If the eigenvalues of 𝑅𝑥 are sorted in decreasing order, the eigenvectors 
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{V1, V2, … , Vp} corresponding to the 𝑝 largest eigenvalues (i.e., directions of 

largest variability) span the signal subspace 𝜇𝑠 ⊥ 𝜇𝑁. 

 

7.2.1 Estimating the exact number of targets and minimum 

description length  

For MUSIC algorithm to produce or give an accurate estimate of the DOA 

[97], [98], the total number of targets in each range bin must be known. One 

algorithm that estimates the number of targets is called the minimum 

description length (MDL). MDL uses the eigenvalues of the correlation matrix 

and maximizes the following log likelihood ratio. 𝐿𝛩 = −𝑁𝑙𝑜𝑔 𝑑𝑒𝑡 𝑅 − 𝑡𝑟[𝑅]−1𝑅̂,                                           (7-3) 

In (7.3-7.4), where 𝑅̂ is the sample covariance matrix: 𝑅̂ = 1𝑁∑ (𝑡𝑖) × (𝑡𝑖)𝐻𝑁𝑖=1 ,                                         (7-4) 

By substituting in maximum likelihood estimates, the log likelihood ratio is 

reduced to (7.5) 

𝐿(𝑘) = (𝑝 − 𝑘)𝑁𝑙𝑜𝑔 (∏ 𝑙𝑖1/(𝑝−𝑘)𝑃𝑖=𝑘+11𝑝−𝑘∑ 𝑙𝑖𝑝𝑖=𝑘+1 ),                                                   (7-5) 

 
where 𝑝 is the number of array elements, 𝑘 is the number of targets and 𝑙𝑖 are 

the eigenvalues with 𝑙𝑖 ≥ 𝑙2, … , 𝑙𝑝 . Using this maximum likelihood estimate 

and adding in the free parameter calculation, the resulting criterion is:  𝑀𝐷𝐾(𝑘) = 𝐿(𝑘) + 12 𝑘(2𝑝 − 𝑘)𝑙𝑜𝑔𝑁,                                            (7-6) 

 

In (7.6), where 𝑁 is the number of observations of the signal for our radar, the 

correlation matrix is made from the average of 6 pulses, so 𝑁 = 6. To solve 

the maximum likelihood estimation, 𝐿 should be maximized. The number of 

targets is value of 𝑘 minimizes the 𝑀𝐷𝐾. Once this has been done, the 𝑝 − 𝑘 

eigenvectors corresponding to the 𝑝 − 𝑘 smallest eigenvalues can be used from 

a noise matrix as explained above. 
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7.2.2 Eigenvalue gradients 

In the gradients of the eigenvalues are used to estimate the number of targets. 

Given that the eigenvalue decomposition of the correlation matrix, where (7.7) 𝐿 is the number of antenna elements, results in eigenvalues [99], [100] 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 𝜆𝑝 ≥ ⋯ ≥ 𝜆𝐿,                                 (7-7) ∆𝜆 = 𝜆1 − 𝜆𝐿𝐿−1,                                          (7-8) ∆= 𝜆1 − 𝜆𝑖+1, 𝑓𝑜𝑟 𝑖 = 1,… , 𝐿 − 1,                                          (7-9) 

 
Next you find 𝑖 that satisfies: ∆𝜆𝑖 ≤ ∆𝜆,                               (7-10) 
 

In (7.10), then take the 𝑖 that first one of the last continuous blocks and the 

estimated signal number is 𝑝 = 𝑖0 − 1.                                      (7-11) 

 
 
7.3 Detecting moving targets and measuring velocity 

One of the most fundamental tasks of a radar is to be able to detect targets 

accurately and to measure its velocity if the target is moving. To do this 

accurately we have used the Array Digital Beamforming Algorithms technique 

in its specification called Doppler Procession [34, 35]. 

Several simultaneous criteria are required for a signal to be considered a 

detection. It is an adaptive process that automatically adjusts to background 

noise and environmental influences. There is a test cell, where the surrounding 

cells are summed, multiplied by a constant and used to establish a threshold, as 

shown in (7.12). 

𝑻𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅 𝒄𝒓𝒊𝒕𝒆𝒓𝒊𝒂{  
  {𝑪𝒆𝒍𝒍(𝒏) > [𝑪𝒆𝒍𝒍(𝒏 − 𝟐) +𝑪𝒆𝒍𝒍(𝒏 − 𝟏) +𝑪𝒆𝒍𝒍(𝒏 + 𝟏) +𝑪𝒆𝒍𝒍(𝒏 + 𝟐)] ×𝒄𝒐𝒏𝒔𝒕𝒂𝒏𝒕} }  

                          (7-12) 
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The detection only covers speeds that exceed the speed rejection setting. As an 

example of speed rejection, if speed rejection is set to 75 mph, hailstones 

travelling at 50 mph in a thunderstorm will not be detected, but an aircraft 

travelling at 100 mph will be, as illustrated in (7.13-7.14). 

 

𝑃𝑒𝑎𝑘 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 {(∆𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒∆𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)𝐶𝑒𝑙𝑙(𝑛 − 1) < 0(∆𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒∆𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)𝐶𝑒𝑙𝑙(𝑛 − 1) > 0}                               (7-13) 

𝑆𝑝𝑒𝑒𝑑 𝑐𝑟𝑖𝑡𝑒𝑟𝑖𝑎 {( 𝐶×𝐷𝑜𝑝𝑝𝑙𝑒𝑟 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦2×𝑇𝑟𝑎𝑛𝑠𝑚𝑖𝑡 𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦)} > 𝑅𝑒𝑗𝑒𝑐𝑡𝑖𝑜𝑛                          (7-14) 

 
This involves minimizing the probabilities of false alarm (reporting a detection 

when there is no target) and missed detection (not reporting a detection when 

there is a target). 

 

7.3.1 Doppler Processing 

Doppler processing (DP) is another important technique that uses Doppler 

information to detect targets and measure their speed [101]. This technique can 

detect targets when clutter is the dominant interference [102]. This is applicable 

in environments where echoes and clutter (buildings, trees, the movement of 

water waves and other objects) can drown out the return signal. Increasing the 

transmit power does not help the detection of targets in clutter, as the power 

returned from the clutter is also increased. Fig. 7.2 shows the DP for 

characterizing physical features of the water channel. 
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Figure 7-2 Doppler processing for characterizing physical features of the water 
channel. 

 
DP is the main technique for increasing the signal to clutter ratio (SCR). To 

increase the SCR, the signals must be frequency separable. The moving target 

signal can be separated from the clutter echoes in the frequency domain. The 

clutter is relatively stationary (wind moving trees, flowing water, etc.) and 

therefore contributes little or nothing to the Doppler shift of the return echo. 

Thus, we can apply DP to detect significant clutter. DP has two general cases: 

moving target indication (MTI) and pulse DP. MTI requires fewer calculations 

but can only detect the presence of a moving target, MTI cannot identify if 

there is more than one target per range bin or what the speed of that target is. 

The main advantage of an MTI is less complexity and fewer calculations. On 

the other side, pulsed DP can detect a target likewise, but it can also measure 

the Doppler shift and, from this, determine the velocity of the target. A further 

advantage with pulsed DP is the detection of multiple targets, with the only 

condition that they are separated by a sufficiently large Doppler shift. These 

advantages bring with them the trade-off of increased computation and 
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complexity. An MTI may only be implemented by making use of temporal data 

on many coherent, i.e., slow time, pulses, so its consecutive slow time intervals 

will be filtered out in the internal composition of digital beamforming using a 

high pass filter. This attenuates the clutter that is confined to around 0Hz. 

Finally, a threshold is applied to the time data and a decision is made on the 

detection. 

 

7.3.2 Beamforming delay and sum technique 

The traditional beamformer, referred to as the Bartlett beamformer or DaS BF, 

is one of the most used and robust FB algorithms. The DaS beamformer 

applies delay and intensity filtering to each sensor output and then sums the 

outcome of the signals. 

The delays are set to improve the array sensitivity to incoming waves from a 

specific direction. The network search direction can be oriented towards the 

source by altering the delays, and the waveforms caught by the various sensors 

add up constructively. This means that signals at certain angles are subjected to 

constructive interference, while others are subjected to destructive interference. 

Think about an array of M  sensors situated at various points in space 

[ , , ]
m m m m

x x y z= and monitoring a wavefront of ( ),f x t . The mth  sensor 

spatially sampled waveform is ( ) ( ),
m m

y t f x t= . The DaS beamformer works 

by adding a delay 
m

 and an amplitude weight 
m

w to each sensor's result and 

then totalling the resulting signals, as illustrated in Fig. 7.3. 
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Figure 7-3 Conventional DaS beamforming. 
 
To enhance array sensitivity to waves propagating in a particular direction, 

delays are used. Adjusting delays aligns the array view with the source and 

enhances the sensor waveforms. This is stacking. Weighting the array sensors 

differentially improves their shape and lowers the secondary lobes of the 

listening beam.  

( ) ( )
1

0

.
M

m m m

m

z t w y t
−

=

= −                               (7-15) 

 

DaS BF sensor weights are chosen before the waveform, unlike adaptive 

techniques. In (7.15) shows BF DaS time-domain output. 

BF uses delays to guide the array in different directions or scan plane spots. 

Maximum power is observed when steering direction matches a source. 
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Interpolating the observed output power from all scan points colours spatial 

power and gives a signal a desired characteristic [103], [104] 

In additional DaS BF for the image or video is often reconstructed (processed) 

using the BF DaS technique, which is defined in the (7.16) as follows: 

( ) '

1 1
( ) ( )

N N

DaS i i i i ii i
S t a s t t s t t

= =
= +  = +                             (7-16) 

 

Where DaS beamformer results is
DaS

S , collecting aperture size is N , i
a  

represents the apodization factor. The signal recorded by the ith  element, 

denoted as ' ( )
i i

s t t+  , is accompanied by a time delay, 
i

t  

Large side lobes, nevertheless, contribute to the BF DaS comparatively limited 

lateral resolution. In order to address this side-lobe issue, a non-linear weighting 

function known as a coherence element (CE) was implemented. In the 

equation, the DaS is combined with the coherence element as follows in the 

(7.17-7.18): 

( ) ( ) ( ),
DaSDaS CE DaS S

S t S t CE t− =                            (7-17) 

where:  

2

1

2

1

( )
( )

( ( )DaS

N

i ii
S N

i ii

s t t
CE t

N s t t

=

=

+ 
=

+ 



                         (7-18) 

 

In addition to increase the resolution of space, the CE can enhance SNR by 

eliminating sidelobes and noise [105]- [106]. 

 

7.4 The study area 

The proposed approach for determining the hydrodynamic characteristics of a 

river on the Canale Reale, a significantly modified river located in the 

southeastern region of Apulia, Italy, has been evaluated by researchers (Fig. 

7.4). The discharge characteristics of this river exhibit a transient and irregular 

pattern. As a result of the 210 km2 expansion of its catchment area, it signifies 

the preeminent watercourse in the southern region of Apulia. The purified 

effluents from the wastewater treatment plants (WWTPs) of four 

municipalities—Ceglie Messapica, Francavilla Fontana, Latiano, and 
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Carovigno—are transported along its nearly 50 km of length (Fig. 7.4). A 

portion of the Canale Reale that empties into the Natural State Reserve of Torre 

Guaceto supplies water to a saline wetland along the coast. 

 

 

Figure 7-4 Study location and geological map (modified after Ciaranfi et al., 1988 
[38]). 

 
 

7.4.1 Groundwater 

According to [107]- [108] (Fig. 7.4), the area has two distinct aquifer structures: 

a deep one in the Cretaceous carbonate rock succession and a shallow porous 

one in Terraced Marine deposits (sand-calcarenite levels) [109]. 

The latter, intensively used for local irrigation, only receives rainwater recharge 

and supplies the Canale Reale river and other topographically depressed areas. 

Rainfall infiltrating the innermost section recharges the karst-affected deep 

carbonate aquifer. Groundwater runs freely near the coast, forming underwater 

and subaerial springs in morphologically depressed zones. Mixed deep and 

shallow aquifers have been found in the Torre Guaceto wetland [110]. Since 

the mid-1990s, regional aquifers have been monitored in space and time, and 

groundwater quality and quantity have been studied for decades [111]. 
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7.4.2 Climate 

In the study area is typical of the dry-sub-humid Mediterranean climate seen 

across the region [112], [113]. More specifically, precipitation is limited (600 

mm/year) and temperatures are pleasant most of the year. Summers are 

lengthy, dry, and hot, with two or three months of rainfall and temperatures 

above 40°C. Winter temperatures rarely drop below 10°C and precipitation is 

variable. The area under investigation's 20-year hydrological balance is shown 

in Fig. 7.5.  

 

 

Figure 7-5 Monthly elements of the hydrological balance in the area under 
investigation. Effective precipita-tion and the potential evapotranspiration (PET) 
have been assessed based [114] and the Har-greaves formula [115], respectively. 
Precipitation and temperature data have been downloaded by the Hydrological 

Annals published by the Apulian Civil Protection [116] 

 
At the meteorological station in Latiano, in the middle of the research region, 

monthly measured total and estimated effective precipitation and estimated 

monthly potential evapotranspiration are depicted. The estimated PET was 

1000 mm/year throughout the study. The WMO-recommended non-

parametric Mann-Kendall test for monotonic trend [117], [118] showed no 

monotonic trends in any meteo-climatic parameters during the period. 
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7.4.3 The most important environmental issues 

The area flat topology allowed intensive agricultural exploitation, mostly of 

olives, grapes, and vegetables. Over the last 50 years, intensive farming and the 

progressive spread of water-demanding crops have resulted in an increase in 

water uptake for irrigation purposes, with a significant anthropogenic impact 

on local groundwater resources, particularly those hosted in the deep aquifer, 

both quantitatively and qualitatively. Indeed, the massive withdrawals have 

created an imbalance between fresh groundwater and underlying salt water, 

resulting in localised saltwater contamination along the coast and even in the 

interior [119]. This problem is exacerbated by the consequences of climate 

change, which result in a succession of severe rainfall events and dry intervals 

marked by high evapotranspiration rates, limiting natural aquifer recharge [120]. 

Furthermore, because surface watercourses are few or have intermittent 

regimes, the water balance is heavily skewed towards groundwater 

overexploitation. 

 

7.5 Video measurements in the study area 

To apply and validate the proposed methodology, on-field flow video recording 

and measurements have been carried out in a river cross-section located less 

than 100 m downstream at the Ceglie Messapica WWTP effluent discharge 

point. Fig 7.6 shows the location and the surveyed geometry of the cross-

section, while Fig. 7.7 shows a still image of the water flow video through it. 
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Figure 7-6 Flow measurement cross-section of Ceglie Messapica (A) (for location see 
Fig. 7.4). 

 
Concerning the on-site flow measurements methods, an exhaustive account of 

the related advantages and disadvantages. In recent work [121], compared two 

measurement methods, which are the more reliable current meters method 

(CM method) and the float method (F method). It resulted that the F method 

overestimates the water flow rate of the CM by about 11%.  

 

 

Figure 7-7 Example of channel photos serving for processing. 

 
This relative error can be considered widely acceptable compared to the more 

rigorous, but much more time-consuming CM method, especially when 

measurements need to be repeated in time. In this study, both methods were 

used, and the flow rate measurements were carried out on 27 July 2021. 

 

7.6 The outcomes and methodology 

The proposed technique, as stated in the previous section, has been applied to 

a river cross-section near the municipality of Ceglie Messapica. The video was 

recorded using a camera placed up between 1.2 and 1.4 metres high, 

perpendicular to and parallel to the flow direction (Fig. 7.7). 

The techniques described in the subsection 7.3 are reported here in terms of 

the case study outcomes. The first result is the detection of the temperature 

distribution using the MUSIC technique to retrieve the channel hyperthermia, 

similar to how UWB (ultra-wideband) radar seeks the reaction of the human 

tissue and its permittivity. 
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In our scenario, the channel bed is regarded a tissue, and the water flow is 

similar to blood flow within the arteries. Because the channel bed is reinforced 

concrete, important temperature readings are retrieved while the temperature 

fall is indicated in depth. These heat values are consistent with seasonal and 

local datasets. 

The MUSIC algorithm distinguishes between close values of the same quantity, 

such as the temperature values in Fig. 7.8 and the wave motions (displacements) 

inside the channel in Fig. 7.9. The intensity of the waves along the flow 

direction as a function of channel depth is represented by such wave 

displacements. 

 

 
Figure 7-8 Temperature values retrieved by means of beamforming-based technique 

vs depth and GPS. 

 
Both of these metrics, as calculated by the MUSIC approaches, can be useful 

in assessing river hydrodynamics. 

 

 

Figure 7-9 Detection of different layers and waves of the channel at certain portion 
vs depth. 

 
Aside with MUSIC, the plan is to apply the diffusion method in conjunction 

with radar sensors to extract additional elements, such as water waving. 
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Doppler processing is related to the speed or diffusion of the parameter under 

test, as stated in subsection (beamforming imaging-based algorithms). Fig. 7.10 

depicts the expression of the identical waves as a function of depth. In terms 

of vectors, the field of waves inside the riverbed can be utilised as a first metric 

(indicator) to examine the dynamics of getting-born phenomena in the channel 

capable of causing extreme hydrological events such as flooding. Finally, we 

were able to determine the water velocity as a function of temperature (i.e., hot 

and cold water) using the Doppler processing of the video imaging (Fig. 7.11). 

 

 

Figure 7-10 Detection of the riverbed and wave movements along the of the 
considered channel portion with Doppler processing. 

 
The detected water velocities reported in Fig. 7.11 range between 0.2 m/s and 

1.4 m/s that, given the measured area of the considered section equal to 0.2m2, 

correspond to flow rates between 40 and 280 l/s. 

As is known in the literature, the more the considered variable values fall in the 

upper side of the range of possible values, the more the DaS BF performs 

better, providing more reliable results in terms of uncertainty. 
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Figure 7-11 Detection of water velocity as function of the temperature by Doppler 
processing: cold water – bottom; hot water - surface. 

 
Moreover, in the case at hand the loss of reliability of DaS is also due to 

unfavorable environmental Condit ghosts such as the presence of a concrete 

riverbed, causing problems such as ghost or multiple sources that appear to 

arrive from different directions, due to successive reflections in walls. 

For trying to understand the efficiency and stability of the proposed 

procedures, the same features/outcomes were reproduced for two more 

sections of the same channel. However, the graphs are organized by the 

comparative parameters. Fig. 7.12 and Fig. 7.13 depict the temperatures. There 

is a little difference in temperature distribution between them that differs from 

the prior site (Fig. 7.8). 

 

 

Figure 7-12 Temperature values retrieved by means of beamforming-based technique 
vs depth and GPS references for site 2. 

 
For all processed figures by the BF included in this work, the flow direction is 

the same, that is, from left to right. The plots of layers and waves, on the other 

hand, represent a distinct picture. Fig. 7.13 and Fig. 7.14 exhibit the layers and 

waves discovered in the same context as Fig. 7.9, but with a different and more 

artistic substratum (black letters) to better emphasise the contrast. 

For the riverbed and wave movement, we can observe from the related figures 

that the depth is different; that is, Fig. 7.17 displays around 5.5 cm, Fig. 7.15 

exhibits around 6 cm, and Fig. 7. 13 depicts 5.3 cm. 
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Figure 7-13 Detection of different layers and waves of the channel at certain portion 
vs depth for site 2. 

 
These little differences are due to material deposition on the channel bed. 

Furthermore, given the same channel and flow, the wave movement field is the 

same everywhere, with no notable differences. 

 

 

Figure 7-14. Detection of different layers and waves of the channel at certain portion 
vs depth for site 3. 

 
Fig. 7.16 and Fig. 7.17 show that there are no differences in water velocity as a 

function of temperature. These results correspond to those shown in Fig. 7.11. 

As a last note on this part, we can emphasise the proposed technique's stability 

at all three sites. 
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Figure 7-15 Detection of the riverbed and wave movements along of the considered 
channel portion with Doppler processing for site 2. 

 

 

Figure 7-16 Detection of the riverbed and wave movements along of the considered 
channel portion with Doppler processing for site 3. 

 

 

Figure 7-17 Detection of water velocity as function of the temperature by Doppler 
processing: cold water – bottom; hot water – surface, for site 2. 
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Figure 7-18 Detection of water velocity as function of the temperature by Doppler 
processing: cold water – bottom; hot water – surface, for site 3. 

 
 

7.6.1 Measurements of field flow and method validation 

To carry out the riverbed flow measurements by the F method, a cylinder float, 

10 cm long and 3 cm in diameter, closed at its ends and filled out with little 

pebbles to make it travel horizontally and partially submerged, was used. Four 

measurements of the float travel time were taken, and the average value was 

used to estimate the surface speed (Vs) representative of the investigated cross-

section. By applying a quadratic corrective coefficient (F) [122], the average 

sectional velocity (Vm) was calculated and, finally, the transit flow rate (Q) was 

obtained by multiplying Vm by the average cross-section area between the ones 

upstream and downstream. 

Measurements by the CM method was carried out by a Miniwater ®20 water-

flow velocity meter. Punctual velocity measurements were taken starting from 

the right bank of the river to the left one at a step of 10 cm and a depth of 60% 

of the water level, to approximate the segment "i" average velocity (Vmi) [123]. 

The total transit flow rate Q was then defined as the sum of the segment flow 

rates computed multiplying each segment area (Ai) by the related Vmi. 

Table 7.1 reports the calculated Q values by both the CM and F methods. As 

expected, the F method overestimates the CM method by about 11% in 

accordance with [124]. 
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Table 7-1 Values of the transit flow rate (Q) measured in the cross‐section A. 

 
Cross-section CM method 

(l/s) 

F method 

(l/s) 

A  93.74 104 

 

By comparing the transit flow rates obtained with the last two methods, there 

is an apparent discrepancy amongst these and DaS ones (40-280 l/s). As already 

said, the DaS measures tend to evaluate the maximum values. Therefore, a 

direct comparison between the values is not possible, while it is possible to 

verify that both the values obtained by CM and F methods fall within the range 

of the radar. 

Major accuracy can be obtained in three ways: (i) repetition of the measurement 

in higher flow rates conditions, that is major velocity over 50% of the range; 

(ii) implementation of a weighted DaS, able to overcome the loss of reliability 

of DaS due to unfavorable environmental conditions (iii) using a delay-

multiply-sum-to-standard-deviation-factor (DMSSF). This latter approach 

allows improving all kinds of drawbacks like, lateral resolution, SNR, and 

reduces side lobes of the reconstructed image in comparison to the other 

conventional methods, like DaS. DMSSF technique will be implemented in a 

further activity. 

Certification is performed using the proposed methodology, which is based on 

BF as a detecting radar; in other words, the CM and F methods are employed 

to calibrate the indicated technology. We chose the layers and wave outputs 

represented in Fig. 7.9 for site 1, Fig. 7.13 for site 2, and Fig. 7.14 for site 3 to 

analyze the impact of the DaS BF technique on the three sites, because there 

are interesting fluctuations in these figures. A quick summary shows that in Fig. 

7.9, the radar detected 7 portions (as cross-sections) of the channel in a clear 

way, 6 portions in Fig. 7.13, and 6 portions in Fig. 7.14, but with background 

in apparent foggy conditions, possibly due to the quality of the riverbed 

including sedimentary deposition. 
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Figure 7-19 Histogram of grey scale vs number of pixels for the first acquisition (site 
1) concerning layers and waves. 

 
The previously mentioned issues are clearly explained in the histograms; for 

example, Fig. 7.19, derived from Fig. 7.9, shows a large number of peaks along 

the abscissa; the same can be said for Fig. 7.20 (for Fig. 7.13), while Fig. 7.21 

shows a low content of peaks due to the foggy background.  

 

 

Figure 7-20 Histogram of grey scale vs number of pixels for the second acquisition 
(site 2) concerning layers and waves. 

 
We can confirm the promising results of the proposed technique once more. 
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Figure 7-21 Histogram of grey scale vs number of pixels for the third acquisition 
(site 3) concerning layers and waves. 

 

 

 

7.7 Conclusion 

The advancement of technology in video sensors, particularly mobile video 

cameras, has enabled us to employ these devices for a wide range of 

applications due to their strong embedded electronics. They arrive to assist with 

signal processing techniques. These devices can therefore be used to manage 

the hydrodynamics of channels instead of large facilities. Video sensors, on the 

other hand, can be positioned along the channels. By considering the use of 

radar to monitor ground features, two major strategies based on DaS BF can 

be adopted and customised suitably. MUSIC has been utilised to extract near 

metrics such as temperature and water wave vectors within the channel based 

on its properties. The second approach, also known as Doppler processing, 

uses Doppler radar to extract diffusion of the quantity under test within the 

channel; in this situation, we are dealing with hot or cold waves in the water. 

The results obtained are promising, given that they were obtained using a 

standard smartphone video sensor, albeit with sophisticated post-processing.  

The study highlighted the significance of applying the BF algorithm to 

hydrological observations. 
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8. General conclusion   
 

 

It is worth noting that telecommunications extend beyond the mere 

transmission and reception of messages, as it may also be employed to address 

environmental and biomedical challenges through the utilisation of its 

algorithms. 

The scope of the research does not encompass the comprehensive use of the 

BF in the realm of telecommunications, namely in terms of its capabilities as a 

transmitter/receiver for the purpose of verbal communication or visual content 

consumption. 

The primary objective of this study was to illustrate the significant and 

advantageous influence of telecommunications in addressing environmental 

and biological challenges. 

In the present setting, algorithms rooted in telecommunications offer a novel 

and enlightening perspective on the field of telecommunications. 

The success of the research objective is evident from the high quality of the 

results obtained in various domains, including environmental signal processing, 

medical signal processing, telecommunications signal optimization, wireless 

link transmission, and environmental monitoring using beamforming 

technology. Nonetheless, BF is not without its limitations: BF possesses the 

following limitations, as BF is a technique and all techniques have limitations 

or constraints: For BF calculations, the technique occasionally necessitates 

additional computing power and resources; vast digital and MIMO BF systems 

can be more complicated, particularly when the number of antennas and other 

equipment utilized is considered, and they are typically more expensive than 

conventional systems. In spite of its present constraints, this methodology is 

exceptionally effective and possesses significant potential that has established 

it as a paradigm shifter in the domain of wireless signal processing and 

transmission. It is crucial to promote for the implementation of BF technology 

in applications involving radar, medicine, environmental monitoring, and 

aerospace. Moreover, BF technology can concentrate sensor network 
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transmissions in a particular direction. By utilizing the beamformer technique, 

signals received by a sensor array can be concentrated in a particular direction. 
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