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A B S T R A C T

As widely known in the literature, location-based services can seriously threaten users’ privacy. Privacy-aware
location-based services can be obtained by protecting the user’s identity, so that queries cannot be linked
with users. A way to do this is to place a trusted third party, called Location Trusted Service, between the
user and the service provider, with the role of mediating the queries coming from the users and proxying
them to the provider. Before proxying the query, the Location Trusted Service builds a cloaking area that
includes a sufficient number of users such that it can represent an anonymity set. This way, the identity of the
user is protected against an untrusted service provider. Unfortunately, in wide-area scenarios, a centralized
location-trusted service might represent a serious threat to security and privacy because the service represents
a single point of failure that manages very critical and massive information. Moreover, privacy protection also
against a global adversary capable to monitor the whole traffic, would result in an excessive amount of cover
traffic in the network (being cover traffic necessary in this threat model).

To overcome the above limitations we propose a hierarchical Location Trusted Service, whose implemen-
tation benefits from the edge–cloud paradigm. In our proposal, the territory is organized in hierarchical zones
possibly managed by different autonomous organizations. Organizations that manage higher zones are involved
when lower-level organizations are not able to satisfy the requests of the users. As only the lowest-level services
manage exact location data, while the higher ones operate only on aggregate values, the risk associated with
the single point of failure of the centralized solution is drastically reduced. Moreover, leveraging the edge–
cloud implementation of the system, network traffic is better confined to the edge of the network, making the
protection against the global observer feasible.

A nice feature of our method is that it is parametric with respect to any existing cloaking area construction
technique. However, as our method, for non-local queries, operates on aggregate data, a certain degree of
approximation is introduced. To validate our proposal, we conducted an experimental campaign on a real-life
map by applying our method on top of well-known cloaking area construction technique called Casper. The
results turned out to be positive. For a wide range of sizes of the anonymity set, the approximation (expressed
by the metric called effectiveness) is less than 10%. On the other hand, concerning the network performance,
we have observed an improvement in latency and throughput ranging from 20% to 170% (depending on the
size of the anonymity set). In the highest density distribution, we achieve a 66% saving in overall (non-local)
traffic compared to the centralized approach.
1. Introduction

Location-based services (LBS) occupy an important position within
pervasive, ubiquitous, and wide-area computing systems. These ser-
vices encompass various types, including navigational services, re-
source discovery (typically points of interest), traffic updates, news,
weather, emergency alerts, advertising, location-based games, and so
on [1–4]. They can be continuous (such as navigational services),
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may require different localization precision, and can be delivered as
push services. However, LBS may represent a serious threat to people’s
privacy [5]. Indeed, the link between the content of the required service
and the user’s location may enable an honest-but-curious provider to
associate the user’s identity with sensitive information such as habits,
health status, religion, or sexual orientation. This is a very well-known
problem in the literature [6–9], and basically it depends on the fact that
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location data are quasi-identifiers, allowing the adversary to discover
he identity of the victim, if combined with background knowledge or
hrough collusion among different adversary parties.

One of the approaches used to contrast the above problem is to
rotect the user’s identity. The goal is to prevent location-based queries
rom being linked to user identities. This can be obtained by relying
n a Trusted Third Party, named Location Trusted Service (LTS, for
hort). The LTS acts as an intermediary for queries originating from
sers, forwarding them to the LBS provider. However, each query is not
orwarded as it is. Instead of the exact user position, the LTS builds a
loaking area including at least 𝑘 users and such that, for each of these
users, the associated cloaking area is the same. This way, location

-anonymity [6–8] is achieved. The stability condition of the cloaking
rea, called reciprocity [10,11] is fundamental, because it prevents
everse-engineering attacks [11] that can reduce actual anonymity.
loaking areas should also satisfy the effectiveness property [10] that
equires minimizing their extension. Indeed, large cloaking areas incur
igh processing overhead from the side of LBS and network costs, due
o the high number of candidate results to return to the LTS.

In this paper, we face the problem of implementing the LTS ap-
roach in a wide-area scenario, which is recognized as a non trivial
ask [12].

The basic research question of this paper is the following. How can
e avoid a centralized LTS provider that traces the movements of all

he people and represents a single point of failure respect security and
rivacy threats?

The immediate answer to the above question is to distribute the
ervice among possible different organizations with a small territorial
ompetence.

However, the implementation of such distribution is not trivial.
ndeed, a cloaking area could overlap different competence zones.
herefore, a hierarchical organization would be necessary, in such a
ay that, when overlapping occurs, the task is forwarded to the higher-

evel LTSs. Unfortunately, this would vanish the benefits of splitting the
ompetence of LTSs. Indeed, the root of the hierarchy would have the
ame power as the centralized LTS.

The basic idea of this paper is then to give the power of detailed
racing only to LTSs of the lowest level, which have competence on
ery small areas. The higher LTSs can access only aggregate location
ata, while detailed user position data are exclusively managed by local
TSs. This drastically reduces the risk (because drastically reduces the
mpact) of a security incident in which one LTS is compromised, with
espect to the centralized approach in which one LTS manages huge
olumes of location data referring to a large population and a wide
eographical area.

But, to do this, we have to solve another non-trivial problem.
iven any state-of-the-art cloaking-area construction algorithm, able to

eturn a good cloaking area (thus fulfilling the properties called (called
eciprocity and effectiveness) built on the basis of the query of a user,
ow it can be used on aggregate location data preserving its properties
nd thus guaranteeing valid cloaking areas also on aggregate data?

Moreover, our solution addresses also another important issue. In-
eed, any LTS-based approach becomes ineffective when faced with
global passive adversary [13] capable of monitoring the flow of
essages. In such a scenario, the source of the query can be identified

mong the anonymity set of users. In real-life contexts, this is for
xample the case in which we want to provide LBS completely within
mobile social network. In this case, the LTS could be an entity that

nteracts with the users and the LBS provider (possibly, the social
etwork itself) by using communication mechanisms provided by the
ocial network (and thus completely observable by the provider).

In our paper, thanks to the hierarchical organization, we are also
ble to contrast the global passive adversary in a much more feasible
ay than with a centralized organization. It is well-known in the

iterature that resistance to the global passive adversary requires the
2

nclusion of cover traffic [14,15]. However, the introduction of cover
raffic in the entire network (needed in the centralized approach) is ob-
iously not feasible. The hierarchical organization enables us to design
solution in which cover traffic is introduced only in the network seg-
ent closest to the user, leveraging an edge–cloud implementation of

he hierarchical system [16]. In other words, if local LTSs are placed at
he edge of the network, cover traffic is limited at this level, drastically
educing the traffic overhead with respect to the centralized approach.
pecifically, we use position notification as cover traffic to hide queries
nd multicast to hide responses against the global adversary. Placing
ocal LTSs on the edge of the network, also gives benefits in terms of
he actual traffic, because detailed data (much more voluminous than
he aggregate data) are confined only to the edge of the network. In
he rest of the network, only aggregate data are transmitted. We also
erformed an experimental campaign to show that the overall approach
s feasible from the side of network performance.

As a final contribution, we show that the innovative LTS system
an enable new multi-organization business models (possibly operating
electively on some services), thus opening new information-technology
arkets.

Once we framed above our proposal within a sketch of the back-
round knowledge (LBS), the definition of the problem we want to deal
ith (privacy protection also against the global passive adversary), the
isadvantages of the existing methods (infeasibility of centralized LTS
nd poor effectiveness against the global observer), and a description
f our proposal, that highlights how we overcome such disadvantages,
e make the following important considerations.

Our paper falls within the field of location 𝑘-anonymity, aiming
o preserve privacy in Location-Based Services (LBS). It is noteworthy
hat, despite the emerging research direction emphasizing the use of
ifferential privacy for privacy in location-based services [17], location
-anonymity remains a valid approach when the goal is to protect the
ser’s identity [7,18–21].

Another important aspect to observe is that when dealing with
-anonymity-based approaches (in a more general setting than lo-
ation privacy-preserving techniques), some drawbacks have to be
onsidered [22]. However, 𝑘-anonymity is still alive and effective as ev-
denced in some recent works [23–26]. Moreover, location 𝑘-anonymity

deserves specific considerations, as recently claimed in [27]. Indeed,
in [27], when referring to location 𝑘-anonymity, the authors say that
even though other techniques, such as 𝑙-diversity, 𝑡-closeness [28],
and so on strive to protect query privacy, they are strictly related to
query content and are outside the scope of location privacy-preserving
techniques.

The structure of the paper is the following. Some basic notions
useful for the comprehension of the paper are given in Section 2. In
Sections Section 3, we describe the literature related to our work.
Section 4 introduces the mechanism we propose to construct an approx-
imate cloaking area. In Section 5, we describe our LTS distributed and
hierarchical system. In Section 6, an enhanced more practical model
is provided, introducing multiple services and competence overlap
among LTSs, and discussing the implications of this enhancement. This
section also includes a discussion about some implementation aspects
and a computational complexity evaluation. A possible business model
associated with our system is proposed in Section 7. The security of
the solution is analyzed in Section 8. The experimental validation of
the proposed approach is provided in Section 9. Finally, in Section 10,
we draw our conclusions.

2. Background

In this section, we provide the background knowledge useful for
understanding the remainder of the paper. Specifically, we give the
fundamentals of the location-trusted-service-based approach used to
safeguard privacy in location-based services.

Location-based services (LBS) are services that rely on the location of

users, and they can pose serious privacy threats [5]. Various approaches
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aim to contrast this problem. This paper refers to the approach aimed
at protecting the user’s identity [26]. This approach is based on the
presence of a Trusted Third Party (TTP), called Location Trusted Service
LTS), which plays the role of anonymizer of the user’s requests towards
he LBS provider [29]. The LTS receives the query from the user and,
nstead of the exact position, sends a cloaking area to the LBS provider
ncluding at least 𝑘 users (including the requester), in such a way that
ocation 𝑘-anonymity [8] is achieved. This means that the probability for
he adversary (i.e. the LBS provider) to identify the user requesting a
ocation-based service is at most 1

𝑘 , provided that an additional feature
(detailed below) is adopted.

To illustrate the approach based on the location 𝑘-anonymity, let us
consider the following example. Suppose that Bob wants to know the
points of interest close to his position by relying on an LBS provider. To
prevent an honest-but-curious LBS provider from learning information
about Bob related to the query, a possible way is to protect Bob’s
identity, so that the LBS query cannot be linked to him. Unfortunately,
the use of anonymous IDs is not enough. Indeed, the location itself
is a quasi-identifier [6] and, therefore, allows the LBS provider to
identify Bob if the location data are combined with other public data,
background knowledge, or through collusion with external parties. To
avoid this, the LTS is placed in the middle, between Bob and the LBS
provider. The query is submitted by Bob to the LTS (playing as a
Trusted Third Party), along with his exact position. The LTS builds a
cloaking area, including an anonymity set of users (𝐴𝑆), which Bob
belongs to. If the required privacy level is 𝑘, then the cardinality of
the anonymity set must be no smaller than 𝑘. These users are selected
so that, based on the knowledge available to the LBS provider, they
are indistinguishable for the provider. The LTS removes the user ID,
and submits the query to the LBS provider along with the cloaking
area, instead of the exact position. This is done with the objective of
obtaining the probability for the adversary (i.e., the LBS provider) to
identify Bob and link him to the query is not higher than 1

𝑘 , which is
cceptable for a sufficiently large value of 𝑘. The LBS sends the answer

to Bob’s query to the LTS, which can filter it based on Bob’s exact
location, and sends the refined response to Bob to minimize client-side
communication overhead.

The above intuitive description leads to two important formal defi-
nitions (see below). The first is the notion of cloaking area. The second
is the notion of reciprocity. A cloaking area, constructed by the LTS,
is dependent on the user’s required level of privacy. We recall that,
the privacy level refers to the denominator 𝑘 of the fraction 1∕𝑘 which
measures the probability of an attacker to de-anonymize the query.
Specifically, the cloaking area is a region 𝐴 that includes at least 𝑘
users. The objective is to transmit to the LBS provider no information
allowing it to distinguish these users from each other, thus achieving
the required privacy level. However, to be effective, reciprocity is
necessary. Reciprocity implies that, for any user 𝑢′ involved in the
cloaking area built around the inquiring user 𝑢, the cloaking area built
around 𝑢′ must include the same users as the cloaking area built for 𝑢.
Indeed, it is easy to see that if reciprocity does not hold, intersection
attacks are possible. These attacks enable the attacker to reduce the
actual privacy level, thus invalidating the concept of cloaking area
itself.

Definition 2.1. Consider a user 𝑢 issuing a query with privacy level 𝑘.
A cloaking area (built by the LTS) is any area 𝐴 such that a set of users
𝐴𝑆 (called, anonymity set) can be found by the LTS within 𝐴 such that
𝑢 ∈ 𝐴𝑆 and |𝐴𝑆| ≥ 𝑘.

As earlier explained, a cloaking area so defined is not enough to
guarantee the required privacy level, even though users inside 𝐴𝑆 are
really indistinguishable for the adversary. Indeed, a technique only
satisfying the above requirements is vulnerable to reverse-engineering
attacks [11].
3

To prevent this problem, the following property has to be required. a
Definition 2.2 (Reciprocity Property [10]). Consider a user 𝑢 issuing a
query with privacy level 𝑘, associated by the LTS with a cloaking area
𝐴, and involving the anonymity set of users 𝐴𝑆. We say that 𝐴 satisfies
reciprocity if every user in 𝐴𝑆 also generates the same anonymity set 𝐴𝑆
for the given privacy level 𝑘. A cloaking-area-construction algorithm is
reciprocal, if every returned cloaking area 𝐴 (for each possible user, and
each possible privacy level 𝑘) satisfies reciprocity.

Clearly, the condition stated in Definition 2.2 is also satisfied if
every user in 𝐴𝑆 also generates the same cloaking area 𝐴 (which then
involves the same anonymity set 𝐴𝑆). As a matter of fact, this is the
condition satisfied by reciprocal algorithms proposed in the literature,
starting from the first proposal given in [10]. On the other hand,
different returned cloaking areas, even including the same 𝐴𝑆, could
enable reverse-engineering attacks if not adequately built. From Defini-
tion 2.1, immediately follows that a cloaking area satisfying reciprocity
satisfies also location 𝑘-anonymity. However, Definition 2.2 entails
that 𝑘-anonymity ensures equal probability 1

|𝐴𝑆| for the adversary to
identify a user. As shown in [10,11], without reciprocity, reverse-
engineering attacks are possible allowing the adversary to reduce the
above probability below the aimed level 1

𝑘 . Note that reciprocity has
been independently formulated as the k-shared property in [11].

3. Related work

In this section, we contextualize our proposal in the state of the art.
We structured this section into three subsections. In the first subsection,
we review the literature related to the subject of our work by following
a proper classification. In the second subsection, we describe in detail a
technique, called Casper [29], which we used as underlying technique
to experimentally validate our method in Section 9. In the last subsec-
tion, we illustrate the advancements included in this paper with respect
to a previous paper presenting preliminary results [30].

3.1. Survey on the related literature

Our paper is related to the wide literature existing in the field
of privacy-preserving LBS. In this field, different types of protection
techniques are available in the literature depending on the asset to
be protected, as described in [1,27,31,32]. In detail, it is possible to
categorize the LBS services, according to the asset to protect, into user’s
location, query content and user’s identity.

User’s location. In the case of user’s location, the goal is to protect
he location information through a perturbation on location data or by
iding realistic data within dummy information [33–36].

In [33], the authors propose an approach to retrieve POIs by itera-
ively performing requests starting from a fake location.

[34] focuses on providing an algorithm to generate a set of realistic
ummy locations to achieve 𝑘-anonymity.

In [37], the authors emphasize the importance of decentralized ap-
roaches, in which secret sharing is used to obtain position obfuscation.
he proposed techniques aim to ensure, however, a good quality of the
ervice despite the obfuscation allowing contrast also inference attacks.

specific focus on inference attacks is given in [38]. In particular,
n [38], the authors consider the semantic information behind the
ocation of the real road network i.e., the solution protects the user’s
ocation and his query location simultaneously.

A recent paper that shares similarities with our work is [39], in
hich the authors apply an edge paradigm to provide LBS. How-
ver, the edge paradigm is not employed to obtain a decentralized
rchitecture.

[40] deals with a crowdsourcing scenario in which many workers
ooperate to provide accurate locations to the server. The paper focuses
n task allocation and takes into account privacy aspects by employing
bfuscation techniques.

A type of perturbation used to obtain obfuscation is enlarging,

dopted in many works available in the literature [41,42].
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Fig. 1. An example of construction of an approximate cloaking area.
ity
Specifically, in [41], a cloaked location is an uncertainty region
which satisfies the privacy constraints specified by the user in the
privacy profile. In [42], the authors use enlarging combined with other
obfuscation operators to protect the user’s location.

Query content. Query content techniques have the purpose of
protecting the content of LBS queries. There exist many proposals that
belongs to this category [43,44].

[43] proposes a novel query-perturbation-based scheme that pro-
tects query privacy in continuous LBS even when user identities are
revealed.

In the framework proposed in [44], for each query issued by a
mobile user, the client will construct a group of dummy queries and
then submit them together with the user query to the server. This
approach makes it challenging for the untrusted server to identify the
specific user query.

Also this approach is prone to inference attacks.
Differential-privacy or machine-learning-based techniques [17,45–

47] exist to increase the robustness of obfuscation and perturbation
techniques against inference attacks.

In [45], the authors propose a differential-privacy-based approach
to protect user location, that takes into account the temporal correla-
tions in location data.

[46], through a GAN approach [48], produces noise that perturbes
location data.

To address Long-Term Observation Attacks, [47] combines 𝑘-anonym
and differential privacy.

In [17], the authors describe a general probabilistic model for
obfuscation mechanisms for the locations and measure its utility with
respect to an arbitrary loss function.

Other privacy-preserving approaches are based on Private Informa-
tion Retrieval (PIR) [49]. PIR protocols are based on cryptographic
techniques for retrieving an item in a database without revealing the
item.

User’s identity. The last category of techniques is the user’s iden-
tity, which is the category our paper belongs to. In this case, by
making sufficiently anonymous the user, the sensitivity of the query
does not threaten their privacy. In the literature, the approach well-
consolidated aimed to protect the user’s identity is based on cloaking
areas which are zones that include at least 𝑘 users and allow us to
achieve location 𝑘-anonymity [8]. Some very recent papers that use this
approach are [20,50–52].

[26] applies the 𝑘-anonymity property to vehicular networks (see
next for more details). [50] builds an irregular polygon region. Then, 𝑘-
anonymity is achieved by enlarging this region or adding fake positions.

[51] uses obfuscation and 𝑘-anonymity to build cloaking areas in
an infeasible region (i.e., a region such that an entity cannot possibly
be physically present at that location).

[20] relies on the blockchain to provide a trust mechanism for the
construction of a cloaking area.

Another application of location 𝑘-anonymity (but with a different
goal) is provided in [53] in which the authors face the problem of
malicious users providing wrong coordinates to the LTS provider.
4

Our paper falls within this type of technique, and, in particular,
in those reaching this goal by using a Trusted Third Party, called
Location-Trusted Service (LTS) [8,54].

[8] introduces the concept of location 𝑘-anonymity and proposes a
cloaking-area construction algorithm based on quad-tree.

[54] employs an entity, termed Function Generator, to distribute the
spatial transformation parameters periodically, with which the users
and the LSP can perform the mutual transformation between a real
location and a pseudo-location.

Location 𝑘-anonymity is explained in detail in Section 2. To have
effective location 𝑘-anonymity, it is necessary to satisfy reciprocity [10,
11] that is fulfilled if the returned anonymity set includes at least 𝑘
users whose anonymity set is the same. Considerable effort, including
recent contributions, has been devoted in the literature [55,56] to ob-
tain cloaking areas with robust privacy guarantees. In particular, [55]
employs a GAN to construct a cloaking area, while [56] proposes a
cloaking area construction algorithm designed to minimize waiting
time in the continuous location-based services model.

Another class of techniques aimed at obtaining cloaking areas is
based on density services [57,58]. In this case, no trusted party is
involved (thus, the LTS does not exist). The users, in collaboration,
relying on public services making available the distribution of people in
the territory, construct autonomously the cloaking area. Then, through
an anonymous communication network, submit the query along with
the cloaking area directly to the LBS provider. Filtering the response
is also in charge of the users. We observe that the density-service-
based system proposed in [58] is hierarchical too. Anyway, this class
of techniques is not comparable with the LTS-based techniques, for
evident reasons.

Despite the fact that a number of LTS-based hierarchical approaches
exist in the literature [59,60], this aspect is restricted to the cloaking-
area-construction algorithm. Both works [59,60] propose a centralized
hierarchical cloaking area algorithm satisfying reciprocity.

In our case, the hierarchy is at the basis of a multi-organization
distributed implementation of the LTS system. To the best of our
knowledge, the only existing proposal of a distributed LTS system is
given in [61]. However, there are many differences with our approach.

First, the solution proposed in [61] is not hierarchical and requires
the presence of a secure comparison server and a directory server. Further-
more, the user has to actively participate in the protocol by encrypting
some data. Another difference is that even though the authors enable
location broker overlapping, each user can register only with a single
broker. On the other hand, in our approach, we allow users to register
with multiple LTSs (playing the role of location broker) and this enables
a practical business model (see Section 7). Finally, in [61], no explicit
mechanism is provided to protect the anonymity of the communication
against a global adversary able to observe the flow of exchanged
messages.

Concerning the global adversary threat model, the only existing
approach is based on P2P collaboration among users to mix LBS re-
quests and prevent traffic analysis ([62] is a paper well representing
this approach). Other P2P approaches to resolve the single-point-of-
failure problem of the LTS have been proposed [63,64]. [63] is a
P2P approach leveraging a distributed hash table to build cloaking
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areas including 𝑘 users. Instead, [64] proposes a decentralized location
privacy protection scheme based on obfuscation.

However, in our paper, we discuss scenarios in which P2P col-
laborative approaches may be considered less realistic, as users are
generally not inclined to open their devices to incoming anonymous
traffic. Furthermore, the incentive mechanism is not effective. The
only non-P2P approaches in previous works involve a Trusted Third
Party (TTP) [54,65] (referred to as Function Generator and Converter,
respectively).

While these approaches could, in principle, be combined with our
technique, the authors themselves emphasize a significant drawback:
both the LTS and these additional TTPs are not permitted to collude
with malicious users. This consideration overlooks the fact that any
entity can always assume the role of a user.

Vehicular networks. We reserve a separate class for privacy solu-
tions in vehicular networking that inherently uses location information.
However, vehicular services are a particular case of continuous ser-
vices. Some interesting surveys related to this aspect can be found
in [66,67].

[68] does not deal with privacy aspects but proposes an architecture
for location-based trustworthy service recommendations.

[69] applies differential privacy to prevent location perturbation
behavior of users from being recognized by guaranteeing their pseudo-
locations plausible.

[70,71] propose a Security Credential Management System (SCMS)
including a Location Obscuring Proxy. However, the proposed ap-
proaches regard a privacy-preserving way to manage and distribute
cryptographic credentials to the vehicles and do not provide informa-
tion about the provision of location-based services.

The scenario and threat model are deeply different from ours. In-
deed, we assume that the location of the users is known by the attacker
(LBS provider). Our goal is to prevent an LBS request (a concept not
discussed in [70,71]) from being linked with the identity of the user
performing the request. In contrast, the objective of [70,71]) is to
prevent vehicle tracking.

[72] focuses on the provision of conditional pseudo-anonymity
in which accountability (i.e., the possibility to link the identity of
users with their pseudonyms) should be provided along with pseudo-
anonymity. This is different from our objective i.e., identity protection
through location k-anonymity. Moreover, the paper does not discuss the
management of location information but only how to map pseudonyms
with the real identity of the vehicles.

Some proposals adopt blockchain technology [26,73,74] in vehicu-
lar networks.

In [26], the authors propose a location privacy protection method
based on double k-anonymity that hides user locations and requests
information. The cloud server is introduced as a trusted third party
to isolate the direct communication between users and the service
provider, while the correlation between identities and requests is also
reduced by means of a permutation and combination method.

[73] aims to obtain privacy of location services in vehicular net-
works. However, this solution is weakly related to our paper because
there is no LBS provider and the location services are represented by
information shared by the users.

Similarly, [74] does not propose privacy techniques but focuses on
the trust of shared location information through blockchain.

In [75], the role of LTS is played by the roadside unit (RSU) and
achieves both query and location privacy.

[76] propose a cloaking area construction algorithm based on ob-
fuscation to protect users’ location.

A general perspective is provided in [77]. Therein, the authors
proposed a formal framework for the analysis of Location Privacy-
Preserving Mechanisms (LPPM) in navigation services and applied this
framework to evaluate two standard approaches (i.e., 𝑘-anonymity and
5

differential privacy).
Comparison. To conclude this section, we summarize the main
properties of the investigated solutions in Table 1. Specifically, Column
2 represents the entity to protect according to the standard catego-
rization (user’s location, query content, and user’s identity). Column 3
describes if the proposal is adopted for searching POI or for continu-
ous LBS. In Column 4, we report the privacy techniques used in the
proposal. Column 5 defines if the proposal offers protection against
a global adversary (GA) able to observe the entire traffic exchanged
by the involved actors. Column 6 reports the adopted architecture
(decentralized or centralized). Finally, in Column 7, we report the data
source used to test the proposal.

We observe that, besides our paper, only [62] achieves resistance
against the global observer. However, [62] does not include an LTS.
This fact, together with all the arguments given in the introduction,
shows the advancement of our paper with respect to the state of the
art.

3.2. The Casper algorithm

We dedicate a subsection of the related work to describe Casper [29],
a state-of-the-art algorithm for cloaking-area construction. Since our
approach is parametric with respect to any cloaking-area-construction
algorithm, we use Casper in the experimental validation to measure the
performance of our proposal.

Casper is an LTS-based system aimed to achieve location 𝑘-anonymity
The Casper system architecture consists of two components: the location
anonymizer and the privacy-aware query processor.

The location anonymizer assumes the role of the LTS and is respon-
sible for constructing cloaking areas. During registration, users set a
privacy profile, defined as a pair (𝑘, 𝐴𝑚𝑖𝑛). Here, 𝑘 denotes the privacy
level, while 𝐴𝑚𝑖𝑛 represents the lower bound for the size of the returned
cloaking area (as overly small cloaking areas can pose a threat to users’
privacy). Users have the flexibility to modify their privacy profile at any
time.

The anonymizer maintains the locations of the clients using a pyra-
mid data structure, similar to a Quad-tree, where the minimum cell
size corresponds to the anonymity resolution. The privacy-aware query
processor is embedded inside the LBS provider. It handles anonymous
queries and cloaking areas. The privacy-aware query processor returns
a list of candidate answers to the location-based query via the location
anonymizer. The size of this candidate list is significantly influenced by
the user’s privacy profile; for instance, a stringent privacy profile would
yield a larger list of candidates. Casper is set in our experiments with
a very high granularity level (indeed, as mentioned earlier, it allows
granularity modulation), in such a way that negligible approximation
is introduced by Casper itself.

As a final remark, we highlight that Casper is not comparable
with our approach since it does not achieve the same goal, i.e., the
implementation of a distributed hierarchical LTS system.

While Casper implements a cloaking-area algorithm, our approach
leverages any existing algorithm (Casper itself as an example) to return
an approximate cloaking area computed in a distributed hierarchical
LTS system. Without our technique, the hierarchical LTS system could
not directly leverage any existing cloaking-area algorithm. In other
words, our technique can be viewed as a way to enable the distributed
LTS approach, and then to obtain the advantages that the paper tries
to highlight.

3.3. Advancements with respect to previous results

The present paper is a wide extension of a short paper presented
in [30]. Although the rough original idea underlying the present re-
search is included in [30], there are a number of relevant novel
contributions provided in this article. First, we conduct an experimental
campaign (missing in [30]) aimed to validate our proposal both from

the effectiveness and the network performance point of view. Second,
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Table 1
Comparative table.

Proposal Protected entity LBS Type Technique GA resistance System architecture Data source

[8] identity POI 𝑘-anonymity no centralized USGS dataset

[29] identity POI 𝑘−anonymity no centralized Brinkhoff
Generator [78]

[17] location and identity POI differential privacy no decentralized Not Available

[26] identity continuous 𝑘-anonymity no centralized SUMO simulator

[20] identity continuous 𝑘-anonymity no decentralized Self generated

[33] location POI obfuscation no centralized Tiger dataset

[34] location and identity POI 𝑘-anonymity
and obfuscation

no decentralized Levy walk model
in NY city

[37] location POI obfuscation and
Secret Sharing

no decentralized Location Sharing
Services Dataset

[38] location and identity POI 𝑘-anonymity and
machine learning

no centralized Brinkhoff
Generator [78]

[39] location POI obfuscation no centralized Self generated

[40] location POI obfuscation no decentralized Geolife dataset

[41] location POI obfuscation
(enlarging)

no centralized Self generated

[42] location POI obfuscation
(enlarging)

no centralized Self generated

[43] query content continuous obfuscation no decentralized TIGER dataset

[44] query content POI obfuscation no decentralized Gowalla
and SNAP datasets

[45] location POI differential privacy no decentralized Geolife and
Gowalla datasets

[46] location POI machine learning
(GAN)

no decentralized Gowalla dataset

[47] location and identity POI 𝑘-anonymity and
differential privacy

no decentralized Brightkite and
Gowalla datasets

[50] identity POI 𝑘-anonymity and
obfuscation

no centralized Brinkhoff
Generator [78]

[51] identity POI 𝑘-anonymity and
obfuscation

no centralized Self generated

[54] identity POI 𝑘−anonymity no centralized Self generated

[55] identity POI machine learning
(GAN)

no centralized Competition System of
Peeking University

[56] identity continuous 𝑘−anonymity no centralized Geolife dataset

[57] identity POI 𝑘-anonymity no decentralized Milano dataset

[58] identity POI 𝑘-anonymity no decentralized Milano dataset

[59] identity POI 𝑘-anonymity no centralized R-Tree Portal

[60] identity POI 𝑘-anonymity no centralized Self generated

[61] identity POI 𝑘-anonymity no centralized Self generated

[62] identity POI 𝑘-anonymity yes decentralized Not available

[63] identity POI 𝑘-anonymity no decentralized Brinkhoff
Generator [78]

[64] identity POI 𝑘-anonymity no decentralized Self-generated

[65] identity POI 𝑘-anonymity no decentralized Brinkhoff
Generator [78]

[69] location continuous differential privacy no decentralized Geolife data set

[75] location and
query content

continuous obfuscation no centralized Self generated

[76] location continuous obfuscation no centralized Open Street Map

This paper identity POI 𝑘-anonymity yes decentralized Brinkhoff
Generator [78]
we extend the basic system model by introducing multiple services
and LTS competence overlap. This extension is not trivial, as it can
be realized by going in-depth in Section 6, because it affects both
the hierarchy topology and the position-notification mechanism, which
becomes much more tricky and needs some theoretical new results.
Another contribution not included in [30] is an evaluation of the
computational complexity of our hierarchical approach.
6

Moreover, a plausible business model is described in this paper, with
the aim to increase the concreteness of our proposal, starting from the
observation that the distributed LTS system may open new markets
allowing the entry of multiple organizations, possibly SMEs. This is a
relevant point, because, so far, the market of location-based services
seems destined to stay confined to the domain of huge international
players. Finally, we trace the road towards an implementation of our
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system exploiting the edge–cloud paradigm, which appears compliant
with both the hierarchical distributed system architecture and the local
(multicast) communication features. The experiments validate that the
above direction is convincing.

4. Approximate cloaking areas

In this section, we introduce our method to generate approximate
cloaking areas. First, recall that our method relies on any existing
algorithm for constructing reciprocal cloaking areas (refer to Defini-
tion 2.2). It is easy to see that, when considering a specific privacy
level 𝑘, the property of reciprocity implies location 𝑘-anonymity. We
recall that an algorithm is reciprocal if the returned cloaking area
encompasses a minimum of 𝑘 users and remains the same when the
algorithm is invoked by all these users. As discussed in Section 2, our
paper follows the notion of reciprocity defined in the existing literature,
as stated in Definition 2.2, wherein the same cloaking area is returned
to each user within the anonymity set 𝐴𝑆. Furthermore, throughout the
paper, we assume implicitly that the anonymity set comprises all users
belonging to the given cloaking area.

We are now ready to describe our approach. The method works
on a geographical area, say 𝐴, which consists of a set of positions.
Each position, as usual, corresponds to the classical GPS coordinates.
Consider that, even though an area of the territory is an infinite
compact set of positions, for our purpose, it does not matter to represent
areas in a strict sense. Indeed, we are interested only in those positions
associated with users. We denote the set of positions associated with all
users within area 𝐴 as 𝑃 ⊆ 𝐴, which is referred to as the actual position
set.

Our paper does not propose a new cloaking-area-construction algo-
rithm but provides a method to achieve approximate cloaking areas
starting from any existing cloaking-area-construction algorithm. We
formalize this aspect through the notion of Cloaking Oracle, which
represents any cloaking-area-construction algorithm. We highlight that
we require, the oracle, to be reciprocal.

Definition 4.1. A Cloaking Oracle 𝐴 (for the area 𝐴) is a partial func-
tion that receives as input a privacy requirement 𝑘, a set of positions
𝑄, and a position 𝑝 ∈ 𝑄, and returns, if any, a cloaking area 𝐶𝑄 ⊆ 𝐴
such that 𝑝 ∈ 𝐶𝑄 and satisfies 𝑘-reciprocity.

According to the definition of reciprocity recalled in Section 2, from
Definition 4.1 it follows that there exist at least 𝑘 positions 𝑝1,… , 𝑝𝑘 ∈
𝐶𝑄 ∩𝑄 including 𝑝 such that 𝐴(𝑘,𝑄, 𝑝1) = ⋯ = 𝐴(𝑘,𝑄, 𝑝𝑘) = 𝐶𝑄.

The Cloaking Oracle is a partial function because the existence
of a 𝑘-reciprocal cloaking area for each input is not guaranteed (for
example, if |𝑄| < 𝑘, no cloaking area can be built). But, as observed
earlier, we can consider as a Cloaking Oracle, an ideal algorithm.
Therefore, this aspect does not refer to a limit of our work, but only
to the intrinsic possible non-compliance of the distribution 𝑄 with the
privacy requirement.

Now, consider a partition 𝑍𝐴 of 𝐴 identifying sub-areas of the
territory. Each element of 𝑍𝐴 is called cell. As it will be clear in the
following, our method could work for any shape of the cells. However,
for the sake of simplicity we choose, in Section 5, to consider equi-sized
squares as cells.

Now, we introduce the following two definitions. The former intro-
duces a function that counts the number of users that belong to each
cell. The latter introduces a way to classify (into equivalence classes)
distributions of users in such a way that two distributions are equivalent
if preserve the same number of users per cell.

Definition 4.2. The aggregation mapping (on 𝑃 ) is a function 𝐷𝑃 ∶
𝑍𝐴 → N which, for each cell, returns the number of positions of 𝑃 in
it included. Formally, 𝐷 (𝑧) = |𝑧 ∩ 𝑃 |, for each 𝑧 ∈ 𝑍 .
7

𝑃 𝐴
Definition 4.3. Given 𝐷𝑃 , a set of positions 𝑃 ′ ⊆ 𝐴 is said equivalent
to 𝑃 , if 𝐷𝑃 = 𝐷𝑃 ′ (i.e., |𝑧 ∩ 𝑃 | = |𝑧 ∩ 𝑃 ′

|, for each 𝑧 ∈ 𝑍𝐴).

We denote by (𝐷𝑃 ) a given fixed generation schema (i.e., a de-
terministic function) of a set of positions equivalent to 𝑃 . Therefore,
given 𝐷𝑃 , any party (i.e., the various LTSs) that is aware of this schema
can deterministically generate the same set of positions 𝑃 ′ = (𝐷𝑃 )
equivalent to 𝑃 .

A straightforward way to implement  is as follows: the actual
positions in a cell are ordered according to their coordinates (e.g., using
coordinate-wise order). Then, for an equivalent set of positions, we
consider the equidistributed sequence of points in the cell. Each actual
position is associated with the nearest position in the set of equivalent
positions.

The intuitive role of function  is to enable the construction of a
𝑘-reciprocal cloaking area just by calling the Cloaking Oracle on a set
of positions 𝑃 ′ equivalent to 𝑃 . This will be clearer in the following
when the approximate-cloaking-area construction algorithm will be
described. Intuitively, the idea is that such an algorithm will be used
by LTSs organized in a hierarchy. While the LTS of the lowest level
(i.e., level 0) can use directly the actual positions, higher-level LTSs do
not know this set, but just the aggregation mapping, i.e., the number of
users per cell. Then, through  they are able to compute an equivalent
set of positions without knowing the actual set of positions.

Now, we introduce the following notations, adopted from now in
the paper:

• By 𝐴, we denote the given geographical area,
• by 𝑃 , we denote the given actual position set,
• by 𝑍𝐴 we denote the given partition of 𝐴, and
• by , we denote the given generation schema.

In the following definition, we introduce the concept of the ap-
roximate cloaking area. Informally, for a given cloaking area, its ap-
roximate cloaking area is defined as the union of cells that are (also
artially) overlapped by the original cloaking area.

efinition 4.4. Given a cloaking area 𝐶𝑄, for a certain set of positions
, we denote by 𝑆𝐶𝑄

= {𝑧 ∈ 𝑍𝐴|𝑧∩𝐶𝑄 ≠ ∅}. We define the approximate
loaking area (of 𝐶𝑄) as 𝐶𝑄 =

⋃

𝑧∈𝑆𝐶𝑄
𝑧.

𝑆𝐶𝑄
represents the set of cells that are involved by 𝐶𝑄 and that 𝐶𝑄

identifies a sub-area of 𝐴 including 𝐶𝑄.
We are ready to define the algorithm that allows us to build a 𝑘-

reciprocal clocking area by relying only on the aggregation mapping
𝐷𝑃 , instead of the actual set of positions 𝑃 , by exploiting the generation
schema .

We denote the Algorithm 1 by 𝑐𝑙𝑜𝑎𝑘(𝑘,𝐷𝑃 , 𝑝′) and call it approxi-
mate cloaking-area construction.

𝑐𝑙𝑜𝑎𝑘(𝑘,𝐷𝑃 , 𝑝′) receives as input:

• the privacy requirement 𝑘,
• an aggregation mapping 𝐷𝑃 ,
• 𝑝′ ∈ (𝐷𝑃 )

and outputs either fail or an approximate cloaking area.
𝑐𝑙𝑜𝑎𝑘 proceeds as follows:

1. Relying on 𝐷𝑃 and , it builds the position set 𝑃 ′ = (𝐷𝑃 )
(recall that 𝑃 ′ is equivalent to 𝑃 );

2. It calls 𝐴(𝑘, 𝑃 ′, 𝑝′). If the Oracle is not able to respond (i.e.,
𝐴(𝑘, 𝑃 ′, 𝑝′) is not defined), then 𝑐𝑙𝑜𝑎𝑘 returns fail, else (𝐶𝑃 ′ =
𝐴(𝑘, 𝑃 ′, 𝑝′)), the execution goes to the next step;

3. 𝑐𝑙𝑜𝑎𝑘 returns the approximate cloaking area 𝐶𝑃 ′ of 𝐶𝑃 ′ .

In Fig. 1, we report an example of execution of the approximate
cloaking-area construction.
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Fig. 2. Example of LTS hierarchy and approximate cloaking area for the LTS of level 1.
Algorithm 1 Approximate cloaking-area construction
Notation 𝐴: the Cloaking Oracle for the area 𝐴
Notation : the generation schema
Input 𝑘: privacy requirement
Input 𝐷𝑃 : aggregation mapping
Input 𝑝′: a position in (𝐷𝑃 )
Output fail or 𝐶𝑃 ′

1: 𝑃 ′ = (𝐷𝑃 )
2: if (𝐴(𝑘, 𝑃 ′, 𝑝′) is not defined) then
3: return fail
4: else
5: 𝐶𝑃 ′ = 𝐴(𝑘, 𝑃 ′, 𝑝′)
6: return 𝐶𝑃 ′ of 𝐶𝑃 ′

7: end if

Specifically, map (a) represents the geographical area 𝐴 divided
into cells by 𝑍𝐴, including a certain set of users with actual positions
𝑃 , and a given position (in red), which the LBS request comes from.
To understand the meaning of the red and green areas, we need first
to describe the other maps. Suppose that the privacy requirement is
𝑘 = 12 so that the final cloaking area must include at least 12 users. Map
(b) denotes the application of the aggregation function on 𝑃 . Finally,
map (c) shows the redistribution 𝑃 ′ = (𝐷𝑃 ) of users (preserving the
aggregation mapping), the cloaking area 𝐶𝑃 ′ (in green) returned by the
Cloaking Oracle, and the approximate cloaking area 𝐶𝑃 ′ (in red). The
example shows that even though the Cloaking Oracle returns on 𝑃 ′ the
green cloaking area fulfilling the privacy requirement (as it includes
𝑘=12 positions), being 𝑃 ′ a set of dummy positions, the cloaking area
itself could be not valid if applied to the actual position set 𝑃 . This is the
case we are representing. Indeed, when projecting the green cloaking
area from map (c) to map (a), we see that the actual involved positions
are fewer than the required number (as they are 10 positions).

In contrast, the red approximate cloaking area, which, by construc-
tion, includes the same number of positions if applied to either 𝑃 or
𝑃 ′ (for 𝑃 and 𝑃 ′ equivalent), satisfies the privacy requirement as the
number of actual (or dummy) included positions equal to 16.

For simplicity, in this example, we did not consider the reciprocity
property.

5. The distributed LTS

In this section, we describe the LTS organization. The area 𝐴 is
divided into 𝑛 rectangles each containing a number of square cells in
𝑍𝐴. Let 𝐴𝑍 = {𝐴1,… , 𝐴𝑛} denote the set of such rectangles. The choice
of the rectangle as the shape of an elementary group of cells is done
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only for the sake of simplicity. Any other shape could be utilized in
principle.

In our system, multiple hierarchical LTSs are adopted, each possi-
bly managed by an autonomous organization. They are organized as
follows. Each rectangle, called 0-zone, is under the responsibility of an
LTS of level 0. Each LTS of level 0 responsible for the 0-zone 𝐴𝑖 (with
1 ≤ 𝑖 ≤ 𝑛) knows a subset of actual positions 𝑃𝑖 ⊆ 𝑃 representing the
actual positions of the users in the 0-zone 𝐴𝑖.

The LTSs system basically implements a forest of tree spatial indices.
Specifically, a number of LTSs of level 0 managing adjacent 0-zones
constitutes the set of children of an LTS of level 1. Such an LTS is
responsible for a 1-zone obtained as the union of the 0-zones which
each of its children is responsible for and knows only the restriction of
the aggregation mapping 𝐷𝑃 to the subset of 𝑃 involved by the 0-zones
forming the 1-zone of its competence.

In general, a number of LTSs of level 𝑖 managing adjacent 𝑖-zones
constitutes the set of children of an LTS of level 𝑖 + 1. Such an LTS is
responsible for an (𝑖+1)-zone obtained as the union of the 𝑖-zones which
each of its children is responsible for. It knows only the restriction of
the aggregation mapping 𝐷𝑃 to the subset of 𝑃 involved by the 0-zones
mapped to the (𝑖+1)-zone of its competence. In other words, each LTS
of level 𝑖 > 0 has competence on a number of rectangles of 𝐴 and,
then, on the involved cells but knows only, for each cell, the number
of users positioned in it and not the exact position. This happens also
for the root of each tree, which is set in such a way that the size of the
map of its competence is feasible. This is why we have not a single tree
but a forest of trees. We assume that all the LTSs share the generation
schema .

The LTS hierarchical organization is sketched in Fig. 2.(a). In detail,
there are three 0-zones, colored in green, red, and blue, respectively,
and their LTSs of level 0. Users are also represented. The red user is
submitting an LBS query. The union of these three 0-zones forms the
1-zone of competence of the black LTS of level 1. Fig. 2.(b) reports
the view from the black LTS of this 1-zone (which includes only the
aggregation mapping). The red dot corresponds to the position which
the query comes from. The red-line ellipse and the black-line region
will be described later.

5.1. Registration

When a user enters a 0-zone, it performs a pseudonymous registra-
tion to the LTS of level 0 responsible for such a zone.

Each LTS of level 𝑖 ≥ 0 (in a tree of the forest) knows its parent LTS
(of level 𝑖+1) according to the LTS hierarchy defined above. Similarly,
each LTS of level 𝑖 ≥ 1 knows all its children (LTS of level 𝑖 − 1).
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Fig. 3. Position notification.
5.2. Position notification

Periodically, with a given frequency, each user located in a 0-zone
𝐴𝑖 sends their position to the LTS of level 0 responsible for that 0-zone.
Therefore, such LTS, say 𝐿, knows the set of positions 𝑃𝑖 of the users
in the 0-zone. This step of the position notification process is called
detailed position notification.

Now, we describe how aggregate positions are notified to the higher
levels of the LTS hierarchy. We call this task aggregate mapping notifica-
tion. Let us consider the LTS 𝐿 again. We denote by 𝐷𝑃𝑖 , the restriction
of 𝐷𝑃 to 𝑃𝑖. 𝐿 can compute 𝑃 ′

𝑖 = (𝐷𝑃𝑖 ). Then, it builds and maintains a
one-to-one correspondence  between the sets 𝑃𝑖 and 𝑃 ′

𝑖 in such a way
that any actual position 𝑝 ∈ 𝑃𝑖 is associated with a dummy position
(𝑝) ∈ 𝑃 ′

𝑖 such that 𝑝,(𝑝) ∈ 𝑧 for some 𝑧 ∈ 𝑍𝐴 (i.e., 𝑝 and (𝑝) are in
the same cell). As we will clarify in Section 8, this is done to guarantee
𝑘-reciprocity (not with the purpose of hiding the actual position).

Periodically, 𝐿 sends 𝐷𝑃𝑖 to its parent LTS (of level 1). This counts
the number of users for each cell contained in its 0-zone. At this point,
the LTS of level 1, by merging the information coming from its children,
is able to know the restriction of 𝐷𝑃 to 𝑃 ∗, where 𝑃 ∗ is the set of the
positions of the users in the 1-zone which such an LTS is responsible
for. Note that it does not know 𝑃 ∗. Periodically, this restriction of 𝐷𝑃
is sent to its parent LTS (of level 2). The process is iterated until the
root of the tree is reached.

The position notification procedure is sketched in the sequence
diagram of Fig. 3.

5.3. LBS request processing

Suppose a user in position 𝑝 performs an LBS request. To prevent
the global adversary from identifying that a user submits a query to
the LBS provider, the user replaces one of the messages of the detailed
position notification (intended for the LTS of level 0 responsible for the
0-zone which the user is located in) with the LBS request including the
position 𝑝 and an on-the-fly key 𝐾. Suppose that such 0-zone is 𝐴 and
9

𝑖

the set of positions of the users including in it is 𝑃𝑖, this LTS invokes
the Cloaking Oracle 𝐴(𝑘, 𝑃𝑖, 𝑝).

We distinguish 2 cases. The first case is when the Cloaking Oracle
outputs a cloaking area 𝐶𝑃𝑖 . In this case, the LTS can directly perform
the request to the LBS provider. After receiving the response and
(possibly) filtering it, the LTS sends the response encrypted with 𝐾 in
multicast to the users included in the cloaking area.

The second case occurs when the Cloaking Oracle fails. If this
happens, the LTS of level 0 forwards the request to its parent LTS (of
level 1), replacing 𝑝 with 𝑝′ = (𝑝).

Again, to conceal the transmission of a request, the LTS of level 0
substitutes one of the messages in the aggregate mapping notification
(intended for its parent) with the request itself. At this point, the LTS
of level 1 invokes 𝑐𝑙𝑜𝑎𝑘 by passing as input the privacy requirement 𝑘,
the restriction of the aggregation mapping to the positions set included
in the 1-zone of its competence, and the position 𝑝′.

Since 𝑐𝑙𝑜𝑎𝑘 might positively respond or fail, we have to distinguish
two cases again. If 𝑐𝑙𝑜𝑎𝑘 succeeds, then it returns an approximate
cloaking area and the LTS of level 1 performs the request to the LBS
provider. When it receives the response, filters it, and starts what
we define as the cloaking multicast mechanism. This mechanism first
requires the selection of the children LTSs of level 0 which the filtered
response has to be sent to. The selection is done by finding the LTSs
of level 0 which are responsible for at least one cell included in the
approximate cloaking area. Then, the filtered response is multicasted
to such LTSs encrypted with 𝐾. In turn, each LTS sends the response in
multicast to all the users belonging to the involved cells.

Otherwise (i.e, 𝑐𝑙𝑜𝑎𝑘 fails), the request is forwarded (by replacing,
as usual, an aggregate-mapping-notification message) by the LTS of
level 1 to its parent. The process is iterated until the root of the tree.
The LBS request can be satisfied only if, eventually, an LTS is able to
positively respond.

We report, in Fig. 4, a sequence diagram that describes how the LBS
request is processed, in the case in which the Cloaking Oracle fails for
the LTS of level 0 and it is successfully for the LTS of level 1.
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Fig. 4. LBS request.
In Fig. 2.(b), an example of an approximate cloaking area built
by an LTS of level 1 is depicted. The red-line ellipse represents the
cloaking area returned by the Cloaking Oracle invoked by the black
LTS. The black-line region is the approximate cloaking area of the
previous cloaking area.

6. Service management, LTS overlapping, and implementation as-
pects

The goal of this paper is to present a practical solution grounded in
a theoretical framework for implementing a real-life LTS system. In this
section, we introduce enhancements to the model to address practical
considerations. Specifically, we introduce the dimension of the service,
to allow an LTS to be involved only in some specific services from those
available in the territory.

To provide more flexibility with respect to the basic model pre-
sented in Section 5, we allow also LTS competence overlapping, at any
level of the hierarchy, thus moving from a forest of trees to a set of
acyclic graphs.

We start by defining the role of the organizations involved in
the system. The users belong to the set 𝑈 . We assume that they are
dentified by their positions in 𝑃 .

• An organization, called SP, providing the set of location-based
services 𝑆𝐴 in the area 𝐴.

• A set of organizations 𝐿𝑖 = {𝐿𝑖
1,… , 𝐿𝑖

𝑚𝑖
} (0 ≤ 𝑖 ≤ 𝑖𝑚𝑎𝑥) interested

in providing the LTS services at level 𝑖. 𝑖𝑚𝑎𝑥 represents the highest
level of the LTS hierarchy (possible real-life values for 𝑖𝑚𝑎𝑥 are 3
or 4) and 𝑚𝑖 represents the cardinality of the set of organizations
at level 𝑖.
10
• The telephone service provider TSP supporting communications.

An agreement between SP and TSP exists, to implement an edge–
cloud solution sketched at the end of this section. Let ST be the entity
representing this agreement. ST can play the role of a global passive
adversary because it has the technological capabilities to monitor all
the traffic generated and received by the users. Clearly, agreements
between LTSs and TSP also exist to make edge–cloud communication
effective. Indeed, queries are sent to LSTs and then forwarded to SP,
and then also the communication between the user and the LTSs has to
exploit the edge–cloud paradigm.

We define now a number of mappings associating services with
0-zones, LTSs, and users, and defining the LTS hierarchy.

• A mapping returning the set of services on which a given LTS
of level 0 works in a certain 0-zone: 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠 ∶ 𝐿0 × 𝐴𝑍 → 2𝑆𝐴 .
To define this mapping, every LTS of level 0 establishes which
services it wants to support. A given LTS of level 0 keeps only
the restriction of the function 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠 regarding itself. This allows
us to store the information close to the user, coherently with the
edge–cloud paradigm. Obviously, this information is notified to
all the registered users.

• A mapping returning the set of LTSs of level 0 working on a given
0-zone: 𝑧𝑒𝑟𝑜_𝑙𝑡𝑠 ∶ 𝐴𝑍 → 2𝐿0 . This mapping is managed by ST,
and, again, notified to all the users occurring in a given 0-zone,
concerning its restriction to this 0-zone.

• A mapping returning the set of LTSs of level 𝑖 + 1 with which a
given LTS of level 𝑖 (0 ≤ 𝑖 ≤ 𝑖𝑚𝑎𝑥−1) has established an agreement

𝑖 𝐿𝑖+1
to forward users’ requests: 𝑢𝑝𝑖 ∶ 𝐿 → 2 , and a mapping
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returning the set of LTS of level 𝑖 − 1 with which a given LTS
of level 𝑖 has established an agreement to receive users’ requests:
𝑑𝑜𝑤𝑛𝑖 ∶ 𝐿𝑖 → 2𝐿𝑖−1 .

• A mapping defining the set of services to which a user does not
want to collaborate for the construction of the cloaking area:
𝑑𝑒𝑛𝑦_𝑠 ∶ 𝑈 → 2𝑆𝐴 . This mapping is defined by the user and is
notified to and kept by the LTSs of level 0 to which the user is
registered.

• A mapping returning, for a given LTS of level 0, say 𝐿, a service
𝑠 ∈ 𝑆𝐴, and a 0-zone 𝐴𝑗 ∈ 𝐴𝑍 , a set of positions 𝑃𝐿

𝑗 corresponding
to users belonging to 𝐴𝑗 of competence of 𝐿, registered with the
LTS 𝐿, who did not deny the service 𝑠 and 𝑠 ∈ 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠(𝐿,𝐴𝑗 ):
𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 ∶ 𝐿0 ×𝑆𝐴 ×𝐴𝑍 → 2𝑃 , where 𝑃 , we recall, is the set of all
the positions as defined in Section 4.
The set 𝑃𝐿

𝑗 , referring to the 0-zone 𝐴𝑗 , will be used by any LTS
of level 0 𝐿 of competence of 𝐴𝑗 , to build a cloaking area only
for a query regarding the service 𝑠. Each LTS of level 0 keeps the
proper restriction of this mapping, which is populated thanks to
the detailed position notification described in Section 5.2.
Given a cell 𝑧 ∈ 𝑍𝐴 included in 𝐴𝑗 , we denote by 𝑃𝐿

𝑗 [𝑧], the subset
of the positions of 𝑃𝐿

𝑗 belonging to the cell 𝑧.

Since the LTSs of level 𝑖 may require the collaboration of LTSs of level
𝑖+1 to satisfy a request on a given service, we require that each LTS of
level 𝑖 (with 𝑖 > 0), say 𝐿𝑖

𝑥, supports all the services supported by the
LTSs in 𝑑𝑜𝑤𝑛𝑖(𝐿𝑖

𝑥).
The inclusion of multiple services and the changes introduced in the

LTS hierarchy do not impact the mechanism by which the cloaking area
is constructed, provided that this is done by selecting just the proper
dimension (i.e., the service), to avoid intersection attacks. For example,
suppose that in the 0-zones 𝐴𝑖 the services 𝑠1 and 𝑠2 are provided, and,
in the adjacent 0-zone 𝐴𝑗 the services 𝑠2 and 𝑠3 are provided. Now,
consider a user belonging to 𝐴𝑖 who submits a query regarding the
service 𝑠1 that cannot be resolved by the LTS of level 0. If we allow
the LTS of level 1 to use all positions (independently of the service)
in 𝐴𝑖 and 𝐴𝑗 to build the cloaking area, then the adversary can infer
that the actual anonymity set of users is restricted to 𝐴𝑖 thus breaking
𝑘-anonymity. To avoid this, for a query on a service 𝑠, the positions that
can be used for this service at any level of the hierarchy must come from
0-zones in which 𝑠 is provided. This allows us, for the security analysis
provided in Section 8, to consider the simpler model of a single service.

The introduction of the new features in the system model affects
only the registration phase and the position notification.

6.1. Impact on the registration phase

The registration phase defined in Section 5.1 is affected by the in-
clusion of multiple services and LTS competence overlapping basically
due to the mapping 𝑑𝑒𝑛𝑦𝑠 and to the fact that the user can choose the
LTSs to contact for any service.

Specifically, the registration is modified as follows. Each user per-
forms a global registration (in pseudonymous form) with ST and obtains
a global pseudonymous ID.

When a user requires the collaboration of an LTS of level 0 to obtain
a service, they perform a local registration with such an LTS and provide
it with their global pseudonym. Therefore, all the LTSs of level 0 to
which the user is registered will own its global pseudonymous ID. As
it will be clear in the next section, we need a unique identifier for the
users because the higher-level LTSs should have a global view (even
in aggregate form) of the user distribution. Therefore, users who are
registered with multiple LTSs of a given 0-zone should be counted
once, and then their records should be reconciled. The exact mechanism
to obtain this goal without breaking users’ privacy is explained in
Section 6.2.

Given a user 𝑢 belonging to a 0-zone 𝐴𝑗 , 𝑢 can perform the local
registration with one or more LTSs of level 0 belonging to the set
11

𝑧𝑒𝑟𝑜_𝑙𝑡𝑠(𝐴𝑗 ).
For each LTS 𝐿0
𝑖 chosen by the 𝑢, we assume by default that 𝑢

provides their positions to build cloaking areas for all the services in
𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠(𝐿0

𝑖 , 𝐴𝑗 ). Anyway, 𝑢 can specify the services from which they
choose not to adhere and communicate this preference to the selected
LTSs of level 0. This operation represents the manner in which the
function 𝑑𝑒𝑛𝑦 is updated.

6.2. Impact on the position notification

The revision of the basic model provided in Section 6 has an impact
on the position notification defined in Section 5.2. This basically hap-
pens due to the presence of multiple services and to LTSs competence
overlapping.

The presence of multiple services induces a trivial change. Indeed,
when a user denies a service, all the LTSs of level 0 in which the user is
registered should be made aware of this denial. Therefore, the position
of that user is not considered for that service. Moreover, the view of
the positions of the users is specific for a certain service, as induced by
the definition of the mapping 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠 introduced earlier.

From now on, consider implicitly given a service 𝑠, and only those
users who did not deny this service.

Concerning the detailed position notification, the only difference
with respect to the basic definition is that the set of positions that is
updated by an LTS of level 0, say 𝐿, working on a 0-zone 𝐴𝑗 , is just the
partial view 𝑃𝐿

𝑗 = 𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛𝑠(𝐿, 𝑠, 𝐴𝑗 ) of the overall set of positions of
users belonging to 𝐴𝑗 . Therefore, two LTSs 𝐴 and 𝐵 of level 0 working
on the same 0-zone, may have a different view of the positions of
the users occurring in this 0-zone. In other words, it may happen that
𝑃𝐴
𝑗 ≠ 𝑃𝐵

𝑗 , because there could be a difference between the set of users
registered with 𝐴 and registered with 𝐵.

Also the aggregate mapping notification to the higher level is af-
fected by the overlapping of LTSs of level 0. For instance, it might
happen that on a given cell 𝑧 ∈ 𝑍𝐴, belonging to the 0-zone 𝐴𝑗 , there
are two LTS of level 0 of competence, say 𝐴 and 𝐵. In this case, some
users located in the cell 𝑧 could be registered only with 𝐴, some users
could be registered just with 𝐵, and other users could be registered with
both 𝐴 and 𝐵. Let denote by 𝑘𝐴 (𝑘𝐵 , respectively) the number of users
registered only with 𝐴 (𝐵, respectively) and let 𝑘𝐴𝐵 the number of users
registered with both 𝐴 and 𝐵. It happens that, the actual restriction
of the aggregation mapping to notify to the proper LTSs of level 1
should be 𝑘𝐴 +𝑘𝐵 +𝑘𝐴𝐵 . Unfortunately, thanks to the detailed position
notification, the only information available to 𝐴 is |𝑃𝐴

𝑗 [𝑧]| = 𝑘𝐴 + 𝑘𝐴𝐵 ,
whereas the information available to 𝐵 is |𝑃𝐵

𝑗 [𝑧]| = 𝑘𝐵 + 𝑘𝐴𝐵 . To
overcome this drawback, the two LTSs should know the cardinality
of the intersection between the |𝑃𝐴

𝑗 [𝑧]| users registered with 𝐴 and
the |𝑃𝐵

𝑗 [𝑧]| users registered with 𝐵. To avoid unwanted leakage of
privacy, this task can be accomplished by using an efficient protocol
for multi-party private set intersection cardinality (MPSI-CA), like those
proposed in [79,80], or an approximate technique, to achieve better
efficiency, like that proposed in [81] (in this case, an extra value of
the privacy level 𝑘 should be set to guarantee that the anonymity
threshold 1

𝑘 is fulfilled). MPSI-CA is a secure multi-party-computation
(SMPC) protocol, allowing any party among a group of participants,
each owning a private set of items, to compute the cardinality of the
intersection of these sets, without learning anything about the sets of
the other participants. This way, in our case, 𝐴 knows nothing about
users of 𝐵 (not registered to 𝐴) and vice versa.

To generalize the above case (and then, also to understand why we
need to compute private set intersection cardinality among multiple
parties — more than two), we introduce the following notions.

Definition 6.1. Given a cell 𝑧 ∈ 𝑍𝐴, we denote by 𝐿𝑧 the set of LTSs
of level 0 supporting the service 𝑠 in 𝑧. Given a set of LTSs of level 0
𝑋 ⊆ 𝐿𝑧, we define now the following recursive notion:

𝑐∅ = |

|

|

⋂

𝑌∈𝐿𝑧
𝑃 𝑌
𝑗 [𝑧]||

|

|

⋂ 𝑌 |

∑

𝑐𝑋 = |

|

𝑌∈𝐿𝑧⧵𝑋
𝑃𝑗 [𝑧]|

|

− 𝑌 ⊂𝑋 𝑐𝑌
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From Definition 6.1, it is not clear the meaning of 𝑐𝑋 . Thanks to the
following theorem, we prove that 𝑐𝑋 is the number of users registered
with all and only the LTSs of level 0 in 𝐿𝑧 but not in 𝑋.

Theorem 6.1. Given a cell 𝑧 ∈ 𝑍𝐴, and a set of LTSs of level 0 𝑋 ⊆ 𝐿𝑧,
𝑐𝑋 is the cardinality of the set of the users who are registered with all and
only the LTSs of level 0 belonging to the set 𝐿𝑧 ⧵𝑋.

roof. We proceed by induction on the cardinality of the set 𝑋, by
roving that the property stated in the theorem holds when |𝑋| ≤ 𝑘,
or any 𝑘 ≥ 0.

Basis. (i.e., |𝑋| ≤ 0). In this case, 𝑋 = ∅, and then, trivially,
∅ = |

|

|

⋂

𝑌∈𝐿𝑧
𝑃 𝑌
𝑗 [𝑧]||

|

represents the set of the users who are registered
ith all and only the LTSs of level 0 belonging to the set 𝐿𝑧.

Induction. We have to show that if the theorem statement holds for
ny set 𝑋 with |𝑋| ≤ 𝑘, it also holds for any set 𝑋 with |𝑋| ≤ 𝑘 + 1.
ccording to Definition 6.1, 𝑐𝑋 = |

|

|

⋂

𝑌∈𝐿𝑧⧵𝑋
𝑃 𝑌
𝑗 [𝑧]||

|

−
∑

𝑌 ⊂𝑋 𝑐𝑌 .
The term |

|

|

⋂

𝑌∈𝐿𝑧⧵𝑋
𝑃 𝑌
𝑗 [𝑧]||

|

counts all the users who are registered
ith all the LTSs of level 0 belonging to the set 𝐿𝑧 ⧵𝑋. We denote by
, this term.

However, 𝐴 also includes those users who are registered also with
TSs in 𝑋. To prove induction, we have to show that 𝑐𝑋 does not
lso count these users. This actually happens thanks to the subtractive
econd term. Indeed, by the inductive hypothesis, for any 𝑌 ⊂ 𝑋 (and,
hus, |𝑌 | ≤ 𝑘), 𝑐𝑌 represents the set of the users who are registered
ith all and only the LTSs of level 0 belonging to the set 𝐿𝑧 ⧵ 𝑌 . Then,
𝑌 ⊂𝑋 𝑐𝑌 represents the number of users who are registered with all the

TSs of level 0 belonging to the set 𝐿𝑧 ⧵𝑋 and at least one LTS of level
in 𝑋. We denote by 𝐵, the term ∑

𝑌 ⊂𝑋 𝑐𝑌 .
As 𝐴 is the number of users who are registered with all the LTSs of

evel 0 belonging to the set 𝐿𝑧⧵𝑋 and 𝐵 is the number of users who are
egistered with all the LTSs of level 0 belonging to the set 𝐿𝑧 ⧵𝑋 and
t least one LTS of level 0 in 𝑋, we have that the difference 𝐴−𝐵 = 𝑐𝑋
epresents the number of users who are registered with all the LTSs of
evel 0 belonging to the set 𝐿𝑧 who are not registered with any LTSs of
evel 0 in 𝑋. The proof is then concluded. □

With this result in hand, we can now describe how each LTS of level
in 𝐿𝑧 computes the number of users belonging to cell 𝑧 to notify it

o the higher LTS level. This number, denoted by 𝑛𝑧, is independent of
he LTS counting it because it counts the overall number of users not
enying the service 𝑠 registered with any of the LTSs in 𝐿𝑧.

We assume that, preliminarily, in each 0-zone 𝐴𝑗 , all the LTSs of
evel 0 operating on it (𝐿𝑧, for each 𝑧 in 𝐴𝑗) know each other (this task
an be supported by ST). The protocol can proceed as follows, cell by
ell (in parallel) in the 0-zone:

• For each subset of LTSs in 𝐿𝑧, the MPSI-CA (multi-party pri-
vate set intersection cardinality) protocol is executed among the
corresponding sets of registered users to obtain the cardinality
of the intersection of such sets. The overall effort of this step
is 2|𝐿𝑧| − |𝐿𝑧| − 1 MPSI-CA executions. This is not prohibitive
because we expect, in real-life situations, very few LTSs per 0-
zone. Moreover, due to the parallel execution of the intersections,
the overall computation is bounded by one MPSI-CA execution
among |𝐿𝑧| sets.

• Each LTS in 𝐿 ∈ 𝐿𝑧 notifies to all the LTSs of level 1 in 𝑢𝑝0(𝐿)
the following information: (1) |𝑃𝐿

𝑗 [𝑧]|, and (2) the result of any
executed intersection in which 𝐿 is involved. To avoid duplication
of communication, we could establish some P2P protocol among
the involved LTSs. For simplicity, we omit this aspect. Eventually,
each LTS of level 1 is aware of all the needed information to
compute 𝑐𝑋s, for each subset 𝑋 ⊆ 𝐿𝑧.

• At this point each LTS of level 1 can compute 𝑛𝑧. This is done
by choosing any LTS of level 0, say 𝐴, and then by computing:
𝑛 = |𝑃𝐴[𝑧]| +

∑

𝑐 . This immediately follows from
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𝑧 𝑗 {𝑌∈2𝐿𝑧 | 𝐴∈𝑌 } 𝑌
Definition 6.1 and Theorem 6.1, due to the fact that, for two
distinct subsets of LTSs 𝑋1 and 𝑋2, the corresponding 𝑐𝑋s re-
fer to disjoint sets. Therefore, the second term of the previous
expression counts all the users not registered with 𝐴.

• The LTSs of level 1 forward the value 𝑛𝑧 to the LTSs of level 2,
and so on to the root.
The value 𝑛𝑧 is forwarded by the LTSs of level 1 to the higher
level, and so on.

In the next example, we give an instance of the application of our
protocol to a case with three LTSs of level 0 and 1 LTS of level 1.

Example 6.1. Suppose that, for a given cell 𝑧 in the 0-zone 𝐴𝑗 , there
re three LTSs of level 0 operating on it, i.e., 𝐿𝑧 = {𝐴,𝐵, 𝐶}. Suppose
hat 𝑢𝑝0(𝐴) = 𝑢𝑝0(𝐵) = 𝑢𝑝0(𝐶) = {𝐷}, that is the three LTSs of level 0 are
own just 1 LTS of level 1. Now, we show how our protocol is executed.
or simplicity, we denote by 𝐼𝑋 = 𝑃𝑋

𝑗 [𝑧], for any LTS 𝑋 ∈ 𝐿𝑧. The
verall number of MPSI-CAs to perform is 4 (i.e., 23 − 3 − 1). They are:
1) 𝐼𝐴,𝐵,𝐶 = |𝐼𝐴 ∩ 𝐼𝐵 ∩ 𝐼𝐶 |; (2) 𝐼𝐴,𝐵 = |𝐼𝐴 ∩ 𝐼𝐵|, (3) 𝐼𝐴,𝐶 = |𝐼𝐴 ∩ 𝐼𝐶 |,
nd (4) 𝐼𝐵,𝐶 = |𝐼𝐵 ∩ 𝐼𝐶 |. Once they are executed, 𝐼𝐴,𝐵,𝐶 , 𝐼𝐴,𝐵 , 𝐼𝐴,𝐶 ,
𝐵,𝐶 , |𝐼𝐴|, |𝐼𝐵|, and |𝐼𝐶 | are notified to 𝐷.

At this point, 𝐷 is able to compute the following:

𝑐∅ = 𝐼𝐴,𝐵,𝐶
𝑐{𝐴} = 𝐼𝐵,𝐶 −

∑

𝑌 𝑠𝑢𝑏𝑠𝑒𝑡{𝐴} 𝑐𝑌 = 𝐼𝐵,𝐶 − 𝐼𝐴,𝐵,𝐶
𝑐{𝐵} = 𝐼𝐴,𝐶 −

∑

𝑌 𝑠𝑢𝑏𝑠𝑒𝑡{𝐵} 𝑐𝑌 = 𝐼𝐴,𝐶 − 𝐼𝐴,𝐵,𝐶
𝑐{𝐶} = 𝐼𝐴,𝐵 −

∑

𝑌 𝑠𝑢𝑏𝑠𝑒𝑡{𝐶} 𝑐𝑌 = 𝐼𝐴,𝐵 − 𝐼𝐴,𝐵,𝐶
𝑐{𝐴,𝐵} = |𝐼𝐶 | −

∑

𝑌 𝑠𝑢𝑏𝑠𝑒𝑡{𝐴,𝐵} 𝑐𝑌 = |𝐼𝐶 | − (𝑐{𝐴} + 𝑐{𝐵} + 𝑐∅) =
= |𝐼𝐶 | − (𝐼𝐵,𝐶 − 𝐼𝐴,𝐵,𝐶 + 𝐼𝐴,𝐶 − 𝐼𝐴,𝐵,𝐶 + 𝐼𝐴,𝐵,𝐶 ) =
= |𝐼𝐶 | − 𝐼𝐵,𝐶 − 𝐼𝐴,𝐶 + 𝐼𝐴,𝐵,𝐶

𝑐{𝐵,𝐶} = |𝐼𝐴| −
∑

𝑌 𝑠𝑢𝑏𝑠𝑒𝑡{𝐵,𝐶} 𝑐𝑌 = |𝐼𝐴| − (𝑐{𝐵} + 𝑐{𝐶} + 𝑐∅) =
= |𝐼𝐶 | − (𝐼𝐴,𝐶 − 𝐼𝐴,𝐵,𝐶 + 𝐼𝐴,𝐵 − 𝐼𝐴,𝐵,𝐶 + 𝐼𝐴,𝐵,𝐶 ) =
= |𝐼𝐶 | − 𝐼𝐴,𝐶 − 𝐼𝐴,𝐵 + 𝐼𝐴,𝐵,𝐶

𝑐{𝐴,𝐶} = |𝐼𝐵| −
∑

𝑌 𝑠𝑢𝑏𝑠𝑒𝑡{𝐴,𝐶} 𝑐𝑌 = |𝐼𝐵| − (𝑐{𝐴} + 𝑐{𝐶} + 𝑐∅) =
= |𝐼𝐵| − (𝐼𝐵,𝐶 − 𝐼𝐴,𝐵,𝐶 + 𝐼𝐴,𝐵 − 𝐼𝐴,𝐵,𝐶 + 𝐼𝐴,𝐵,𝐶 ) =
= |𝐼𝐵| − 𝐼𝐵,𝐶 − 𝐼𝐴,𝐵 + 𝐼𝐴,𝐵,𝐶

Now, 𝐷 can compute 𝑛𝑧, by choosing any LTS, say 𝐴:

𝑧 = |𝐼𝐴| +
∑

{𝑌∈2𝐿𝑧 | 𝐴∈𝑌 }

𝑐𝑌 = |𝐼𝐴| + (𝑐{𝐴} + 𝑐{𝐴,𝐵} + 𝑐{𝐴,𝐶})

.3. Computational complexity

In this section, we evaluate the computational complexity of our
ethod by considering the most general case of multiple services
anaged by possible overlapping LTSs.

We denote by 𝑁𝑢 the total number of users in the system and by 𝑁𝑠
he total number of services offered in the system.

We have to analyze the computation complexity of the three func-
ions supported by our method, namely registration, position notifica-
ion, and LBS-request processing.

.3.1. Registration
Each LTS 𝐿 manages a given number of users 𝑁𝑢(𝐿) located in the

ones it manages. Moreover, 𝐿 manages a number 𝑁𝑠(𝐿) of services.
ince each user may adhere to different services, a way in which this
apping can be implemented is through a hash table that associates

ach service with the list of users adhering to such service.
In terms of space, the size of the hash table is 𝑁𝑢(𝐿) ⋅𝑁𝑠(𝐿).
Since, 𝑁𝑢(𝐿) ∈ 𝑂(𝑁𝑢) and 𝑁𝑠(𝐿) ∈ 𝑂(𝑁𝑠), the space required for

ach LTS is 𝑂(𝑁𝑢 ⋅𝑁𝑠).
We observe that this is the same size required for a centralized

pproach with a single LTS managing all the users and all the services
imultaneously.

Each time a user joins the system, the user will be inserted in each
ist associated with each service to which the user adheres. Since each
nsertion can be performed in constant time (𝑂(1)), the total cost of the
egistration phase for the LTSs of level 0 is 𝑂(𝑁 ).
𝑠



Computer Networks 243 (2024) 110301F. Buccafurri et al.
6.3.2. Position notification
Concerning the phase of position notification, we distinguish be-

tween the LTSs of level 0 and LTSs of higher levels.
Each LTS of level 0 receives the actual positions of the users and

updates the current positions. The cost of this operation is 𝑂(𝑁𝑢) in the
worst case in which all the users of the system are located in the same
0-zone.

In addition, as discussed in Section 6.2, each LTS 𝐿 of level 0
computes the aggregation mapping through a number of MPSI-CA
executions. We denote by 𝑓𝑚(𝑁𝐿, 𝑁𝑐 ) the cost of a single MPSI-CA
execution among 𝑁𝐿 parties and sets of cardinality 𝑁𝑐 . In our case,
𝑁𝐿 is the number of LTSs of level 0 covering the same 0-zone of 𝐿 and
sharing with 𝐿 at least one service. 𝑁𝑐 represents the number of users
in a cell.

We recall that the number of MPSI-CA executions is 2𝑁𝐿 − |𝑁𝐿|−1.
Then, we can conclude that the total cost of the position notification
performed by 𝐿 is 𝑂(𝑁𝑠 ⋅ (2𝑁𝐿 ⋅ 𝑓𝑚(𝑁𝐿, 𝑁𝑐 ) +𝑁𝑢)).

To understand if the above cost leads to infeasibility for large
real-life inputs, we have to analyze the two components 2𝑁𝐿 and
𝑓𝑚(𝑁𝐿, 𝑁𝑐 ). From the other components, we do not have sources of po-
tential infeasibility (note that the cost depends linearly on the number
of services and the number of users).

Let us start from 2𝑁𝐿 . We observe that, despite its exponentiality,
this component does not affect the actual scalability of the method.
Recall, indeed, LTSs of level 0 are organizations providing a local
service in a 0-zone. Even in a very dense scenario, we expect that the
number of different organizations covering the same 0-zone is very
small (a significant growth of overlapping LTSs in the same 0-zone is
not plausible from the business point of view).

Concerning 𝑓𝑚(𝑁𝐿, 𝑁𝑐 ), we observe that there are highly efficient
private set intersection techniques. For instance, [80] proposes a tech-
nique with a cost that grows linearly in the number of participants (𝑁𝐿
in our case) and the maximum size of the sets (𝑁𝑐 in our case).

Concerning higher-level LTSs, they will receive the aggregation
mapping from lower-level LTSs. Since the aggregation mapping counts
(in aggregate form) all the users in the various cells, it requires a space
of 𝑂(𝑁𝑠 ⋅𝑁𝑢) to be stored and a time 𝑂(𝑁𝑠 ⋅𝑁𝑢) to be updated.

Therefore, from the analysis above, it appears that our method is
feasible and scalable in realistic settings.

6.3.3. LBS-request processing
In this phase, the user submits an LBS request for a given service.

Therefore, the cost of this phase is independent of the number of
services. The computational cost of this phase derives from the multiple
invocations of Algorithm 1.

We evaluate a single invocation of 𝑐𝑙𝑜𝑎𝑘. This involves two op-
erations: first, the generation schema  is invoked, followed by the
invocation of the Cloaking Oracle 𝐴.

We recall that 𝐴 may fail or return a cloaking area. So the
computational cost may change. We denote by 𝑓𝑐 (𝑁𝑢) the cost of the
invocation of 𝐴 in the worst case when invoked with 𝑁𝑢 users as input.
We denote by 𝑓𝑟(𝑁𝑢) the cost of the invocation of  when invoked on
the aggregation mapping involving 𝑁𝑢 users.

We can assume that the 𝑓𝑟(𝑁𝑢) < 𝑓𝑐 (𝑁𝑢). Indeed,  simply com-
putes a fixed re-distribution of the users (for example the uniform
distribution) in the cells in the area 𝐴.

On the other hand, 𝐴 is expected to compute more complex
operations on the users in the area 𝐴. Then, the cost of the single
invocation of 𝑐𝑙𝑜𝑎𝑘 is less than 2 ⋅ 𝑓𝑐 (𝑁𝑢).

Now, 𝑐𝑙𝑜𝑎𝑘 may be invoked several times according to the fact that
𝐴 fails or not. We denote by 𝑙 the number of invocations. Then, we
can conclude that the total cost computational cost of our hierarchical
approach is less than 2 ⋅ 𝑙 ⋅ 𝑓𝑐 (𝑁𝑢).

Therefore, the cost of this operation is 𝑂(𝑙 ⋅ 𝑓𝑐 (𝑁𝑢)).
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We highlight the following points:
1. This is a worst-case assumption. Indeed, the algorithm 𝑐𝑙𝑜𝑎𝑘
is invoked several times when the underlying oracle 𝐴 fails.
However, we can expect, for real algorithms, that the cost of 𝐴
when fails is smaller than the cost of 𝐴 when returns a cloaking
area.

2. As shown in Section 9.5.3, for a specific Cloaking Oracle, the
computational time of the Cloaking Oracle (and then of our
approach) is negligible compared to realistic transmission time.

6.4. Implementation aspects

As highlighted earlier, our hierarchical distributed LTS system en-
ables the possibility to adopt the emergent edge–cloud architecture [82,
83] for mobile applications, like that presented in [84]. Indeed, this
paper is a state-of-the-art architecture that deploys cloud servers at the
network edge and designs the edge–cloud as a tree hierarchy of geo-
distributed servers. Therefore, this architecture perfectly fits our case.
Indeed, even though the use of cloud resources appears necessary for
any LTS-based solution, to serve the spatial peak loads from mobile
users, our LTS organization enables a hierarchical architecture of edge
cloud, which allows incremental local management of the peak loads
across different tiers of cloud servers to better distribute the mobile
workloads [85] and reduce network latency. Differently from the ap-
proach presented in [84], in which a workload placement algorithm
is defined to hierarchically distribute the computation load, we expect
that the decentralization of computation is a for-free side-effect of the
inherent locality of cloaking areas for even high privacy levels. Indeed,
supposing we consider a 5G scenario [86], if we implement the LTSs of
level 0 at the small cells, and then, the higher levels at the higher tiers
(by using the various levels of macro cells), placing the highest LTSs at
the (traditional) cloud, we expect that the most queries can be resolved
by LTSs of low level (0 or 1), with a significant positive impact both
on the overall computational workload and, importantly, on service
latency. However, a challenge could be to include in our system a
certain degree of flexibility in the hierarchy, leveraging virtualization
techniques and optimization techniques. The idea could be to achieve,
in this way, zones whose size and shape change over time, depending
on service demand.

Even though, in this paper, we do not provide an edge–cloud
implementation of our system, the aim of this section is to highlight
this implementation aspect as a relevant nice feature of our approach.
In Section 9, we analyze the impact on the latency, throughput, and
traffic overhead of a 4-tiers edge–cloud implementation against a tra-
ditional 1-tier implementation by simulating users’ requests in different
configurations, obtaining confirmation of our expectations.

6.5. Case study

To give a clearer intuition of the entire process put in place by our
system, we describe in this section how this process works in a real-life
case. We refer again to Fig. 2. Therein, we have three adjacent 0-zones,
colored in green, red, and blue, respectively, managed by three LTSs of
level 0, say 𝐿𝑔 , 𝐿𝑟, and 𝐿𝑏, respectively.

We suppose that the three LTSs are implemented on three base
stations providing the users with the mobile connectivity in these
0-zones.

The union of the three 0-zones forms a 1-zone managed by the black
LTS of level 1, say 𝐿𝑏𝑘. This LTS is deployed on a (remote) cloud server
accessible from the three LTSs of level 0.

We suppose two location-based services are provided, say 𝑠1 and 𝑠2.
𝑠1 refers to a medical service, in which a user requires the available

cardiology facilities in proximity of their position.
𝑠2 is a gambling service, in which a user requires the available

gambling houses in proximity of their position. Clearly, although for

different reasons, both services require a given degree of privacy.
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Fig. 5. Aggregation mapping for 𝑠1 (Figure (a)) and 𝑠2 (Figure (b)).
In our case study, 𝐿𝑔 manages the service 𝑠1, 𝐿𝑏 manages the service
𝑠2, 𝐿𝑟 and 𝐿𝑏𝑙 manage both the service 𝑠1 and 𝑠2.

According to the figure, 𝐿𝑔 manages 13 users, 𝐿𝑟 manages 21 users,
and 𝐿𝑏 manages 14 users.

However, for ethical reasons, among the 21 users managed by 𝐿𝑟,
10 users do not provide the consensus to the use of their position for the
service 𝑠2. Therefore, the view of 𝐿𝑏𝑙 in terms of aggregation mapping
is different from Fig. 2.(b).

Specifically, 𝐿𝑏𝑙 has two views (one for each service) represented in
Fig. 5.

We observe that, since the 13 users managed by 𝐿𝑏 are interested
only in 𝑠2, the aggregation mapping for 𝑠1 (Fig. 5.(a)) counts 0 users
for the users in the blue 0-zone.

Similarly, the aggregation mapping for 𝑠2 (Fig. 5.(b)) counts 0 users
for the users in the green 0-zone.

Now, consider a user 𝑢 in the red 0-zone asking for the service
𝑠1 with a privacy requirement 𝑘 = 14. 𝑢 submits the request to 𝐿𝑟
which invokes the Cloaking Oracle . Since a sufficient number of
users is present in the red 0-zone,  returns a cloaking area (depicted
with a black border in Fig. 5.(a)). Then, 𝐿𝑟 submits the LBS request
to the service provider of 𝑠1 (with the cloaking area in place of the
actual position of 𝑢). The response is multicasted to all the users in the
cloaking area.

Consider now another user 𝑢′ in the red 0-zone asking for the service
𝑠2 with the same privacy requirement 𝑘 = 14. 𝑢 submits the request
to 𝐿𝑟 which invokes . However, differently from the previous case,
the red 0-zone does not contain a sufficient number of users to build a
cloaking area for the service 𝑠2. Then,  fails, and 𝐿𝑟 forwards the
request to 𝐿𝑏𝑙. 𝐿𝑏𝑙 invokes 𝑐𝑙𝑜𝑎𝑘. In turn, 𝑐𝑙𝑜𝑎𝑘 invokes  (after
computing a redistribution of the users).

 returns a cloaking area (depicted with a red border in Fig. 5.(b))
including users of the red and blue 0-zones (adhering to service 𝑠2).
Finally, 𝑐𝑙𝑜𝑎𝑘 returns the approximate cloaking area (depicted with a
black border in Fig. 5.(b)). 𝐿𝑏𝑙 submits the LBS request to the service
provider of 𝑠2. 𝐿𝑏𝑙 forwards the LBS response to 𝐿𝑟 and 𝐿𝑏 which, in
turn, forward it to all the users in the cells forming the approximate
cloaking area.

7. A possible business model

An interesting aspect to consider is the plausibility of the proposal
from a market perspective. In this section, we outline a potential
business model to demonstrate how the involved parties – those man-
aging the location-based services, the location-trusted service, and the
14
communication infrastructure – are organized to establish an ecosystem
supporting the business. It is worth noting that we do not have the
ambition, in this paper, to develop in detail a business model in a strict
sense (for example, according to the Business Model Canvas [87]), which
would be outside the scope of the presented research. However, we
consider it important for the applicability of our proposal, to highlight
the basic elements of a possible business model.

In this section, we refer to the notions introduced in the description
of the enhanced model given in Section 6.

An important aspect, arising from the enhanced model, is that a
certain organization 𝐿0

𝑗 can manage multiple 0-zones, and a certain 0-
zone 𝐴𝑗 can be managed by multiple LTSs of level 0. This competence
overlap may occur also at the higher levels of the hierarchy.

This feature, whose impact on the theoretical framework has been
discussed in Section 6 – primarily concerning position notification –
enables the development of complex and flexible systems. It also allows
for competition among different organizations interested in a given LTS
activity.

Indeed, our distributed LTS system facilitates the presence of mul-
tiple players in the system, potentially supporting specialization in a
subset of services, market competition, and, importantly, the fragmen-
tation of the management of personal data. The latter feature, even
though it is not a strong guarantee from the side of privacy threat,
certainly gives benefits, also reducing the impact of a possible data
breach.

We will now describe the business model we have envisioned,
detailing how the values are created, how they are delivered, and how
they are captured (and sold).

The values created in the whole system are multiple.

• TSP creates the value of communication infrastructure and edge–
cloud features (CIE).

• SP creates the value of location-based services (LBS), with regional
configuration, and possible service heterogeneity.

• The LTSs of level 0 create the value of privacy support for the users
(UPS) on the selected services.

• The LTSs of level 𝑖 (𝑖 > 0) create the value of privacy support for
the LTSs (SPS) of level 𝑖 − 1 on all the services required by these
LTSs.

• The users collaboratively (through LTSs) create the value of pri-
vacy tool (UPT), to enable LTS services. They implicitly also
create the value of information related to the required services.
However, the aim of privacy-preserving LBS approaches is to

avoid that this value can be associated with single individuals.
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The above values are delivered in this way:

• CIE is delivered through a physical infrastructure and thanks to
the agreement of TSP with SP and LTSs.

• LBS is delivered through a global digital platform like, for exam-
ple, a social network [88]. This option seems realistic because
location-based services are already provided by the major social
networks, so enabling strong privacy features could enlarge both
the customer base and the service segments.

• UPS are delivered through the digital platform above (in which
a dedicated space is reserved for LTSs), but also through local
communication features provided by ST for what concerns local
multicast.

• SPS is delivered through the digital platform.
• Finally, UPT is delivered through personal smartphones (and thus

the services offered by TSP) to notify their positions.

The values are captured and sold as follows:

• The 0-zones are offered in the market by ST with the associated
services.

• They are acquired by LTSs of level 0 also partially on some
services. This allows us to capture the value CIE.

• A group of adjacent LTSs of level 𝑖 purchases the collaboration of
an LTS of level 𝑖 + 1 to forward requests that cannot be resolved
from a single LTS of level 𝑖. This allows us to capture the value
SPS.

• A user 𝑢, located in a given 0-zone 𝐴𝑗 , querying on a service
𝑠 ∈ 𝑆𝐴⧵𝑑𝑒𝑛𝑦_𝑠(𝑢), purchases the anonymization service offered by
one of the LTSs of level 0, say 𝐿0

𝑥, chosen among those belonging
to the set 𝑧𝑒𝑟𝑜_𝑙𝑡𝑠(𝐴𝑗 ), such that 𝑠 ∈ 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑠(𝐿0

𝑥, 𝐴𝑗 ). The user
may be charged depending on the privacy requirement (i.e., 𝑘,
and the overhead imposed on the system by this requirement).
This allows the user to capture the values UPS and LBS and the
LTS to capture the value UPT.
We observe that the user can query only about services that they
have not marked as denied. Even though, the function 𝑑𝑒𝑛𝑦_𝑠 re-
gards only the construction of cloaking areas, we decide to apply
this sort of symmetry between required and supported services, as
a logical coherence of the user’s activity.

8. Security analysis

In this section, we analyze the security of our solution.
Before defining our threat model, we recall the actor involved in

our solution.
Actors. They are:

• Users: who submit LBS queries.
• LTSs: which:

– process the queries of the users,
– build the cloaking areas,
– contact ST (see below), and
– provide the answers to the users.

• ST: It represents the agreement between TSP, providing the com-
munication infrastructure, and SP, which receives the requests
from LTSs and replies to them.

As illustrated in Section 6, given a query submitted by a user on
a service 𝑠, the positions that can be used for this service at any
level of the hierarchy must belong to 0-zones which provide service
𝑠. For this reason, for the purpose of this section, we can consider the
single-service case.

Our threat model is defined in terms of: Assumptions, Adversary,
15

and Security properties. r
8.1. Threat model

Assumptions. The following assumptions are considered in our threat
model.

A1: All the messages exchanged between users and LTSs and be-
tween LTSs themselves have the same size and are encrypted by using
a secure probabilistic encryption scheme.

A2: The LTSs are trusted.
A3: The Cloaking Oracle is reciprocal, according to Definition 4.1.

Regarding Assumption A2, we observe that the LTSs of level 0
know the exact positions of the users but only limited to the 0-zone of
heir competence. This is the standard assumption of each LBS system
mploying LTSs. However, the LTSs of level 𝑖 > 0 have less power than
he LTSs of level 0. Indeed, they know only the number of users for
ach cell of the 𝑖-zone of their competence.

Adversaries. The adversary we consider is ST, with the capability
f global passive adversary. This capability derives from the facts that:

• ST is able to monitor all the messages thanks to the collaboration
of TSP, which controls the communication infrastructure,

• ST, thanks to SP, can maliciously exploit the received queries,
• ST, thanks to the background knowledge of SP and/or physical

tracking of the users in the cells through the antennas performed
by TSP, is able to know the actual position of the users.

It is worth noting that, due to Assumption A2, no other adversary
an exist, because a user does not access any information regarding
ther users.

In our threat model, we aim to guarantee the following security
roperty.

Security Property SP: It is not possible for the adversary to link an
BS request with the identity of the user performing it with probability
reater than 1

𝑘 (this property coincides with the classical notion of
location 𝑘-anonymity).

It is easy to realize that our threat model poses the protocol within
very stressing conditions. The adversary we consider results from the
collusion between two distinct (generally autonomous) parties, namely
SP and TSP. Whereas it is somewhat standard to consider that SP is
honest but curious and that it can at most rely on some background
information to break users’ privacy, it is not common to assume that
also the TSP colludes with the adversary. In our threat model, this fact
gives the adversary a very strong power, which is the power of a global
passive adversary.

8.2. Security assessment

It is evident that SP would be compromised instantly if ST, acting
as a global adversary with the capability to monitor all system traffic,
could identify the query’s source. However, this is not possible ac-
cording to the following reasoning. Indeed, the requests are concealed
within the position-notification messages, and, owing to Assumptions
A1 and A2, the adversary is unable to determine when a user sends
a request instead of a detailed-position-notification message. Similarly,
the adversary cannot discern when an LTS forwards a request to an
LTS of a higher level. However, the adversary detects that a request
has been originated, because it receives such a request (forwarded by
a certain LTS). The adversary can identify the origin of the query by
observing the response. Clearly, if the coverage of the response that
the adversary can track reduces someway the cloaking area, then the
adversary is able to break SP. It is easy to see that this is not the case.
ndeed, thanks to the multicast mechanism, the response messages are
irected to all the users within the constructed cloaking area.

Therefore, it remains to prove that our method preserves the prop-
rty fulfilled by the Cloaking Oracle stated in Assumption A3 (i.e., 𝑘-
eciprocity). This guarantees Property SP.
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To do this, recall that the cloaking area is the result of either (i) the
invocation of the Cloaking Oracle  (if the area can be constructed by
n LTS of level 0) or (ii) the invocation of Algorithm 𝑐𝑙𝑜𝑎𝑘. In case (i),
ue to Assumption A3, the above statement is clearly satisfied. In case
ii), the cloaking area is built by an LTS of level greater than 0. Recall
hat, in this case, Algorithm 𝑐𝑙𝑜𝑎𝑘 returns an approximate cloaking

area 𝐶𝑃 ′ of 𝐶𝑃 ′ = 𝐴(𝑘, 𝑃 ′, 𝑝′) where 𝑃 ′ = (𝑃 ), and 𝑝′ = (𝑝) ∈ 𝑃 ′

here 𝑝 ∈ 𝑃 is the actual position of the user performing the request.
The next theorem states that our approximate construction-cloaking-

rea technique is reciprocal.

heorem 8.1. Given the geographical area 𝐴, the partition 𝑍𝐴 of 𝐴, the
rivacy parameter 𝑘, the set of position 𝑃 , the generation schema , the

one-to-one mapping , and the approximate cloaking area algorithm 𝑐𝑙𝑜𝑎𝑘
with input 𝑘, 𝐷𝑃 , and a position 𝑝 ∈ (𝐷𝑃 ), then 𝑐𝑙𝑜𝑎𝑘 is reciprocal.

Proof. We have to prove that there exist at least 𝑘 positions 𝑝1,… , 𝑝𝑘 ∈
𝐶𝑃 ′ ∩ 𝑃 such that 𝐶𝑃 ′ = 𝑐𝑙𝑜𝑎𝑘(𝑘,𝐷𝑃 , 𝑥), for each 𝑥 = (𝑝𝑖), for any
≤ 𝑖 ≤ 𝑘.

By Assumption A3, being 𝐶𝑃 ′ = 𝐴(𝑘, 𝑃 ′, 𝑝′), there exist at least 𝑘
ositions 𝑝′1,… , 𝑝′𝑘 ∈ 𝐶𝑃 ′ ∩ 𝑃 ′ such that 𝐶𝑃 ′ = 𝐴(𝑘, 𝑃 ′, 𝑝′𝑖), for any
≤ 𝑖 ≤ 𝑘. Since 𝑝′𝑖 ∈ 𝑃 ′ (for any 1 ≤ 𝑖 ≤ 𝑘), by definition of  (that

s a one-to-one mapping) there exist at least 𝑘 positions 𝑝1,… , 𝑝𝑘 ∈ 𝑃
such that 𝑝′𝑖 = (𝑝𝑖) for each 1 ≤ 𝑖 ≤ 𝑘. Since 𝐶𝑃 ′ = 𝐴(𝑘, 𝑃 ′, 𝑝′𝑖), for
any 1 ≤ 𝑖 ≤ 𝑘, by definition of 𝑐𝑙𝑜𝑎𝑘, 𝐶𝑃 ′ = 𝑐𝑙𝑜𝑎𝑘(𝑘,𝐷𝑃 , 𝑥), for each
𝑥 = 𝑝′𝑖 = (𝑝𝑖), for any 1 ≤ 𝑖 ≤ 𝑘. Indeed, 𝐶𝑃 ′ depends only on 𝐶𝑃 ′ .

herefore, it suffices to prove that 𝑃𝑟 = {𝑝1,… , 𝑝𝑘} ⊆ 𝐶𝑃 ′ . Let 𝑞 be
a position in 𝑃𝑟. We have to prove that 𝑞 ∈ 𝐶𝑃 ′ . By definition of ,
there exists 𝑞′ ∈ 𝑃 ′ such that 𝑞′ = (𝑞) and 𝑞, 𝑞′ ∈ 𝑧, for some 𝑧 ∈ 𝑍𝐴.
Therefore, we show that 𝑧 ⊆ 𝐶𝑃 ′ . By definition of 𝐶𝑃 ′ = 𝐴(𝑘, 𝑃 ′, 𝑞′),
𝑞′ ∈ 𝐶𝑃 ′ , and then 𝑧∩𝐶𝑃 ′ ≠ ∅. Therefore by definition of 𝑆𝐶𝑃 ′

, 𝑧 ∈ 𝑆𝐶𝑃 ′
.

Finally, by definition of 𝐶𝑃 ′ =
⋃

𝑦∈𝑆𝐶𝑃 ′
𝑦, therefore 𝑧 ⊆ 𝐶𝑃 ′ . The proof

is then concluded. □

9. Experiments

This section aims to provide an experimental validation of our
proposal.

9.1. Selection of a cloaking-area construction algorithm

We start by recalling that our approach is parametric with re-
spect to any cloaking-area-construction algorithm. In the theoretical
framework, we called Cloaking Oracle the underlying cloaking-area-
construction algorithm. For the experiments, we consider a state-of-the-
art approach, called Casper [29] described in Section 3.2.

We want to highlight that Casper is not used for a comparative anal-
ysis. Indeed, we do not propose a new cloaking-area-construction algo-
rithm (as Casper does), but a method to apply any existing cloaking-
area-construction algorithm to aggregate location data. On the other
hand, Casper does not deal with the problem faced by our approach,
i.e., the implementation of a distributed hierarchical LTS system.

The choice of Casper is due to its relevance in the scientific literature
(as both the publication venue and the very high-impact witness).

In our experiments, we use the JAVA implementation of Casper
provided in [89]. We modified this JAVA project to implement our
solution.

9.2. Experimental environment

Due to the computational effort required to conduct the exper-
iments, to reduce the time to complete them, we employed three
personal computers in parallel equipped with different specifications:
1.8 GHz Intel i7-8850 CPU and 16 GB of RAM, 2.5 GHz Intel i7-6500
CPU and 12 GB of RAM, and 1 GHz Intel i5-1035G1 CPU and 8 GB
16

of RAM respectively. In particular, we evaluated the performance in
different scenarios with different conditions (basically, each scenario
corresponds to a plot). Since the scenarios can be tested independently,
each computer is employed to obtain the results of a subgroup of
scenarios.

As in [90,91], in our experiment, the user data are generated by
using the Thomas Brinkhoff data generator [78]. Furthermore, we also
consider the mobility pattern, provided by the generator, to study the
performance of our approach when users move into the map.

We chose to conduct our experiments on a portion of the center
of the city of Reggio Calabria (Italy) and analyze the performance as
the number of users varies. In Fig. 6, the considered 2 km × 2 km
map provided by OpenStreetMap (OSM) [92] is depicted, including the
distribution of 6000 users generated by [78] at a given instant.

Note that, in principle, the results we obtain may depend on the
real-life region of analysis. However, it is important to consider that
the selection of a real-life region, as opposed to a synthetic one, is
primarily aimed at establishing a connection with the real world.
Nonetheless, this choice would not have been sufficient if only one (or
a few, even real) people distributions were considered. Therefore, to
simulate different, also very distant from each other, conditions, and
then, virtually, different regions with different habits, we generated
many set-ups for the experiments. It is easy to realize that the actual
factor that can impact our experiments is the density of users’ dis-
tribution. Across different set-ups, we varied this value significantly,
ranging from sparse to very dense distributions. On the other hand,
the local topology of cities (referring to the size we considered in the
experiments) is somewhat similar. We chose a medium-small (Italian)
city to have a higher maximum density than a large city because streets
are more narrow and buildings are smaller. This allowed us to stress
the experiments with a wider range of densities. On the basis of the
above reasoning, we avoided repeating the experiments not only for
different densities but also for different cities, also to make the effort
more feasible.

As for the implementation of our approach, in favor of the clarity
of the analysis, we referred to the basic tree-like LTS hierarchy, with
a single-service assumption and square zones. However, we argue that
the significance of our experimental analysis is not affected. Indeed, the
presence of multiple services has minimal impact on the performance
we evaluated, i.e., effectiveness and network performance. Concerning
effectiveness, the presence of multiple services has no impact at all
(since each cloaking area is built for a service regardless of the presence
of other services). Instead, regarding network performance, it is easy
to see that the computational time introduced by the application of
cryptographic algorithms (as those discussed in Section 6) is negligible
compared to the network latency which becomes the main factor to
consider when analyzing the network performance of our proposal.

We considered a four-layer LTS hierarchy.
Specifically, there is a single 3-zone of size 2 km×2 km. This 3-zone

s divided into four 2-zones of size 1 km × 1 km. Each 2-zone includes
wenty-five 1-zones of size 200 m×200 m. In turn, each 1-zones includes

twenty-five 0-zones of size 40 m×40 𝑚. Finally, we consider cells of size
8 m × 8 m. Therefore, the 0-zones include 25 cells, the 1-zones include
625 cells, the 2-zones include 15,625, and the 3-zone includes 62,500
cells.

We observe that such configuration of zones and LTSs is aligned to
the edge–cloud implementation discussed in Section 6.4. Indeed, the
0-zones are of the order of 5G small cells.

Concerning the implementation of Casper, we considered the same
conditions (same geographical area, number of users, positions of
the users, moving patterns, and network conditions). Obviously, since
Casper is centralized, no LTS hierarchy is present, and then the queries

are processed by a single LTS coinciding with our LTS of level 3.
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Fig. 6. Distribution of the users in the selected area of Reggio Calabria.

9.3. Statistical significance of data

In our experiments, we used the Brinkhoff data generator [78] to
simulate the positions of users in the considered geographic area.

[78] is a state-of-the-art reference as evidenced by the high number
of citations and its use even in very recent top-quality papers [91,93].

In this section, we evaluate whether the use of this generator is
suitable for our simulations.

The parameter we are interested in is the cloaking area size. It
is used to evaluate the effectiveness [10] in a static scenario (see
Section 9.5.1) and dynamic scenario (see Section 9.5.2). In both sce-
narios, we performed several measurements of the cloaking area size
and averaged them. We evaluated the statistical significance of these
measurements through the Student’s t-test [94].

Specifically, we assume the null hypothesis the following 𝐻0 =‘‘The
samples obtained for Casper and those obtained for our approach have
the same average values’’. Indeed, we want to show that no (signifi-
cant) difference exists between our approach and Casper in terms of
cloaking area size. We compute the 𝑝-value for each pair of samples of
Casper and our approach used in our experiment and accept the null
hypothesis for 𝑝 > 0.05.

Specifically, concerning the experiments of Section 9.5.1, we com-
puted the 𝑝-value for each considered 𝑘 and 𝑁 in which 50 samples are
collected for Casper and our approach. Concerning the experiments of
Section 9.5.2, we computed the 𝑝-value for each time instant and 𝑘 in
which 80 samples are considered for Casper and our approach.

In all experiments, the 𝑝-value resulted in greater than 0.05, con-
firming the significance of the measurements obtained.

9.4. Goals and metrics

The objective of this experimental evaluation is twofold:

1. We want to study how much working on aggregate data with
our method may degrade the quality of the cloaking-area con-
struction algorithm result

2. We want to highlight the benefits deriving from the decentral-
ized architecture in terms of network performance when an
edge–cloud implementation is adopted.
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Concerning (1), we consider the cloaking-area size as a metric. Once
a privacy level 𝑘 is fixed, the objective is to minimize the cloaking area,
ensuring it includes at least 𝑘 users. In the literature, this property is
referred to as effectiveness [10]. As discussed in Section 1, large cloaking
areas incur high processing overhead from the LBS side and network
costs, attributed to the high number of candidate results to return to
the LTS. In our business model, consistent with what is stated in the
literature [10], users are charged based on the required privacy level
and the overhead that this requirement imposes on the system. This
metric is first assessed in a static scenario by capturing the cloaking
area required by a user at a fixed instant in time. Subsequently, we
evaluate how the cloaking area size changes in a dynamic scenario in
which users move within the territory.

Concerning (2), we consider three metrics for network performance:
latency, throughput, and position notification bytes.

The latency is defined as the time needed to solve LBS queries.
The throughput is related to latency and is defined as the quantity
of (useful) bytes received by the users in the unity of time when
they perform an LBS request. The position notification bytes represent
the number of bytes received from the LTS(s) during the position
notification phase.

9.5. Experiments

We discuss now the methodology followed and the results obtained
for each metric in our experiment validation.

9.5.1. Cloaking area size: static scenario
These experiments aim to show that the extra size of the cloaking

area returned by our method with respect to the underlying cloaking-
area-construction algorithm (Casper) is very limited. Therefore, the
price we pay in terms of minimality is acceptable.

Methodology. Two types of experiments are performed.

1. We fixed the total number of users in the considered area of
2 km × 2 km and measured the size of the cloaking area as the
privacy requirement 𝑘 varies.

2. We fixed the value of 𝑘 and studied the size of the cloaking area
as 𝑁 varies.

In Experiment (1), as the cloaking area varies with the user perform-
ing the query, we repeated the query 50 times for each value of 𝑘 with
different users and calculated the average value.

Likewise, in Experiment (2), we repeated the query 50 times for
each value of 𝑁 with different users and calculated the average value.

Results. We begin by presenting the results of Experiment (1). In
Fig. 7(a), we display three plots illustrating the average ratio between
the size of the cloaking area returned by our approach and the size
of the cloaking area returned by Casper as 𝑘 varies. The three plots
correspond to three different values of 𝑁 i.e., 6000, 12 000, and 18 000.
As expected, for small values of 𝑘, the ratio is almost 1. The reason is
that such queries can be resolved (in most cases) by the LTSs of level 0
and, therefore, the approximate cloaking area is equal to the cloaking
area returned by Casper. As the value of 𝑘 increases, the queries involve
also the LTS of level 𝑖 > 0. Thus, the ratio increases too. Anyway, as 𝑘
reaches a certain value, the queries are resolved (in most cases) only
by the LTSs of higher level (2 or 3). In this case, the areas returned by
Casper are bigger and the approximation introduced by our cells has a
smaller impact. This explains the decreasing pattern.

Now we analyze the impact of the variation of the parameter 𝑁 .
Basically, the plots are translated. Indeed, if the density of the users
increases for the same value of 𝑘, the queries can be resolved by lower
LTSs. Therefore, as 𝑁 increases, we require a greater value of 𝑘 before
the ratio rises from 1 and a greater value of 𝑘 before the ratio decreases.
The maximum ratio is about 1.3 and it is obtained for a limited range
of values of 𝑘. For most of the values of 𝑘 the ratio ranges from 1
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Fig. 7. Size of Cloaking area as function of 𝑘.
to 1.1. Therefore, our performance regarding such a metric appears
acceptable.

Now, we report the actual size of the average cloaking areas (for our
approach and Casper) as 𝑘 varies for three values of 𝑁 i.e., 6000, 12 000,
and 18 000. The results are shown in the plots in Figs. 7(b),7(c),7(d),
respectively.

As expected, such size increases as 𝑘 varies. Indeed, a higher privacy
level implies a larger cloaking area to include more users. However, in
a wide range of values for 𝑘 (𝑘 > 45), we observe that the percentage
difference between our approach and Casper in terms of cloaking area
size is smaller than 10%. This witnesses that the price we pay in terms
of effectiveness is very small.

As for the impact of the variation of the parameter 𝑁 , we observe
that, by fixing a value of 𝑘, the size of the cloaking area for both
approaches decreases as 𝑁 increases. This is attributed to the fact
that, with more users on the map, the level of the LTSs capable of
constructing the cloaking areas is lower. From these three plots, it is
easy to see that no appreciable difference in the cloaking area size exists
between Casper and our approach. This shows the good results in terms
of effectiveness.

Consider now Experiment (2). In Fig. 8(a), we report three plots
that show as the (average) ratio between the size of the cloaking area
returned by our approach and the size of the cloaking area returned by
Casper as 𝑁 varies.

We expect that this plot is mirrored with respect to the plot in
Fig. 7(a). Indeed, for small values of 𝑁 , the queries are resolved by the
LTSs of higher levels. This results in greater areas with a smaller ap-
proximation. Therefore, the ratio assumes small values (even if greater
than 1). As 𝑁 increases, the LTSs of lower levels start to get involved in
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the resolution of the queries and the ratio increases. When 𝑁 reaches
a certain threshold only the LTSs of level 0 are involved, therefore the
ratio approaches 1. This is evident for the plot with 𝑘 = 50. We evaluate
now the impact of the variation of 𝑘. For the other plots (𝑘 = 150, 𝑘 =
300), the above effect (obtained with 𝑘 = 50) is less evident since we
considered the maximum value of 𝑁 = 25 000 and a greater value of
𝑁 is required. Anyway, we did not consider 𝑁 > 25 000 since it is
not realistic in the city of Reggio Calabria inside the considered area
(2 km× 2 km). For completeness, in Figs. 8(b), 8(c), 8(d) we report the
actual size of the cloaking area as 𝑁 varies.

Clearly, in accordance with the plots in Figs. 7(b),7(c),7(d), such
size increases as 𝑘 increases and decreases as 𝑁 increases.

9.5.2. Cloaking area size: dynamic scenario
The goal of this experiment aligns with that of Section 9.5.1, aiming

to demonstrate that the impact on cloaking area size introduced by
our approach is negligible. However, unlike Section 9.5.1, this section
considers a dynamic scenario where users move within the territory.

Methodology. We considered three mobility models of the users
provided by [78]: Slow, Middle, and Fast. The Slow model corresponds
to pedestrian traffic while the Fast model to vehicular traffic. The
Middle model presents an intermediate behavior.

In our experiment, we measure the cloaking area size of 80 users
(randomly selected) when they move on the map at different time
instants. Since each user is associated with a different cloaking area
instant by instant (according to their position) we selected a represen-
tative user and show as the size of the cloaking area obtained with our
approach and with Casper, varies in the time domain.

We consider two experiments corresponding to two possible repre-
sentative users.
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Fig. 8. Size of Cloaking area as function of 𝑁 .
1. The first representative user is an average user, in which the
cloaking area at each instant is given by the average of the
cloaking area of the 80 users at the same instant. The limit of
this approach is that the average user is not any real user and
could obtain cloaking areas very different from any real user.

2. Another approach to select the representative user is to identify
a real user associated with the median standard deviation 𝜎 of
the distribution of ratios (over time) between the size of the
cloaking area returned by our approach and the size of the area
returned by Casper. This way, we select a user well representing
the sample from the stability point of view because the above
standard deviation is a measure of stability. Indeed, a lower
value of 𝜎, means that the user obtains similar ratios (and then,
probably, similar cloaking area for our approach and Casper) as
the time varies. After filtering the data by removing outlier users,
we selected the median user as those with the median 𝜎 (if the
number of users was even, we selected one of the two users with
𝜎 nearest to the median 𝜎).

We considered both the above representative users, namely, average
and median.

Results. The results of Experiment 1 are reported in Figs. 9(a),
9(b), 9(c). Specifically, therein, we report as, for 𝑘 = 50, 150, 300, and
𝑁 = 6000, the size of the cloaking area of our approach and Casper for
the average user varies over time.

Similarly, in Figs. 10(a), 10(b), 10(c) we report as, for 𝑘 = 50, 150,
300 and 𝑁 = 6000, the size of the cloaking area of our approach and
Casper for the median user varies over time.(Experiment 2).

In both the Experiments, the plots in the Slow scenario are less
variable (and then more stable) than the plots in the Middle and Fast
Scenario for both Casper and our approach.
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This is due to the fact that the distribution of the users does not
change rapidly in the time and then the cloaking areas obtained are
similar.

We discuss now the impact of the variation of the parameter 𝑘. The
plots are more stable with higher values of 𝑘 since they involve, in most
cases, the higher LTSs, which return similar cloaking areas due to the
exponential growth of the areas in Casper.

For the median user, the cloaking areas remain the same for some
intervals and then suddenly change. This discontinuity arises when the
user crosses different zones. This effect is smoothed for the average
user.

Finally, to confirm the previous considerations, we show the av-
erage relative standard deviation of the size of the cloaking area
associated with the 80 users moving into the maps. The result is shown
in Figs. 11(a), 11(b), and 11(c) for different values of 𝑘 and 𝑁 = 6000.

As expected, there is no appreciable difference between our ap-
proach and Casper. Our method slightly outperforms Casper, given the
lower average relative standard deviation, owing to our approximation.
A minor modification in the Casper cloaking area does not result in
a modification of our cloaking area. Indeed, a little modification in
the Casper cloaking area does not result in a modification of our
cloaking area. Clearly, the Slow scenario is more stable than the middle
scenario, which is in turn more stable than the fast scenario. Finally, by
evaluating the impact of the variation of 𝑘, we have that the scenarios
with higher values of 𝑘 are more stable than the scenarios with lower
values of 𝑘. This is expected since, for higher values of 𝑘, the queries
involve, in most cases, the higher LTSs, which return similar cloaking
areas between Casper and our approach due to the exponential growth
of the areas in Casper.
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Fig. 9. Size of the cloaking area for the average user.

Overall, in both the static and dynamic scenarios, for a wide range
of privacy levels (𝑘 > 45), the percentage difference between the
cloaking area size in our approach and Casper is less than 10%. This
demonstrates that the price in terms of effectiveness is limited.

9.5.3. Latency
In this section, we evaluate the latency required to solve the queries.

The aim of this experiment is to provide a first validation of the ad-
vantages that our decentralized solution can give when an edge–cloud
implementation is adopted.

Methodology. The latency to solve the queries can be considered
as the sum of two components:
20
Fig. 10. Size of the cloaking area for the median user.

1. the time to compute the cloaking area (cloaking time)
2. the network delay

Concerning the cloaking time, as reported in the original paper of
Casper [29], it is negligible compared to the network delay. Indeed, it
results, in the worst case, less than 0.5 ms when applied for a number
of users ranging from 1000 to 50 000. According to the discussion in
Section 6.3 (paragraph LBS Request Processing), the time required
for a single execution of Algorithm 1 is less than 2𝑓𝑐 (𝑁𝑢), where 𝑓𝑐 (𝑁𝑢)
is the cost of invocation of the cloaking Oracle (in our case 𝑓𝑐 (𝑁𝑢) <
0.5 ms). Then, the time of execution of 1 is less than 1 ms. Since,
in our configuration, it is invoked at maximum 3 times (see below),
both in Casper and our approach, the network delay represents the
predominant term.

Concerning (2), as recently reassessed in [95], in today’s Internet,
although there can be considerable delay variation over very short time



Computer Networks 243 (2024) 110301F. Buccafurri et al.
Fig. 11. Average relative standard deviation.

scales, end-to-end latencies can be considered operationally constant on
long timescales (e.g., the order of a day). Latencies can be considered
operationally constant if they remain within bounds that could be
considered operationally equivalent. Without the ambition to provide a
conclusive evaluation of an edge–cloud implementation of our solution
(not presented in this paper), but only to have a validation of this
implementation direction, we study by simulation the network latency,
according to the above results, by setting the bounds to 10–20 ms, 50–
80 ms, 100–150 ms, and 200–300 ms for queries resolved by the LTSs
of level 0, 1, 2, and 3, respectively. Indeed, we recall, we consider an
21
Fig. 12. Average latency.

edge–cloud implementation based on hierarchic tiers like that proposed
in [84].

The values 50–80 ms, 100–150 ms, and 200–300 ms are obtained
by following an approach similar to [96]. Specifically, we assumed
that the LTSs of level 1, 2, and 3 are deployed in cloud platforms at
different distances from the city of Reggio Calabria. We used the Digital
Ocean platform [97] by deploying some servers in Frankfurt, New York,
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,

and San Francisco. Then, we measured the latency obtaining the above
ranges (50–80, 100–150, and 200–300 for Frankfurt, New York, and
San Francisco, respectively). The range 10–20 ms is instead obtained
by assuming that the LTS of level 0 is in the same city (Reggio Calabria)
of the users moving the map. These values of latency are measured by
deploying a server at the University of Reggio Calabria.

Regarding Casper, we consider a unique LTS of level 3 of compe-
tence of the entire zone responsible for handling all the requests. In this
case, the total latency is the sum of the two contributions mentioned
above.

Regarding our approach, the total latency depends on which LTS
resolves the query. Specifically, the query is first forwarded to an LTS
of level 0. If it is able to solve it, the total latency is the same as
Casper (sum of two contributions). However, since the LTS of level 0
is implemented at the edge, the network latency is much smaller. On
the other hand, if the request cannot be satisfied by the LTS of level 0,
the above price of latency is paid and we have to add another price of
latency due to the network latency to contact the LTS of level 1 and
the cloaking time. The same consideration applies if the LTS of level 1
is not able to solve the query and another price of latency is needed to
contact the LTS of level 2.

We want to observe that the latency considered for our approach
is slightly overestimated in favor of the fairness of the experiments.
Indeed, the hierarchical edge–cloud architecture might allow lower
end-to-end latency when an LTS of level 𝑖+1 is contacted by an LTS of
level 𝑖 instead of directly the user.

Results. The average latency as 𝑘 varies is reported in Figs. 12(a),
12(b), and 12(c) for three values of 𝑁 (i.e., 6000, 12000, 18000).

For Casper, the latency is constant (modulo random variation in
the transmission delay) as 𝑘 varies. Indeed, the same LTS of level 3
is involved in the query resolution.

On the other hand, regarding our approach, the latency increases
with 𝑘 since higher values of 𝑘 involve higher-level LTSs to resolve the
queries.

Concerning the impact of the variation of 𝑁 , we have a dual effect.
For Casper, the latency is constant since we have a single LTS of
level 3 involved in the query resolution. For our approach, the latency
increases as 𝑁 decreases. Again, lower values of 𝑁 involve higher-level
LTSs to resolve the queries.

In the plots, for all the values of 𝑘 considered, our approach out-
performs Casper. In particular, latency is reduced from 20% to 170%
according to the required privacy level. This occurs since the LTS of
level 3 is never involved in building a cloaking area. Anyway, higher
values of 𝑘 are not required in real-life applications.

9.5.4. Throughput
Another metric we consider to evaluate the network performance

is the throughput measured as the quantity of bytes contained in the
query responses received by the users in the unit of time. This metric
is strictly related to the network latency considered in the previous
section but takes into account also the available bandwidth and the
query response size.

Methodology. To perform these experiments, we considered the
same parameters used in the validation of Casper [29]. Specifically, we
considered a network bandwidth of 100Mbps and a query response size
variable from 50–100 Kbytes (it considers a list with a variable number
of candidate records of size 64 bytes). These values are also compliant
with realistic real-time POIs search [98]. We also considered the same
configuration of Section 9.5.3, i.e., a single LTS of level 3 for Casper
and a hierarchy of LTSs (until level 3) for our approach. Again, the
considered network delays are 10–20 ms, 50–80 ms, 100–150 ms, and
200–300 ms for queries resolved by the LTSs of level 0, 1, 2, and 3,
respectively.

Results. The average throughput as 𝑘 varies is reported in Figs. 13(a)
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13(b), and 13(c) for three values of 𝑁 (i.e., 6000, 12000, 18000).
Fig. 13. Average throughput.

These plots present a mirrored behaviors with respect to plots in
Figs. 12(a), 12(b), and 12(c). Indeed, for Casper, since a unique LTS
of level 3 is involved, the throughput is on average constant (the
variations depend on the size of the returned cloaking area). On the
other hand, for our approach, the throughput decreases with 𝑘.
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Concerning the impact of the variation of 𝑁 , the throughput de-
creases with 𝑁 . Again, higher values of 𝑘 or lower values of 𝑁 involve
higher-level LTSs to resolve the queries, and then the throughput
increases.

Overall, similarly to latency, the throughput improves from 20% to
170% according to the privacy level.

9.5.5. Position notification bytes
The final performance metric we consider is the number of bytes

received by the LTS(s) during the position notification phase.
Methodology. We recall the configuration of LTS in Section 9.2.

We have a single 3-zone divided into four 2-zones. Each 2-zone is
further divided into twenty-five 1-zones, and each 1-zone is divided
into twenty-five 0-zones. Each 0-zone includes 25 cells. Overall, the
3-zone includes 62,500 cells. Clearly, in a centralized approach using
Casper a single LTS is employed covering the entire 3-zone.

To evaluate the exchanged bytes, we consider a number 𝑁 of users
in the entire 3-zone. In Casper, each user provides directly their GPS
coordinates to the unique LTS of level 3. By considering a size of 11
bytes for such coordinates [99], the total number of received bytes is
11 ⋅𝑁 bytes for each position notification.

As for our hierarchical approach, the LTSs of level 0 receive GPS
data directly from the users. In our configuration, we have 25 ⋅ 25 ⋅ 4 =
2500 LTS of level 0. Then, on average, each LTS of level 0 receives 11⋅𝑁

2500
bytes for each position notification.

Consider now, LTSs of level higher than 0. They do not receive
the coordinates from the users but just the values of the aggregation
mapping i.e., the number of users for each cell. This value depends
on the distribution of the user. Then, we employed the Brinkhoff data
generator [78], to a distribution of 𝑁 users in the 3-zone and took the
maximum number of users in the cells. We repeated this experiment
50 times. We denote by 𝑥 the average maximum number of users in
the cell. As a simplifying worst-case assumption for our approach, we
assume each cell contains 𝑥 users.

The value 𝑁 defines the number of bytes to transmit from an LTS
of level 𝑖 to an LTS of level 𝑖+ 1. For example, if 𝑥=200, then 1 byte is
needed for each cell (until 256 users). We denote by 𝑏 the number of
bytes needed to count 𝑥 users in a single cell.

Therefore, we obtain that:

1. Since each LTS of level 1 manages 625 cells, it receives 625 ⋅ 𝑏
bytes from the LTSs of level 0

2. Since each LTS of level 2 manages 15625 cells, it receives 15625⋅𝑏
bytes from the LTSs of level 1

3. Since the LTS of level 3 manages 62500 cells, it receives 62500 ⋅𝑏
bytes from the LTSs of level 2

Results. We performed our simulation for three values 𝑁 i.e., 6000,
18 000, 25 000.

For each value of 𝑛, we obtained a different value of 𝑥. However,
the three values of 𝑥 are all smaller than 256. This was expected since
the size of a cell is 8 m × 8 m and cannot contain a such number of
users. Then, less than 1 byte is needed to count the users for each cell.
However, to be more conservative, we assume 𝑏 = 1 byte.

The results of our analysis are reported in Figs. 14(a), 14(b), 14(c).
Concerning the impact of the variation of 𝑁 , our approach is more

advantageous than Casper for higher values of 𝑁 . Indeed, a higher
value of 𝑁 implies that the queries are solved by low-level LTSs.

In all three configurations, the number of bytes received by the LTS
of level 3 in our approach is smaller than the number of bytes received
by the single LTS employed in Casper. In a high-density scenario, where
queries are solved by low-level LTSs, the quantity of bytes received by
the LTS of level 3 is approximately one-third of the bytes received by
the single LTS employed in Casper. This results in a saving of 66% in
overall (non-local) traffic compared to the centralized approach.

In a low-density scenario, our approach keeps more advantageous
than the centralized approach, even though the percentage difference
23
Fig. 14. Position notification bytes.

decreases to about 5%. Furthermore, the traffic received by low-level
LTSs is much smaller than the traffic received by high-level LTSs.
Then, by implementing low-level LTSs near the users (at the edge), the
quantity of data that flows towards the cloud is reduced. This witnesses
the advantage of our decentralized implementation.
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10. Conclusion

In this paper, we tried to solve the issues that a centralized imple-
mentation of Location Trusted Service would suffer from. They regard
the security and privacy risks associated with the presence of a single
point of failure in a system that manages very massive and critical data.
Moreover, implementing effective strategies against a global passive
adversary would result in huge amount of cover traffic. Consider that
the existence of a global observer is not an abstraction because we can
expect, on this wide scale, that the location-based provider is one of
the big-brother companies, which has a strong tracing power.

Our proposal is to adopt a hierarchical distributed model enabling
regional competence of LTSs and a multi-layer service allowing the con-
struction of cloaking areas by combining, in aggregated form, position
data coming from different regions. Multiple location-based services are
enabled, as one of the elements of a system model for which we also fig-
ure out a business model exploiting the modularity of our architecture.
Indeed, while a unique centralized LTS can be provided only by very
large companies, an LTS with a small territory competence, could be
provided also by small or medium enterprises. The proposal overcomes
the limitations of the centralized approach, because we split the tracing
power among different LTSs and, thus, different independent points.
Moreover, by leveraging the edge–cloud paradigm this hierarchical LTS
organization allows us to adopt proper mechanisms to resist the global
adversary without flooding the entire network of cover traffic.

Our method is parametric with respect to the used cloaking-construct
algorithm, also at higher levels of the hierarchy, when the exact
positions of the users are not available. The important theoretical result
is that if the underlying cloaking-construction-algorithm fulfills the
reciprocity property, then our method fulfills this property too, with
a low price in terms of effectiveness. This means that the size of the
returned cloaking area could be slightly larger than necessary.

To validate our proposal, we conducted an experimental cam-
paign, on a real-life map (our city) on top of a well-known cloaking-
construction-algorithm, called Casper.

The validation shows that the price of effectiveness we have to pay
is really limited. Specifically, for a wide range of privacy levels (𝑘 > 45),
the experimented percentage difference between the cloaking area size
in our approach and Casper was less than 10%. This witnesses that the
price in terms of effectiveness is limited.

Moreover, we tested the benefits given by the edge–cloud imple-
mentation in terms of network latency, throughput, and cover traffic
reduction (to contrast the global passive adversary). Concerning latency
and throughput, we obtained an improvement ranging from 20% to
170%, depending on the privacy level 𝑘. Moreover, in a high-density
scenario, we obtained a saving of 66% of overall (non local) traffic
with respect to the centralized approach. In a low-density scenario,
our approach keeps more advantageous than the centralized one, even
though the percentage difference decreases to about 5%.

We remark that the approach presented in this paper falls in the
category of privacy-preserving LBS relying on cloaking areas (and, then,
location 𝑘-anonymity). As pointed out earlier, this approach aims to
protect the identity of the user, thus disarming the power of the attacker
to link a victim with a given (sensitive) query, because the author of
this query is one among 𝑘 indistinguishable users. Obviously, if the
inclusion of at least 𝑘 users causes the fact that the cloaking area is
sufficiently large (this happens in the case of low-density distribution of
people), this approach implicitly applies a certain degree of obfuscation
also about the location, which is the objective pursued by techniques
such as enlarging. Anyway, it would be interesting to study as a future
work how to combine the two classes of methods under our approach.
The research question could be the following. Suppose we have, at the
lowest level of our hierarchy, the availability of an oracle able to return
a cloaking area and an oracle able to return an enlarged region. How to
combine these areas to construct, at higher levels of the hierarchy, an
24

approximate area preserving the properties guaranteed by the oracles?
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