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I 
 

 

 

Analyses of the presence of heavy metals are particularly important in 

assessing water quality. The detection of heavy metal ions (HMI) in water is 

commonly performed using a variety of traditional methods. The monitoring 

of environmental parameters leads to the collection and analysis of a large set 

of data that may be used to reduce polluting actions, suggesting that IoT 

technology may provide an efficient contribution to the mitigation of 

environmental issues. Under this context, this thesis, which has a 

multidisciplinary approach and a "cradle to gate" research perspective, 

culminates in the creation of sensing devices for environmental monitoring. 

This thesis presents a novel active layer for the detection of heavy metals in 

aqueous solutions. The electrospinning method was utilized to produce the 

polymeric microfibers that constitute the active layer, and different 

investigation techniques were employed for its characterization. 

Electrochemical impedance spectroscopy (EIS) was used to perform the 

sensing tests with lead and thallium as pollutants. Indeed, both metals, that can 

be found in industrial wastewater, are known to be harmful to the environment 

and human health, even at low concentrations. This work also aims at training 

a machine learning model that can be implemented on a portable device using 

a low-power microcontroller. 
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With the increase in urbanization, environmental issues are important 

concerns that research must address. Air quality and water pollution are major 

factors that pose genuine challenges for the environment. Indeed, a suitable 

monitoring is necessary so that the world can achieve sustainable growth, 

maintaining at the same time a healthy society. Potentially, the IoT technology 

can give an efficient contribution to mitigate environment-related problems, 

since the monitoring of environmental parameters lead to the collection and 

analysis of a whole set of data that can be used to mitigate/reduce actions of 

polluting. 

Under this scenario, this thesis, characterized by a multidisciplinary 

approach and with a perspective “cradle to gate” developed research, is 

finalized to the development of sensing devices for the environmental 

monitoring. 

The thesis introduces an innovative active layer for the detection of heavy 

metals in aqueous solutions. The active layer, made up of polymeric 

microfibers, was produced using the electrospinning technique, a very simple, 

inexpensive, and scalable technique, and was directly collected on interdigitated 

electrodes. Different types of microfibers were produced and characterized 

using complementary characterization techniques. 

The sensing tests were performed using the electrochemical impedance 

spectroscopy (EIS) technique with lead and thallium as contaminants, both 

known to cause risks to the ecosystem and human health even at low 

concentrations, being present in industrial wastewater. 

In addition, using the obtained sensing data, this work also aimed at training 

a machine learning model, that can be implemented on a portable device using 

a low-power microcontroller. The approach adopted for the machine learning 

is divided into two parts: i) training and selection of the best-performing model 

Introduction 



Introduction 

2 
 

to be carried out on a desktop using the dataset obtained by sensing tests; ii) 

performing runtime inference on a dedicated board. The focus is centred on 

the training of different types of algorithms, both qualitatively (classification) 

and quantitatively (regression), with the prospect to realize in the future a low-

power device capable of performing the measurement and predicting the 

response. 

The thesis is organized in six chapters. The first two are related to the 

analysis of the state of art dealing with sensors for environmental monitoring, 

particularly focused on the detection of heavy metals in water (Chapter 1) and 

about the electrical impedance spectroscopy (EIS), a digital analysis method of 

measurement that could be integrated with IoT technologies (Chapter 2). 

The experimental part is divided into four chapters. The activities related to 

the design and the characterization of performant active layers of sensing 

devices are described in the Chapter 3 and Chapter 4. Following, the sensing 

performance of prototype-devices have been measured and the results are 

reported in the Chapter 5 and finally the training of classification and regression 

models with the experimental data have been proposed in the Chapter 6. 

The experimental activity here presented was carried out in the laboratory 

of Materials for Environmental and Energy Sustainability and the laboratory of 

Electronics and Microelectronics of the University Mediterranea of Reggio Calabria. 

The study, design, construction and characterization of single fiber sensors 

were carried out at the Department of Nanomaterials of the Interdisciplinary 

Centre of Nanoscience of Marseille (CINaM), in collaboration with Dr. 

Beniamino Sciacca. 
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1 

 

 

 

Analyses of the presence of heavy metals are of particular importance for the evaluation of 

water quality. Nowadays, there are several conventional techniques that are generally used to 

evaluate the presence of heavy metals ions (HMI) in water. The aim of this chapter is to 

introduce the problems related to the presence of HMI in the environment, and to discuss 

about the activity of metal chelating agents. Furthermore, the main electrochemical techniques 

for the detection of heavy metals and the state of the art of electrochemical sensors and materials 

used for the electrode are described. 

 

 

The word “heavy metals” indicates any metallic element that has a relatively 

high density and is toxic or poisonous even at low concentration. This term is 

applied to the group of metals and metalloid with atomic density at least 5 times 

greater than that of water. Heavy metals include copper (Cu), zinc (Zn), lead 

(Pb), mercury (Hg), silver (Ag), cadmium (Cd), chromium (Cr), iron (Fe), 

arsenic (As), and the elements of the platinum group [1]. Human exposure to 

heavy metals pollution can occur through different pathways: food, air, soil and 

water. The latter is one of the main vectors of these ions, because it can reach 

humans directly (ingestion or dermal adsorption), and indirectly through food 

(animals, fishes and plants). 

When heavy metals are introduced into our bodies through ingestion or 

inhalation, they are not metabolized by the body, but they tend to 

bioaccumulate. Bioaccumulation has biological and physiological consequences 

in the human body since causes serious damage to the respiratory and 

reproductive systems, as well as the digestive tract and neurodegenerative 

disorders and diseases, such as Alzheimer and Parkinson diseases [2]. 

Sensors for environmental monitoring 

1.1 Heavy metals ions (HMI) in the environment 
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Heavy metals have been classified into two categories based on their toxicity: 

essential and non-essential. Essential heavy metals are necessary for life and, at 

low concentrations, they are nontoxic, instead, non-essential heavy metals have 

no known biological role in living organisms and, even at low concentrations, 

are very hazardous. Essential heavy metals play important physiological and 

biochemical roles in biological systems. Since they may be components of 

biomolecules, they are required for the proper function of various enzymes and 

proteins and either their deficiency or excess can have an impact on the human 

body. Mn, Fe, Cu, and Zn are examples of necessary heavy metals. For example, 

zinc is a constituent for many enzymes, iron is important for haemoglobin, 

selenium is essential for the glutathione peroxidase enzyme; cobalt is essential 

for the synthesis of vitamin B12 [2]. Cd, Pb, and Hg, whereas are toxic and 

considered physiologically nonessential. Ni, Cr, and Cd are recognised for the 

carcinogenic properties. 

Heavy metals and metalloid poisoning have a negative impact on an 

organism's reproductive system. Nickel interferes with protamine causing the 

histone to be replaced in spermiogenesis. Cadmium causes erectile dysfunction 

in adult males, interferes with fertilization, and harms developing fetuses and 

neonates. Lead can alter sex hormones and destabilize chromatin, resulting in 

congenital disabilities. It also causes seminiferous tubule atrophy and 

miscarriage or low birth weight [3]. 

Specifically, heavy metals induce oxidative stress by generating, directly, free 

radicals, such as the reactive oxygen and nitrogen species (RNS; ROS) which 

damages DNA, alters sulfhydryl homeostasis, and promotes the peroxidation 

of lipids in the plasma membrane [2], or indirectly through the depletion of 

cellular antioxidants. For example, arsenic has been shown to produce 

superoxide (O2
−.), oxygen (O2

.), nitric oxide (NO.), hydrogen peroxide (H2O2), 

and peroxyl (ROO.) radicals. Pb exposure significantly reduces antioxidant 

parameters, such as GPx, CAT, SOD, GST, and GSH while it increases 

oxidative parameters MDA and H2O2 [4]. Because of their highly soluble, 

stable, non-biodegradable nature and ability to migrate throughout aqueous 

medium, heavy metals have a negative impact on human health and also on 
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plants, causing photosynthesis inhibition, reduced seed germination, decreased 

enzyme activity, and chlorophyll synthesis [5]. For this reason, HMI have been 

included as significant elements to be monitored, especially in water, by several 

international organization like the World Health Organization (WHO), 

European Union (EU), Centre for Disease Control (CDC) and the US 

Environmental Protection Agency (EPA) [6]–[8]. The primary sources and 

related permissible limits are reported in Table 1. 

Table 1 - Source of heavy metals and related toxicity of human health. 

Heavy Metals Sources Toxic Impact on 

Human Health 

Permissible Limits 

[6], [8] 

Arsenic 

(As) 

drinking-water and 

food; industrial 

processes; tobacco 

pigmentation changes, 

skin lesions, 

hyperkeratosis 

10 µg/L 

Cadmium 

(Cd) 

corrosion of 

galvanized pipes, 

erosion of natural 

deposits, discharge 

from metal refineries, 

runoff from waste 

batteries and paints 

renal tubular 

dysfunction, 

osteoporosis, acute 

pneumonitis, cancer 

3 µg/L 

Chromium 

(Cr) 

coal and oil 

combustion; 

electroplating; leather 

tanning; industrial 

processes, tobacco 

contact dermatitis, 

hemolysis, renal 

diseases, allergic 

reaction, cancer 

50 µg/L 

Lead 

(Pb) 

drinking-water and 

food; lead-containing 

pipes; children’s toys; 

cosmetics 

microcytic anemia; 

nephropathy; immune 

system diseases; 

reproductive system 

diseases; 

developmental system 

disease 

10 µg/L 

Mercury  

(Hg) 

accidents, 

environmental 

pollution, dental care, 

calcium homeostasis; 

neurological diseases, 

corrosive to skin, 

6 µg/L 
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preventive medical 

practices, industrial 

and agricultural 

operations, fish 

consumption 

corrosive to eyes, 

cancer, corrosive to 

the gastrointestinal 

tract 

Thallium  

(Tl) 

drinking-water and 

food; air-borne 

contamination (fly ash) 

gaseous emission of 

cement factories, coal-

burning power plants, 

metal sewers 

0.5 µg/L 

Selenium  

(Se) 

natural deposits 

releases from copper 

smelting 

endocrine function, 

hepatotoxicity, and 

gastrointestinal 

disturbances 

40 µg/L 

Copper    

(Cu) 

industrial discharges, 

copper salts, plumbing 

material 

brain and kidney 

damage, chronic 

anemia, stomach and 

intestine irritation 

2 mg/L 

Zinc            

(Zn) 

discharges of smelter 

slags and wastes, mine 

tailings, coal and 

bottom fly ash, 

fertilizers 

dizziness, fatigue 5 mg/L 

 

Heavy metals have contaminated around 40% of the world's lakes and 

rivers. High quantities of Cd2+, Cu2+, and Zn2+ ions have been found in 9 coastal 

rivers in the Laizhou Bay basin in China. Significant mercury pollution has been 

found in Venezuela's Coyuni river basin, which has been linked to amalgam 

methods used in grassroots gold mining. Several heavy metals were also 

discovered in two major rivers in Antalya, Turkey[9].  

The pollution of heavy metals in the atmosphere, soils and waters is mainly 

due to and anthropogenic activities like mining, several industries that are 

metal-based, fossil fuel combustion and the use of pesticide and fertilisers in 

the agricultural field. Additionally, natural factors including volcanic activity, 

metal corrosion, metal evaporation from soil and water and sediment re-
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suspension, soil erosion, and geological weathering can contribute to the 

accumulation of HMs [10]. For example, lead is a heavy metal that is widely 

produced by the mining, electroplating, and battery manufacturing industries; 

the US Environmental Protection Agency lists it as a priority pollutant due to 

its biological toxicity and non-degradability in the environment [11].  

Metal toxicity can be either acute or chronic. The dose/quantity of a metal, 

its nature, its biological function, the exposed organism, and the time during 

which the organism is exposed are only a few of the many variables that affect 

how toxic a metal is. Numerous approaches have been employed for the 

detection of heavy metal ions, which may be categorized into three major 

groups: spectroscopic detection techniques, electrochemical detection 

techniques, and optical detection techniques [12]. The most widely used 

techniques for removing metals from wastewater include those based on 

precipitating metal hydroxides or sulphides, ion exchange on chelating ion 

exchangers, evaporation in vacuum evaporators, reverse osmosis, membrane 

filtration, electrochemical processing techniques, adsorption on various 

materials, co-precipitation with ferrite, or the use of starch or borohydride 

xanthates to convert metal ions [13]. It is possible for heavy metals to be 

present in either their gaseous or particulate forms; this is determined by the 

manner in which they are transported from one location to another, which can 

include wind, catchment areas, drainage water, and improper dumping of 

untreated water into other water bodies [14].  

 

 

The detection of heavy metals as well as their removal from pollutant sites is 

very important. Many different methods have been explored in literature and 

the use of chelating agents has been extensively treated [15].  

Chelating agents, because of their ability to complex metals, are widely used 

in a variety of industrial, domestic, and agricultural fields. They have been used 

in several applications over the last few decades, including scale and corrosion 

inhibitors, pulp, paper, and textile production, cleaning and laundry operations, 

1.2 Activity of metal chelating agents 
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microorganism prevention/inhibition, soil remediation, waste and effluent 

treatment, agriculture, metal electroplating and other surface treatments, 

tanning processes, cement admixtures, photography, food products, 

pharmaceuticals, and cosmetics [16]. 

Sir Gilbert T. Morgan and H. D. K. Drew coined the term chelate in 1920. 

Chelation derives from the Greek word chele, which means lobster claw, and 

thus represents the concept of clinging or holding with a firm grip [17]. It is the 

process by which ions/molecules of a ligand form a coordination bond with 

the central metal atom/ions leading to a cyclic or ring like structure called 

‘chelate’ [2]. A ligand is an ion or molecule having two or more atoms capable 

of contributing two electrons in order to create a covalent connection with a 

metal atom/ion. Generally, atoms such as S, N, and O act as ligand atoms in 

the form of chemical groups such as -SH, -S-S, -NH2, =NH, -OH, -OPO3H, 

or >C=O [17]. Ligands are categorized into three categories based on the 

number of donor atoms: unidentate (one donor atom), bidentate (two donor 

atoms), and polydentate (more than two donor atoms). Chelate complexes are 

more stable than the analogous complexes with monodentate ligands. The 

stability of these complexes varies depending on the interactions between the 

ligand and the metal ion.  

Good chelating agents have high solubility in water, a higher affinity for 

harmful metals and produce chemically inert and non-toxic complexes. The 

stability constants Ks of the chelant-metal complexes is commonly used to 

assess a chelant's efficiency in metal extraction. The order of magnitude of the 

Ks can be used to rank different chelants based on their overall efficacy, but 

not to rank the efficacy of a specific chelant toward different metals, because 

the latter is also dependent by metal speciation in a given matrix [18]. 

Additionally, pH has a significant impact on the stability and development of 

complexes. At low pH, the majority of chelating agents are unstable, but at high 

pH, metals frequently form insoluble hydroxides that are less receptive to 

chelating agents. 

 The most commonly used chelating agent is based on 

ethylenediaminetetraacetic acid (EDTA), a synthetic polyamino-polycarboxylic 
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acid that has been used to treat childhood lead poisoning since the 1950s [17], 

and its salts, such as ethylenediaminetetraacetic acid disodium salt Na2-EDTA. 

It does not react directly with lead metal but reacts with lead ions by 

coordinating two molecules around the ion through the electron pairs 

associated to the nitrogen atoms on the molecule. The result is called an 

organometallic complex, Pb-EDTA, characterized by a high stability constant 

[19]. Different hypotheses have been made on the reaction mechanism and, 

due to the complexities between the modified adsorbents and metals, both the 

chelation and ion-exchange for EDTA modified adsorbents have been 

reported in the literature. Indeed, in the latter case, when ion-exchange model 

is considered, EDTA can take up (or absorb) positively or negatively charged 

ions from aqueous electrolyte solutions and at the same time release other ions 

of equivalent amount into the aqueous solution.  

Less expensive than other chelators, EDTA is a mass-produced metal 

sequestrant and applied in many industrial processes because of its excellent 

chelating ability with heavy metal ions, such as in industrial detergents and 

fertilizers [20]. It is also frequently used as a soil washing eluent for the 

remediation of Pb(II) and Cd(II)-contaminated soil [11]. In a large number of 

cases, EDTA has been used in processes which are solely targeted at the 

removal of heavy metals from different industrial effluents. Cadmium, lead, 

copper, and manganese have been extracted from industrial solid wastes using 

EDTA aqueous extraction solutions [21]. Indeed, EDTA shows a high 

selectivity to numerous heavy metal ions since it is possible to control 

interference quite well by regulating the pH of the solution [22]. 

Therefore, since EDTA has favourable chelating and ion-exchange 

properties for many different metal ions, its immobilization on the different 

supporting materials for the metal adsorption purposes has received wide 

attention. Many examples of the use of EDTA to modify supports have been 

reported in the literature and in all these cases, EDTA was observed to form 

stable chelates with metals, suppressing their activities [23].  

Due to the interesting chelating properties, an upgraded use of EDTA was 

focused on the development of electrochemical sensor, able to exploit the 
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formation of metal-complexes for the detection and quantification of heavy 

metals in aqueous solutions. Even in those cases, the dispersion of EDTA over 

a suitable support was considered of pivotal importance. For example, Dong 

et al. developed an ultra-sensitive electrochemical sensor able to detect lead, 

based on an EDTA intercalated layered double hydroxides modified carbon 

paste electrode [24]. A low-cost, rapid and sensitive electrochemical sensor 

based on an organic layer of EDTA-NQS (1,2-napthaquinone-4 sulphonic acid 

sodium salt) formed on the surface of a glassy carbon electrode was developed 

by Toghan et al., confirming the complexation of EDTA-NQS electrode 

surface with HMIs  and showing a good activity, sensitivity, selectivity, stability, 

and reproducibility, with a very low detection limit for the simultaneous 

detection of different heavy metal ions, such as Cu2+, Cd2+, Hg2+, Pb2+ and Fe3+. 

Other authors investigated the electrochemical recognition of Hg(II) ions 

utilizing EDTA modified polyaniline (PANI)/Graphene Oxide (GO) 

composite material. The activity of the sensor toward Hg(II) ions was tested by 

differential pulse stripping voltammetry (DPSV) from 30 to 1 ppb. The 

modification by the EDTA chelating ligand showed a successful increase of the 

affinity of PANI/GO composite toward Hg(II) ions [25]. In the study of Chen 

et al., EDTA was intercalated into layered double hydroxides (LDH) by the 

coprecipitation method, and then encapsulated in a polymeric matrix of 

polyacrylonitrile (PAN) using the electrospinning technique. The performance 

of MgAl-EDTA-LDH@PAN electrospun nanofiber membrane was finally 

evaluated and proved for copper removal [26]. Deshmukh et al. proposed 

instead a nanocomposite material made by polypyrrole (Ppy) and single walled 

carbon nanotubes (SWNTs), that was successfully synthesized by an 

electrochemical method on a stainless-steel electrode (SSE). The 

functionalization with EDTA was performed using the dip coating technique 

at room temperature. The EDTA-Ppy/SWNTs modified stainless steel 

electrode exhibited good sensitivity and selectivity toward the detection of 

Pb(II) ions in aqueous media, showing a detection limit of 0.07µM [27]. 

In this study, the evaluation of the dispersion of the EDTA-based chelating 

agent over a suitable support has been considered and discussed. In particular, 
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on account of the featuring properties and characteristics of the chelating agent, 

the encapsulation in a polymeric matrix through the electrospinning technique 

was pursued as a good compromise between a rapid and low-cost method and 

the production of high-quality materials for the development of sensitive layers. 

 

There are various techniques used to determine the presence of heavy metals 

in solution, including atomic adsorption spectroscopy (AAS) [28], inductively 

coupled plasma optical emission spectrometry (ICP-OES) [29], flameless 

atomic absorption spectrophotometry (FAAS) [30], inductively coupled plasma 

mass spectrometry (ICP-MS) [31]. However, although they are very selective 

and sensitive techniques, they require very expensive devices, which can only 

be used by qualified personnel, given the complex operating procedures, and 

they also require quite long periods to carry out the measurements. 

The electrochemical methods, unlike those previously mentioned, are 

affordable, user-friendly, involve simple procedures for the monitoring of 

contaminated samples and have a very short analytical time in comparison to 

other spectroscopic techniques [32]. Electrochemical techniques can be 

subdivided as shown in Figure 1. For static techniques, no net reaction occurs 

and the currents in the system are ideally zero. In the dynamic methods  the 

system is dynamic in the sense that a net reaction proceeds and there are  

significant currents flows [33]. The latter can be classified in controlled current 

and controlled potential. Instruments called galvanostats are used in controlled 

current techniques to manage the current and measure the potential of the 

working electrode. Otherwise, when the potential is controlled, the devices, 

called potentiostats, are used, allowing to control the potential. The current is 

then evaluated as the answer of the electrochemical system to the induced 

potential. 

Voltammetry is one of the few electrochemical methods that has a high 

sensitivity and gives the possibility to carry out heavy metal detection tests, 

directly in situ. The typical voltammetry techniques for heavy metals detection 

1.3 Electrochemical Techniques for the detection of heavy 
metals  
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are cyclic voltammetry (CV) [34], [35] , differential pulse voltammetry (DVP) 

[36], [37], square wave voltammetry (SWV) [38], [39] and stripping voltammetry 

(SV) [40], [41]. However, in recent years, many attempts have been made to use 

electrochemical impedance spectroscopy (EIS) [42], [43] in order to assess the 

presence of these pollutants.  

The above-mentioned techniques will be described in detail in the following 

subparagraphs and schematically summarized in Figure 2. 

ELECTROCHEMICAL

TECHNIQUES

DYNAMIC

STATIC

CONTROLLED 

CURRENT

CONTROLLED 

POTENTIAL

CONTROLLED POTENTIAL COULOMETRY

VOLTAMMETRY

CHRONOAMPEROMETRY

IMPEDANCE SPECTROSCOPY

AMPEROMETRY
 

Figure 1- Electrochemical techniques. 

 

 

Cyclic voltammetry consists in applying an increasing or decreasing 

potential, first in one direction and then in the reverse one, using the same scan 

rate. It is occasionally employed for the quantitative determination of the 

analytes, but it is commonly used to study redox reactions and to obtain 

information about the chemical reaction occurred. The current is recorded and 

plotted against the applied potential, in order to achieve cyclic voltammogram. 

From CV, some significant parameters, like anodic and cathodic peak 

potentials and corresponding currents, can be obtained. 

 

 

Pulse voltammetry, a subtype of voltammetry, results from the use of pulses 

of voltage signals with varying shapes and amplitudes in voltammetric 

measurements. The subcategories of pulse voltammetry include normal pulse 

voltammetry, reverse pulse voltammetry, differential pulse voltammetry, etc. 

Due to its high sensitivity towards the detection of heavy metal ions, DVP is 

the most prevalent pulse voltammetric technique. Comparing normal pulse 

1.3.1 Cyclic Voltammetry 

1.3.2 Differential Pulse Voltammetry 
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voltammetry and differential pulse voltammetry reveals that the potential pulse, 

in DVP, is fixed and superimposed on a slowly varying base potential. Current 

is measured at two points: before the application of the pulse and at its 

conclusion. The difference between the first and the second current is plotted 

against the applied potential. The peak current produced is proportional to the 

concentration of the analyte. 

 

 

Square wave voltammetry is among the most rapid and sensitive pulse 

voltammetry methods. In SWV, the form of the potential current curve is 

determined by the application of potentials of height (pulse amplitude) that 

fluctuate based on a potential step (in mV) and duration (τ). On the potential–

time curve, the pulse width is represented by t =τ/2, and the frequency of pulse 

application is represented by f = 1/t. The electric currents are measured at the 

end of the direct (I1) and reverse (I2) pulses, and the signal is acquired as the 

intensity of the resultant differential current (I). This method provides great 

sensitivity and strong capacitive current rejection.  SWV's primary benefit is its 

speed. Compared with square wave and differential pulse voltammetry for 

reversible and irreversible situations, it was revealed that square-wave currents 

are 4 and 3.3 times greater, respectively, than the corresponding differential-

pulse response. 

 

 

For the study of trace amounts of electroactive species in solution, stripping 

voltammetry is an extremely sensitive technique. There have been reports of 

detection limits for metal ions at sub-ppb quantities. Stripping voltammetry 

consists of two primary steps: electrodeposition, where an analyte solution is 

placed on the electrode from a well-stirred solution, and the voltammetric step, 

when the analyte is stripped off and may be analysed by any of the VM 

techniques. By using an anodic potential scan or a cathodic potential scan, the 

stripping voltammetry is further classified as anodic stripping voltammetry 

1.3.3 Square Wave Voltammetry 

1.3.4 Stripping Voltammetry 
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(ASV) or cathodic stripping voltammetry (CSV), respectively. In addition to a 

very low detection limit, stripping voltammetry needs equipment that are easy 

to use, affordable, and highly suitable for downsizing.  

Stripping methods can be combined with various pulse voltammetric 

techniques to create new detection techniques, such as linear sweep anodic 

stripping voltammetry, differential pulse anodic stripping voltammetry, square 

wave anodic stripping voltammetry, etc., which are quite effective for trace level 

detection of heavy metal ions with extremely low detection limits. 

 

 

Figure 2 - Potential versus time graphs for some voltammetry techniques used to 

produce a signal. Adapted from [22].  

 

 

Impedance spectroscopy is a highly sensitive electrochemical technique used 

to measure the impedance of a system in dependence of the AC potentials 

frequency. Using an electrode setup consisting of a working, reference, and 

counter electrodes a known voltage is passed from the working electrode 

through an electrolytic solution and into the counter electrode. Quantitative 

measurements can be performed by the EIS, determining a wide range of 

dielectric and electrical properties in research fields studying batteries, 

corrosion, coatings, biomedical devices, semiconductors, solid-state devices, as 

well as sensors. This technique will be described in more detail in Chapter 2. 

1.3.5 Electrochemical Impedance Spectroscopy 
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1.4.1 Electrochemical cell and configurations  

An electrochemical cell is required to investigate the electrochemical 

process. A potentiostat/galvanostat is the necessary electrical hardware for 

controlling the electrochemical cell and performing electrochemical 

measurements. Currently, two different kinds of electrochemical cells are used 

to detect HMI in water solutions. Figure 3 depicts either a three-electrode or 

two-electrode configurations. 

 

Figure 3 - Different configurations of electrochemical cell. Adapted from [44]. 

Usually, the electrode under investigation is called the working electrode 

(WE), and the electrode necessary to close the electrical circuit is called the 

counter electrode (CE). A two-electrode configuration is used to investigate 

electrolyte proprieties. A three-electrode configuration is most common for 

classic electrochemical applications. A reference electrode (REF) is a third 

electrode, and it is used to determine, with high precision, the potential across 

the electrochemical interface.  

The current is measured after applying a voltage to the working electrode. 

This is coupled with a reference electrode whose known fixed voltage is as near 

as feasible to a non-polarized voltage. As the following equation [44] shows, 

the voltage that is applied is not always the same as the voltage that is measured 

in the electrochemical cell. 

1.4 Electrochemical sensors 
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𝐸𝑎𝑝𝑝𝑙𝑖𝑒𝑑 =  𝐸𝑐𝑒𝑙𝑙 −  𝑖𝑅𝑠  (1) 

Where Eapplied represents the applied voltage to the potentiostat, which is 

divided into two fractions. Ecell is the voltage given to the working electrode to 

drive the redox reaction, while the remainder of the voltage represents the 

ohmic drop (iRs) induced by the current passing through a resistive 

solution.  This ohmic drop is typical of the bulk solution, so it will change with 

the concentration of the electrolyte. In analyses where extremely small 

electrodes (nano or microelectrodes) are employed, the current is frequently on 

the order of nanoamperes, and the electrolyte concentration is high, the 

contribution of the ohmic drop is minimal, and thus a cell can be used for a 

two-electrode configuration. However, when the electrolyte concentration in 

the solution being measured is low and a big electrode (more than a hundred 

microns in diameter) is used, the ohmic drop will be significant, and a three-

electrode system is therefore chosen. The third electrode is a counter electrode 

(or auxiliary electrode). Its main function is to stop the current from flowing 

between the working electrode and the reference electrode, and to allow instead 

the current flow between the counter electrode and the working electrode. 

For most electrochemical measurements, one of the electrodes in an 

electrochemical cell must be maintained at a constant potential. This so-called 

reference electrode permits the control of a working electrode's potential. In 

electrochemical devices, the standard hydrogen electrode (SHE) serves as a 

reference element. However, it is hard to handle. In most experiments, 

secondary reference electrodes are therefore preferred. A secondary reference 

electrode must satisfy the following criteria: 

• The thermal coefficient of potential must be small; 

• It must be chemically and electrochemically reversible, i.e., its potential 

is governed by the Nernst equation and does not change over time; 

• The potential must remain almost constant when a small current flows 

through the electrode and reverse to its original value after such small 

current flow (i.e., a non-polarisable electrode). 
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Several electrodes come quite close to exhibit this perfect behaviour, but 

there is not a reference electrode that possesses all these characteristics. In 

general, secondary reference electrodes are electrodes of the second type, i.e., 

metal electrodes associated with a solubility equilibrium of a salt of this metal 

and an electrolyte solution with a defined concentration of the anion of the 

sparingly soluble metal salt. The silver/silver chloride electrode (Ag/AgCl) is 

the most popular because it is simple, affordable, stable, and durable. Calomel 

(Hg/Hg2Cl2), silver/silver sulphate (Ag/Ag2SO4), mercury/mercury oxide 

(Hg/HgO), mercury-mercurous sulphate (Hg/Hg2SO4), and copper/copper 

sulphate (Cu/CuSO4) are also examples of secondary electrodes. In addition to 

these types, there are various reference systems for certain scenarios. It would 

be optimal if the reference electrode could be immersed in the same electrolyte 

solution as the electrochemical system. In the two-electrode configuration used 

for potentiometric measurements and the three-electrode configurations used 

in voltammetric and recent polarographic investigations, the reference 

electrode might be a second-type electrode or a metal wire (e.g., platinum). In 

the latter case, the potential of the metal wire may be constant during an 

experiment.  

 

 

A working electrode is an electronic conductor in contact with an ionic 

conductor. The electronic conductor may be a metal, a semiconducting 

material, or a combination of electronic and ionic conductors. Typically, the 

ionic conductor is an electrolyte solution. Voltammetry electrodes are often 

composed of solid or liquid metals or carbon. Also utilised are metal oxides 

and polymers. The primary metallic conductor can be coated with a thin film 

of a secondary conductor (such as oxides or polymers) or a monolayer of 

covalently bound foreign atoms or molecules. This is what is known as 

chemically modified electrodes. The surface of the electrode might be 

chemically modified before the measurement, in a separate operation, or in situ, 

as an essential component of the analytical methodology. With rare exceptions, 

the substance employed as an electrode should not react with the solvent and 

1.4.2 Working electrode 
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the supporting electrolyte. This condition is best addressed by noble metals, 

carbon glass, and graphite. Platinum and gold are the most common 

components of solid metal electrodes. Mercury partially fits the 

abovementioned condition, although it is commonly used because of its liquid 

state and high overvoltage for hydrogen evolution. The potential range within 

which the electrode may be polarised is referred to as the working window of 

the electrode, as only this range can be utilised for measurements. The electrode 

is polarised if a change in voltage does not produce any other current flow than 

that required for double-layer charging. This implies that there are no faradaic 

processes. 

 

1.4.3 Electrochemical sensing mechanism 

In instances when analysis is not feasible with a bare conductive electrode 

or in order to amplify the sensitivity, the electrode is modified. The kinetics of 

electron transport may be accelerated by modifying the conductive substrate. 

Surface variations have a catalytic function, and the sensitivity of measurement 

in electroanalytical applications is determined by an extremely small change in 

surface properties. Generally, modified surfaces result in: 

• Physical and chemical characteristics of the modifier are transferred to 

the electrode; 

• Due to immobilised functional groups and dopants, analyte selectivity 

is enhanced; 

• Rapid diffusion kinetics in the case of certain materials and the capture 

and accumulation of an analyte at the surface of the electrode; 

• Increased electrocatalytic activity as a result of the use of materials with 

a high surface area, allowing for increased sensitivity. 

Several methods exist for modifying electrode [45], such as adding additional 

materials to the surface of the electrode. According to the different reactions 

that occur within or on the surface of a working electrode, the preparation 

methods required to realize a modified electrode can be divided into four 

categories: adsorption, covalent bond formation, electrochemical 
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polymerization, and electrochemical deposition, whereas screen-printing and 

integration are regarded as working electrodes preparation processes, not 

modification techniques. 

Adsorption is a non-covalent interaction that holds the modified suspension 

to the surface of the WE. Chemical adsorption, self-assembled monolayers, and 

coating are all possibilities. Chemical adsorption is a simple and irreversible 

process for altering the electrode directly. Through natural mutual adsorption 

between the solid material and solution interface, the electrodes are changed. 

On the surface of the electrode, self-assembled monolayers are formed by 

physical and chemical interactions between functional groups and film-forming 

molecules or by the spontaneous adsorption of these groups to gold [46], silver 

[47], or platinum electrodes [38]. This process can improve the structural, 

thermal, and electronic characteristics of functional groups in order to increase 

binding interactions. Coating is the most frequent adsorption technique since 

it is simpler than the techniques described above. This procedure is carried out 

by combining the modified solution with the material and then applying this 

mixture to the surface of the bare electrode. After the solvent has fully 

evaporated, only a stable layer composed of the modified compounds will 

remain on the surface. Coating can be performed using any of the following 

operating techniques: 

• spin coating, where the electrode is immersed in a solution, rotated 

using spin coating equipment, and then extracted to allow the solution 

to dry and create a film on its surface [48]; 

• dip coating, in which the surface of the bare electrode is fully immersed 

in the mixture and then exposed to air to remove the mixture and 

produce a layer [49]; 

• dispensing, in which a micro syringe is used to deposit a known quantity 

of modified droplets on the electrode surface [50]. 

In the process of covalent bond formation, some oxygen- containing groups 

bind to the surface of the electrode by oxidation and reduction reactions, and 

then bond to the modified substances to form carriers. Electrochemical 

deposition and polymerization are two similar techniques for modifying the 
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electrodes of an electrochemical device. Electro-polymerization is based on the 

deposition of polymer onto the surface of the electrode. A voltage is generally 

supplied to a working electrode immersed in an electrochemical cell with a 

monomer, the electrolyte solution and in case a doping agent. Thus, the 

monomer can be electrochemically oxidised to generate free radicals that 

induce polymerization and the deposition of the conducting polymer layer on 

the working electrode surface. The electrochemical polymerization process may 

be classified into two main categories: anodic and cathodic [51]. The anodic 

electrochemical polymerization is the optimal approach for creating conducting 

compounds by oxidising monomer species. Rarely is cathodic electrochemical 

polymerization used to produce conducting polymers. In fact, this form of 

polymerization requires electro-synthetic reductive processes that result in a 

relatively low yield of conducting polymers. Electrochemical deposition is an 

efficacious approach for creating metal nanoparticles, but it is often employed 

less frequently than wet-chemical techniques. This method can occasionally 

exhibit restrictions in terms of nanomaterial dimensions and permitted 

morphologies, but it has several advantages, including a short synthesis time, 

the absence of chemical reductants or oxidants, and the absence of unwanted 

by-products. In addition, when the modifier film is put directly on the 

electrode, higher adhesion can be achieved [52]. 

 

 

In electrochemistry, graphene and its derivatives, such as graphene oxide 

(GO), reduced graphene oxide (rGO), and three-dimensional (3D) graphene, 

are frequently employed. Typically, carbon-based materials combine a low 

price, a high surface area, good electrical conductivity, and strong 

electrocatalytic activity and therefore they have demonstrated good 

performance [53] in heavy metals detection. In addition, being this type of 

materials modified (or doped) with different types of additives such as metals, 

metal oxides, etc., they are often used as a base for electrochemical sensors. 

Since noble metal nanoparticles (M-NPs) have high catalytic activity via the 

size effect, graphene modified with these M-NPs has been exploited for the 

1.5. Electrode materials 
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detection of heavy metal ions. Additionally, the catalytic process may be sped 

up by graphene's ability to transmit electrons obtained from the M-NPs' 

catalytic activity to electrodes. When combined with graphene, gold 

nanoparticles (Au-NPs) are the most common NPs used to detect metal ions. 

This is because Au-NPs are chemically stable and easy to make. For example, 

Lee et al.[54] synthesized via electrodeposition G/Au-NPs on a glassy carbon 

electrode(GSE), to determine trace of Pb2+ in acetate buffer solution using 

square wave anodic stripping voltammetry. Instead, Sang et al.[55] synthesized 

rGO/Ag-NPs and realized by a coating, starting with a magnetic glassy carbon 

electrode, a highly sensitive electrode for simultaneous detection of HMI. But 

expensive materials like Au and Ag aren't very useful when making 

macroelectrodes, which require a large amount of material. Alternatives like tin 

NPs or bismuth NPs have also been employed to heavy metal ion 

identification. Lee et al. show in their study [56] how to make a new 

graphene/bismuth nanocomposite film-modified glassy carbon electrode by 

electrochemically depositing exfoliated graphene oxide and plating bismuth 

film in place. This makes it possible to find trace amounts of zinc, cadmium, 

and lead ions. 

Due to their large surface areas and high electrocatalytic activity, metal 

oxides are often used instead of M-NPs and metal films to detect heavy metal 

ions. Strong adsorption capacity, electrocatalytic activity, or both 

simultaneously are the sensing mechanisms of metal oxide for heavy metal ions. 

The majority of metal oxides, however, have poor conductivities and stabilities, 

which are unfavourable to electron transport during the detection process and 

reduce the electrode's long-term stability. But, when metal oxide and graphene 

are mixed, a new electrochemical platform for heavy metal ion detection is 

expected. Graphene nanocomposites based on Fe3O4, ZnO, MnO2, Cu2O, 

Fe2O3, SnO2, TiO2, and Co3O4 have so far been effectively used to detect heavy 

metal ions in aqueous solution [57]. The performance of the modified electrode 

can be significantly impacted by the morphology and average size of the metal 

oxide. By using a simple one-pot synthesis method, Xiong et al. [58] produced 

reduced graphene oxide-Fe3O4 nanocomposites with small-sized Fe3O4. They 
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deposited the material obtained on a previously treated GSE using a dispensing 

technique, and the analysis of Cd2+, Pb2+ and Hg2+ was performed by square 

wave anodic stripping voltammetry (SWASV). Another example of the use of 

metal oxides combined with graphene derivatives is illustrated by Wei et al. [59]. 

In their work, the authors give a thorough analysis of the SnO2/rGO 

nanocomposite modified glass carbon electrode, which could be used for the 

simultaneous and selective electrochemical detection of ultra-trace Cd (II), Pb 

(II), Cu (II), and Hg (II) in drinking water. 

 

 

Numerous electrospun materials for the detection of heavy metal ions have 

been developed and evaluated using a wide variety of techniques [41]. 

Electrospun nanofibers have numerous advantageous characteristics, including 

a high surface-to-volume ratio, porosity, tunability of nanofiber properties 

(chemical composition, morphology, and dimensions), and the ability to be 

easily functionalized to enhance material performance [60]. The functional sites 

on which fibers can be endowed, through the different functionalization or 

doping methods, promote the activation of anchor points for HMI. Moreover, 

the high surface area to volume ratio of fibers conveys a broader dispersion of 

active sites, which, along with the porous structure of fibrous membranes, 

assesses the heavy metal removal capability of the electrospun[61]. Therefore, 

it has been demonstrated that the integration of nanomaterials as electrodes 

can improve the sensitivity and reproducibility of electrochemical methods in 

the detection of HMI [62]. When polymeric nanofibers are considered, 

polyaniline conductive polymer was found to be among the most used sources. 

Indeed, it played a dual role in both increasing the surface area, due to the 

mono-dimensional structure, and assuring at the same time a high conductivity 

due to the well-known electronic properties. Promphet et al. [63] reported 

electrospun nano-porous fibers fabricated by mixing graphene, polyaniline, and 

polystyrene and deposited onto carbon electrodes. The system was tested under 

SWASV for the simultaneous determination of Pb2+ and Cd2+ ions in the 

presence of Bi3+ ions. The observed increase in the electrochemical sensitivity 

1.5.1 Electrospun nanofibers 
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of modified electrodes (observed in comparison to unmodified ones) was 

ascribed to an increase in the specific electrode surface area because of the 

presence of nanofibers. The electrode system showed high reproducibility and 

was successfully applied in real river water samples, demonstrating that it is a 

useful tool for the environmental monitoring of these ions with a detection 

limit for Pb2+ and Cd2+ down to 3.3 and 4.43 µg/L, respectively.  

Huang et al. [64] used one-dimensional phytic acid-doped polyaniline 

nanofibers as a modifier for GCE for simultaneous detection of Cd2+ and Pb2+ 

using DPASV. The reported detection limits were 0.02 and 0.05 µg/L for Cd2+ 

and Pb2+, respectively. The fabrication and evaluation of a glassy carbon 

electrode modified with self-doped polyaniline nanofibers/mesoporous carbon 

nitride and bismuth for the simultaneous determination of trace Cd2+ and Pb2+ 

by SWASV were reported by Zhang et al. [65]. Under the optimum conditions, 

the fabricated electrode exhibited a limit of detection (LOD) of 0.7 nM for 

Cd2+ and 0.2 nM for Pb2+. Both individual and simultaneous detection of Pb2+ 

and Cd2+ were afterward investigated on polyaniline nanotubes/electrospun 

polystyrene surface [66]. The morphological and electrochemical properties of 

the polyaniline nanotubes were demonstrated to depend on the size of the 

polystyrene fibers. 

Good sensitivity and reproducibility were demonstrated by SWASV. The 

LOD was found to be 9.65 × 10−11 mol/L and 2.67 × 10−10 mol/L for the 

individual detection of Pb2+ and Cd2+ ions, respectively. Simultaneous detection 

of Zn2+, Cd2+, and Pb2+ using a graphene–polyaniline nanocomposite electrode 

was investigated by SWASV in the presence of Bi3+. Metal ion concentration 

with detection limits of 1.0 µg/L for Zn2+ and 0.1 µg/L for both Cd2+ and Pb2+. 

The modified electrode allowed selective determination of the target metals in 

the presence of common metal interferences including Mn2+, Cu2+, Fe3+, Fe2+, 

Co3+, and Ni2+[67]. Field monitoring of HMI pollution for the detection of 

Hg2+ was demonstrated by Naourei et al. [68]. Mercury ions were quantified by 

ASV using a novel conductive nanofibrillar structure made of a copolymer, 

poly(aniline-co-o-aminophenol) decorated with gold nanoparticles, with a very 

low LOD of 0.23 nM. The sensor resulted efficient in Hg2+ detection in river 
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water and in fish samples. Along with electrospun polyaniline, another 

commonly reported system is based on carbon nanofibers, which is considered 

a system with a remarkable surface area. Li et al. [69] constructed a bismuth-

film modified graphite nanofibers–Nafion GCE for the simultaneous 

determination of trace Pb2+ and Cd2+. The electrochemical properties of the 

modified electrode, studied under optimal conditions, showed the LOD equal 

to 0.09 µg/L for Cd2+ and 0.02 µg/L for Pb2+ with a 10 minutes 

preconcentration by DPASV. 

High reproducibility and selectivity in both real, such as river water, and 

human blood samples were demonstrated. The same metals, generally reported 

as representative metals, were also used by Zhao et al. [70] to test through the 

same electrochemical technique the performance of a carbon-based 

fibers/Nafion modified electrode, resulting in a LOD equal to 0.9 × 10−9 M 

and 1.5 × 10−9 M, for Pb2+ and Cd2+, respectively. A Nafion-modified glassy 

carbon electrode was constructed for anodic stripping analysis of Hg2+, 

combining bis(indolyl) methane with the unique properties of mesoporous 

carbon nanofiber, with a satisfactory result in HMI coexistence (Hg2+, Cd2+, 

Pb2+, and Cu2+). This electrochemical sensor significantly improved selectivity 

and sensitivity towards Hg2+ determination with a detection limit of 0.3 nM 

[71]. Glutathione peptide was successfully immobilised onto a nanomaterial 

substrate electrode based on carbon nanofiber. The repeatability, 

reproducibility, and analytical performance were compared to a classical screen-

printed carbon electrode modified with glutathione. It was demonstrated that 

the enhanced surface area attributed to the carbon nanofiber substrate gave 

higher results for Pb2+ and Cd2+ determinations [72]. A facile, green, highly 

sensitive, and simultaneous method for the detection of trace HMI was 

demonstrated by Zhang et al.[73]. Well dispersed gold nanoparticles were 

grown on carbon nanofibers synthesised via the electrospinning technique and 

exhibited a high surface-specific area and high porosity. When used as the 

working electrode for the simultaneous determination of HMI such as Cd2+, 

Pb2+, and Cu2+ through the SWASV method, those properties resulted in being 

beneficial for the penetration of heavy metal ion solutions and increasing the 
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surface contact area of the electrode. Simultaneous detection of Cd2+, Pb2+, and 

Cu2+ with a low concentration of 0.1 mM was attributed to the exposed well-

dispersed gold nanoparticles and the high electron transport capability of 

carbon nanofibers. Vertically aligned carbon nanofibers were evaluated for the 

detection of Pb2+ by ASV by Robinson et al. [74].  

The achieved detection limit reported was 1.73 nM. A nanocomposite of 

polypyrrole and carbon nanofibers modified carbon paste electrode was 

reported for the determination of traces of lead ions in real samples of water. 

The SWASV was used to investigate the analytical performance of the designed 

electrode. Under the optimum experimental conditions, good linearity between 

the stripping peak currents and the concentration of Pb2+ was obtained with a 

detection limit estimated at around 0.05 µg/L [75].  

Another study describes a simple and efficient method for creating new 

sensors for simultaneous tracing detection of HMIs. Bimetallic platinum-gold 

alloy nanoparticles were constructed with electrospun carbon nanofibers for 

simultaneous detection of trace Cd2+, Pb2+, and Cu2+ by SWASV with a 

sensitivity of 0.10 mM. The excellent sensitivity and low detection limit for 

HMI detection were ascribed to the high conductivity of carbon nanofibers, 

the fast response of platinum-gold alloy nanoparticles, and the high specific 

surface area of the hybrid structure [76].  

Porous carbon nanofibers co-doped with nitrogen and sulfur were used to 

modify a glassy carbon electrode. Compared to a bare GCE, the one modified 

shows improved sensitivity for Cd2+ in DPASV [77]. A novel elaborated 

electrochemical sensor was investigated, which was based on a nanocomposite 

of ionic liquid, 1-ethyl-3-methylimidazolium bis(trifluoromethyl sulfonyl) 

imide, carbon nanofibers, and bismuth particles modified carbon paste. The 

sensor exhibited excellent electroanalytical performance for the determination 

of Pb2+ and Cd2+ with LOD for Pb2+ and Cd2+ equal to 0.12 and 0.25 µg/L, 

respectively. A wide linear response range and low LOD were obtained, along 

with high sensitivity, selectivity, and reproducibility [78]. 

A trace amount of As3+ detection was instead reported by using a sensing 

platform made of a polyaniline nanosheet array on an electrospun iron-
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containing carbon nanofiber substrate followed by self-deposition of gold 

nanoparticles. High sensitivity with a detection limit of 0.5 ppb was registered 

by SWASV [79]. 

A few other reports have reported on other kinds of pure, hybrid, and 

composite nanofibers for multiple HMI detection. Reduced graphene 

oxide/polyvinyl butyral nanofibers on glassy carbon electrodes were used for 

fabricating an electrochemical sensor for Cu2+ detection by DPASV. The as-

fabricated sensor showed good analytical performance with a low detection 

limit of 4.1 nM [80]. 

Zinc oxide nanofibers with high surface area, fabricated by electrospinning, 

have demonstrated optimum sensitivity for Cd2+ and the simultaneous analysis 

with Cu2+, Pb2+, Cd2+, and Hg2+ is feasible in water samples. The strong affinity 

between zinc oxide and Cd2+ was exploited by SWASV and the reported LOD 

was equal to 1.8 x 10−9mol/L [81]. A zinc oxide nanofiber/L-cysteine 

nanocomposite was used as electrodes for the electrochemical sensing of Pb2+ 

ions. The high porosity of nanofibers combined with the Lewis acid-base 

interaction of L-cysteine makes it a great material for Pb2+ detection in a real 

sample. SWASV displayed excellent sensitivity, selectivity, and stability with a 

LOD of 0.397 µg/L [82]. 

To test Cu2+ ion contamination in real environmental samples, an amino-

rich organosilica-nanofiber-modified gold electrode was obtained upon 

electrospinning. The three-dimensional porous fiber promoted Cu2+ ions 

accumulation inside the structure. By using SWASV, a very sensitive response 

to Cu2+ ions was obtained, with a wide linear range, high stability, and a low 

detection limit down to 2.6 pM [83]. 

Finally, it is noteworthy to highlight that, as inferred by the analysed 

literature, the pivotal role in the sensing mechanism of HMIs by ASV was 

strictly dependent on the material features. Despite a very broad diameter 

distribution ranging from 40-60 nm [64] to 2.44 µm [63] for the reported cases, 

the high surface area to volume ratio of fibres and membrane porosity were 

always ensured for each system due to different electrospun fibres (such as 

pure, hybrid, doped, and functionalized).
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2 

 

This chapter describes in detail the electrochemical impedance spectroscopy technique, including 

its instrumentation, the influence on measurement parameters, the graphical representation of 

results, and the equivalent circuits usually used. 

 

Electrochemical impedance spectroscopy is an important electrochemical 

technique used to measure the impedance of a circuit. EIS has several 

advantages over the other electrochemical methods since it is a steady-state 

technique, uses small signal analysis, and can probe signal relaxations over a 

very wide range of applied frequency, from less than 1 mHz to greater than 1 

MHz, using commercially available electrochemical working stations 

(potentiostat). 

 

 

In the process of developing the EIS measurement technique, instruments 

with various measurement principles, such as alternating current bridges, 

phase-sensitive detection and lock-in amplifiers, Lissajous curves, frequency 

response analyser (FRA), wavelet transforms and Laplace transforms, have 

been proposed. Most of the contemporary EIS devices use frequency response 

analysers, coupled with a potentiostat/galvanostat, to calculate the real and 

imaginary components of the complex impedance at a specified frequency. 

As well described by Orazem and Tribollet [84], a potentiostat is designed 

to maintain a constant potential difference between a working electrode and a 

reference electrode. Figure 4(a) depicts the simplest connection of the 

reference electrode to the inverting input of the operational amplifier. The 

potential of the working electrode is referenced to the ground potential, and 

Electrochemical Impedance Spectroscopy 
(EIS) 

2.1 Instrumentation 
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the potential of the reference electrode is maintained at a value Vset that is also 

referenced to the ground potential. Figure 4(a) shows a potentiostat that 

regulates the voltage difference between the working and reference electrodes. 

Additionally, the potentiostat requires a method for monitoring the current. 

Figure 4(b) illustrates one method for measuring the potential difference across 

a resistance. Current is represented by I = Vm/Rm. The current in the working 

electrode circuit is measured using a current follower in the second method (see 

Figure 4(c). In the last case, the working electrode is not directly connected to 

the ground but is instead at a virtual ground potential. In each of the Figure 4 

combinations, the working electrode's potential is regulated relative to the 

reference electrode. The reference electrode is at ground, and the potential V 

between the + input of the operational amplifier and ground represents the 

potential difference between the reference electrode and the WE. There is no 

potential difference between the entries + and -. The operational amplifier 

delivers the current through the counter electrode so that the reference 

electrode and the WE have the corresponding potential difference. 

 

Figure 4 - Simple electric schemes of a) potentiostat for controlling the potential 

of a working electrode with respect to a reference electrode, b) potentiostat with 

current measurement by potential drop across a measuring resistor, c) potentiostat 

with current measurement by use of a current follower and d) galvanostat for 

controlling the current through a working electrode. Adapted from [84]. 

A galvanostat scheme is shown in Figure 4(d). Point A and the working 

electrode are both at a virtual ground potential. The current I is obtained by 
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the equation I = V/R. Either R or V could be modified to modify the current 

value. The potential between the reference electrode and the working electrode 

is easily observable. 

𝑉0 = 𝑅0 (
𝑉1

𝑅1
⁄ +

𝑉2
𝑅2

⁄ ) (2) 

By modifying the potentiostat as represented in Figure 4(c), it is possible to 

conduct impedance measurements under potentiostatic control. In Figure 5, a 

voltage adder is used to combine the DC potential corresponding to the 

polarisation point and the ac potential supplied by the frequency function 

analyser’s generator. With an appropriate choice of R0, R1 and R2 in equation 

(2), it is possible to have an AC input with a potential divided by 100 (e.g., R0 

= R1 = 100R2). 

 

Figure 5 -Electric scheme of potentiostat for EIS measurement. Adapted from 

[84]. 
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The experimental design parameters are affected by the system under 

examination, the purpose of the investigation, and the instrumentation's 

capabilities. The aim is to optimize the information content of a measurement 

while avoiding bias and stochastic errors. 

Typically, the purpose of impedance measurements is to capture the 

frequency response of the system under investigation. To achieve this, the 

measured frequency range must contain frequencies sufficiently large and 

sufficiently small to reach asymptotic limits where the imaginary impedance 

approaches zero. In certain instances, such as when blocking electrodes are 

utilised, the low-frequency asymptotic behaviour does not exist. Due to the 

nonstationary nature of the system, a true DC limit cannot be achieved in other 

scenarios. At high frequencies, instrument artefacts may affect the 

performance. Instead, the potential determines the linearity of electrochemical 

systems. Utilizing a perturbation with small amplitude permits the application 

of a linear model to the interpretation of spectra. The optimal amplitude is a 

balance between the desire to minimise nonlinear response (by selecting a small 

amplitude) and noise in the impedance response (by using a large amplitude). 

The amplitude is dependent on the investigated system. 

 

 

Measurements of impedance necessitate a trade-off between minimising 

bias errors, limiting stochastic errors, and maximising the information content 

of the resulting spectrum. To limit the impact of stochastic errors in impedance 

measurements and to improve signal-to-noise ratio, the following actions could 

be taken: 

• Use the optimal current measuring range: the potentiostat converts the 

current into a potential signal. Potentiostats may utilise an alternative 

version of the current follower. A mismatch between the measured 

current and the potentiostat's range setting can result in either excessive 

2.2 Experimental Considerations 

2.3 Instrumentation Parameters 



Electrochemical Impedance Spectroscopy (EIS) 

 

31 
 

stochastic noise (if the range is set too high) or bias errors due to 

current overloads (if the set range is too low). Some instrument 

manufacturers require the operator to estimate the appropriate current 

measuring range. For studies conducted with DC current, estimating 

the current range is straightforward. Under open-circuit conditions, the 

range of required current varies significantly with frequency. Automatic 

selection of the current measuring range is avoided if the method may 

produce a change in system attributes by imposing a current on the 

system. 

• Increase the integration time/cycles: for impedance measurements, time-

domain data are converted to complex values for each frequency. This 

measurement's stochastic errors can be decreased by allowing more 

time for integration at each frequency. The number of cycles necessary 

to reach a predetermined error threshold at each frequency depends on 

the measurement frequency. At high frequencies, several cycles are 

necessary, whereas at low frequencies, only three or four cycles are 

required. Some instruments permit the configuration of autointegration 

modes in which the system decides the required number of cycles to 

converge to a specific criterion. Selecting the more stringent 

convergence criterion helps lower the noise levels. 

• Ignore the first frequency measured: a starting transient frequently corrupts 

the recorded impedance at the initial frequency of measurement. When 

fitting regression models to data, it is preferable to exclude the initial 

frequency measured. 

• Increase the amplitude of modulated signal: the size of the modulation 

amplitude that can be utilized while maintaining a linear system 

response is determined by the system's polarisation curve. Numerous 

high-impedance systems exhibit a reasonably large linear potential 

range. By employing a large modulation amplitude in such scenarios, 

stochastic mistakes can be considerably decreased. 

• Introduce a delay time: measurements of impedance are performed at a 

sinusoidal steady state, meaning that the sinusoidal response to the 



Electrochemical Impedance Spectroscopy (EIS) 

32 
 

sinusoidal input does not vary with respect to time. As the system 

responds to a change in frequency, a transient is observed, and this 

transient is incorporated into the impedance's integrated value. 

According to Pollard and Compte [85], this transient can generate an 

error of up to 4% in the impedance response measured by integration 

over the first cycle. To prevent this unwanted inaccuracy induced by 

the transient, it is preferable to introduce a one or two-cycle delay 

between the frequency change and impedance measurement. 

• Avoid the frequency of the electric line and its first harmonic: modern impedance 

instruments offer extremely effective filters for stochastic noise, but 

these filters are typically insufficient for measurements conducted at the 

electric line frequency (i.e., 50 ± 5 Hz and 100 ± 5 Hz in Europe and 

60 ± 5 Hz and 120 ± 5 Hz in the United States). In general, the resulting 

measurements appear as outliers in an impedance spectrum, and such 

outliers have a substantial effect on the nonlinear regression used to 

extract parameters from the data. 

• Avoid exposure to external electric fields: electric fields emitted by external 

devices such as electric motors, pumps, and fluorescent lighting can 

significantly contribute to the apparent noise in a system. This effect, 

which is most evident in high-impedance systems, can be reduced by 

using a Faraday cage, which will be discussed in detail below. 

Systematic bias errors in impedance measurements can be reduced by acting 

on the parameters described below. The bias errors caused by non-stationary 

effects have a greater influence at low frequencies, where each measurement 

requires considerable time. 

• Reduce measurement time: reducing the time permitted for integration at 

each frequency increases the degree of stochastic errors in the 

measurement, hence reducing the total time needed to measure an 

impedance spectrum. This solution requires the acceptance of 

additional stochastic noise in order to obtain a smaller bias error. 

Minimizing the frequency range or the number of frequencies 

monitored every decade is a second method for reducing the number 
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of frequencies measured. Since a greater number of observed 

frequencies generates more accurate parameter estimates, this method 

necessitates sacrificing model discrimination to achieve a smaller bias 

error. 

• Select an appropriate modulation technique: the presence of bias errors can be 

significantly affected by the selection of an appropriate modulation 

strategy. Utilizing potentiostatic modulation in a system where the 

potential varies with time can increase the measurement time for 

autointegration. The user may consider what must remain constant 

(e.g., potential or current). 

• Avoid the frequency of the electric line and its first harmonic and introduce a delay 

time: to minimize bias errors, it is possible to employ the same approach 

as previously described. 

Instead, at high frequencies, especially for systems with a low impedance, 

instrument bias errors are frequently observed. To reduce this type of error, it 

is possible to proceed with the following steps: 

• Use a Faraday cage: a Faraday cage consists of a metallic conductor that 

completely covers and shields the cell under study from the influence 

of external electric fields. The conductor may consist of a wire mesh or 

metal sheets. The cage is typically grounded.  For systems with a high 

impedance and a low electrical current, Faraday cages are required. The 

wires operate as an antenna, accumulating stray electric fields that 

induce an additional current. If the cell current is tiny, this current may 

constitute a substantial percentage of the signal. 

• Use faster potentiostat: the effect of high-frequency bias errors can be 

lessened by selecting an appropriate potentiostat. Different brands of 

potentiostats are capable of high-frequency measurements to varying 

degrees. 
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The representation of data is a crucial feature of EIS analysis, upon which 

interpretation depends. Potential–current versus time, Lissajous curves, and 

Bode and Nyquist representations are frequently used [86]. The first data 

representation mentioned above is the relationship between the sinusoidal 

potential and current as a function of time at a specific frequency. The 

amplitude and phase shift provide essential impedance data information. In the 

Lissajous curve, which is created by showing the output signal as a function of 

the input signal at a certain frequency, the phase shift between the input and 

output signals is more evident. In the early years of EIS, Lissajous plots were 

employed to examine EIS at both low and high frequencies. In addition, the 

Lissajous plot provides numerous advantages when observed during the 

experiment. If Lissajous figure distortions are seen, the perturbation amplitude 

applied to the system must be decreased, at least in the frequency domain where 

the ellipse degeneration is observed. The measurement is considered linear if 

the Lissajous plot can be produced an elliptical form by altering the 

perturbation amplitude. Moreover, a change of the electrical signal along the x 

or y axis, which typically occurs in the low-frequency region, indicates a 

movement of the system to a non-stationary condition, resulting in an 

inaccurate measurement in this frequency domain. In contrast to the Lissajous 

curve, the Bode and Nyquist representations are obtained over a wide 

frequency range (typically 100 kHz to 10 mHz) and are thus 3D representations 

of the experimental results, namely frequency, modulus, and phase angle for 

the Bode diagram, or frequency, real part, and imaginary part for the Nyquist 

diagram. The most common in the literature, the Nyquist and Bode 

representations permit a preliminary study of the system, leading to the 

identification of elementary processes engaged in the mechanism. The phase 

angle and modulus are displayed as a function of frequency in a typical Bode 

graph. The phase angle and modulus are calculated from the measurements' 

real and imaginary components. The Bode plot is an understandable 

representation of the frequency-dependent impedance change. A typical 

Nyquist plot in which the imaginary part of the impedance data is shown 

2.4 Graphical representation of results 
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against the real part. The Nyquist format highlights greater impedance values 

that demonstrate the effect of mass transfer and reaction kinetics. Each symbol 

represents a data point measured at a particular frequency, and solid dots 

represent typical frequencies. 

 

In general, an electrochemical cell can be thought of as a simple impedance 

to a small sinusoidal excitation, thus, its performance should be represented by 

an equivalent circuit of resistors and capacitors that pass current with the same 

amplitude and phase angle as the real cell does under a given excitation. Several 

models were constructed for the impedance response based on hypotheses 

concerning reaction sequences, mass transfer, and physical processes. 

Frequently, these models can be described using the mathematical 

formalisation of electrical circuits. Because the total current through the 

working interface is the sum of contributions from the faradaic process (if) and 

double-layer charging (ic), parallel elements are introduced. The impedance 

response of electrochemical systems can also be accounted for via electrical 

circuits. These models are formed by passive elements such as resistors, 

inductors and capacitors, and by distributed elements such as the Warburg 

element in Table 2. 

 

 

Various and frequently contradictory physical explanations are provided in 

the literature for the experimental data represented by the Nyquist diagram [87]. 

These interpretations are dependent on the results of the various EIS 

applications, such as for Nyquist plots with one or two semicircles. Some 

examples of the use of resistance to describe electrochemical phenomena are: 

• Ohmic or uncompensated resistance: represents the voltage drop between the 

working and reference electrodes. At high frequencies, its value is 

determined by the intersection of the measured impedance and the 

abscissa of the Nyquist diagram. The ohmic resistance is generally 

2.5 Equivalent Circuits  

2.5.1 Resistors 



Electrochemical Impedance Spectroscopy (EIS) 

36 
 

expressed as RΩ or RS and depends on the geometry of the working 

electrode and the conductivity of the electrolyte solution. 

• Polarization resistance: polarizing an electrode means applying an external 

potential, modifying the equilibrium that occurs in open circuit 

conditions (OCV). The polarization of an electrode causes a current 

flow on its surface and in the electrolyte, which the system generates to 

restore a condition of equilibrium. In the study of corrosion of metallic 

materials, a high value of the polarisation resistance indicates a high 

resistance to corrosion of the material. The value of the polarization 

resistance is obtained by subtracting the ohmic resistance from the 

resistance value, given by the impedance projection on the axis of real 

values at low frequency. The polarization resistance is mainly given by 

the sum of the charge transfer resistance (Rct) and the diffusion 

resistance (Rd). The latter will be discussed in the paragraph relating to 

the elements that model the diffusion phenomenon. As for the charge 

transfer resistance, it represents the faradaic impedance limit for 

frequency, which tends to infinity and for the AC wave amplitude, 

which tends to zero [88]. In the simplest cases, it corresponds to the 

ohmic resistance value, while in the cases of more complex reactions, 

it will be the place where the mid-frequency loop reaches the real axis. 

 

 

Generally, the results of impedance spectroscopy are always represented 

within the first quadrant of the Nyquist diagram, but on some occasions, it can 

drop below the x axis, therefore into the fourth quadrant. In order to represent 

this type of behaviour, the inductor element is used during the modelling of the 

equivalent circuit. Inductive phenomena can occur at both high and low 

frequencies. In the first case, they are due to instrumental artifacts, to the 

structure of the working electrode (for example, sandwich or with a wound 

wire) or to the incorrect position of the reference electrode with respect to the 

working one (usually it is advisable to position the reference electrode at a 

distance of two-three times the size of the WE) [89]. As for the structure of the 

2.5.2 Inductors 
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working electrode, it is often at a certain distance from the connection with the 

potentiostat, so for WE with low impedance, the inductive loop is more 

marked. While the inductive loop that occurs at low frequencies is normally 

found in EIS analyses of PEMFCs (Proton-Exchange membrane fuel cells)[90]. 

 

 

In an electrochemical system, the presence of a capacitive component may 

be due to dielectric capacitance and double layer capacitance. Electrical double 

layer capacitance (Cdl) refers to the polarisation of ionic charge at the surface of 

EIS system electrodes. The first occurs when there is a dielectric layer on the 

electrode's surface, such as in the presence of oxide layers or polymeric 

coatings. The value of the double layer capacitance depends on various 

elements, such as electrode potential, temperature, ionic concentrations, ion 

types, oxide layers, electrode roughness, impurity adsorption, etc. Due to the 

presence of so many variables, the behaviour of an ideal capacitor almost never 

occurs; therefore, a constant phase element (CPE) is used to model the 

equivalent electrical circuit in these cases. CPE is utilized to optimize data 

fitting but has no physical significance. Typically, the equation (3) for 

calculating the impedance of this element contains two constant-phase 

parameters, Q0 and n. When n = 1, this corresponds to an ideal capacitor, when 

n = 0, to an ideal resistor, and when n = -1, to an ideal inductor. 

𝑍𝐶𝑃𝐸 =  
1

𝑄0(𝑗𝜔)𝑛
 (3) 

Among the proposed physical explanations for CPE behaviour is electrode 

roughness. For a fractal surface with a rough surface, the fractal dimension (D) 

is between 2 and 3. This indicates that the surface varies between two 

dimensions (i.e., it is perfectly flat) and three dimensions (i.e., the surface fills 

three dimensions, branching every which-way through space and resembling a 

porous cube). It has been shown [91] that an exponent, n = 1/(D-1), affects 

the interfacial impedance (electron transfer or double layer capacitance) of 

these electrodes. For a smooth surface, the fractal dimension (D) is 2.0, n = 1, 

2.5.3 Capacitors and Constant Phase Element 
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and the impedance value remains unaltered, however for a severely contorted 

surface (D = 3) and n = 0.5, the impedance value is unaffected. Another 

explanation is heterogeneous surface reaction rates. This may be observed on 

polycrystalline metal surfaces or carbon electrodes with a distribution of active 

sites (with various activation energies). Kim et al. [92] show that for a glassy 

carbon electrode, the CPE exponent corresponds with the proportion of edge 

plane orientation rather than the fractal dimension of the surface. This 

behaviour is not seen with mercury which, unlike polycrystalline metals, is 

atomically homogenous and does not exhibit CPE behaviour. A third possible 

interpretation could be the coating's variable thickness or composition. For 

instance, if the bulk conductivity of a coating varies with distance through the 

coating [93] , the resulting impedance spectrum can be approximately like that 

of a CPE. 

 

 

In electrochemical reactions, diffusion plays an essential role. The first 

distributed element to be introduced to electrochemistry was the infinite-length 

Warburg impedance.  The infinite-length Warburg impedance is derived from 

the solution of Fick's second law, the diffusion equation, for one-dimensional 

diffusion of a particle in a semi-infinite space, which is mathematically 

equivalent to wave transmission on a semi-infinite distributed RC transmission 

line [94] .However, actual physical circumstances never include infinite lengths. 

The solution for the diffusion of particles in a finite-length region (equivalent 

to a finite-length, shorted transmission line) seems to have been presented for 

the first time by Llopis et al. [95] for the supported situation, where the finite 

length considered was the thickness of the Nernst diffusion layer, suitable for 

a stirred electrolyte or a rotating electrode. In contrast, particles diffusing in an 

electrode with a thickness of le or in an electrolytic cell of unstirred liquid or 

solid material are free to migrate over the full region of thickness le or l. In cases 

of current interest, it is fair to consider the finite-length zone where diffusion 

occurs to be l or le. Therefore, the Warburg element can be utilized to model a 

semi-infinite, unrestricted linear diffusion to a wide planar electrode. The 

2.5.4 Diffusion elements 
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Warburg impedance is an example of a constant phase element whose phase 

angle is -π/4 and is independent of frequency. As expected for a CPE with an 

n-value of 0.5, the amplitude of the Warburg impedance is inversely 

proportional to the square root of the frequency. The Warburg is unique among 

CPEs in that the real and imaginary components are identical at all frequencies 

and are frequency dependent. The following equations (4) define a Warburg 

Impedance: 

𝑍𝑊 = 𝜎 √𝜔⁄ − 𝑗𝜎 √𝜔  (4)⁄  

Where σ is given by: 

𝜎 =
𝑅𝑇

𝑛2𝐹2𝐴√2
(

1

𝐷𝑂
1 2⁄

𝐶𝑂
𝑏

+
1

𝐷𝑅
1 2⁄

𝐶𝑅
𝑏

) (5) 

Both reversible and quasi-reversible processes in which both components 

are soluble satisfy the equation for sigma. The subscripts O and R describe the 

oxidized and reduced forms of the species, respectively, while Cb indicates the 

concentration in bulk. D is the species' diffusion coefficient. The Warburg 

coefficient can also be derived from the slope of the Nyquist plot or by fitting 

to an equivalent circuit model containing a Warburg impedance. However, 

most identical circuit modeling algorithms yield YO instead of σ. YO denotes 

the admittance magnitude (= 1/Z) at ω = 1 rad/s (0.16 Hz). 

𝜎 =
1

√2𝑌𝑂

[𝑜ℎ𝑚 √𝑠⁄ ] (6) 

The Gerischer impedance is a distributed element that shares several 

characteristics with the Warburg impedance, which occurs when an 

electroactive species performs a bulk chemical reaction. In the high frequency 

limit, the Gerischer function is indistinguishable from the finite-length 

Warburg, and like it, it yields purely resistive behaviour in the low frequency 

limit. However, the Gerischer function differs from the finite-length Warburg 

in its detailed frequency dependence, yielding, for example, an arc closer to the 

real axis in the Z plane. Similar to the infinite length Warburg impedance, the 

Gerischer impedance can be represented by a semi-infinite transmission line 
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with a series resistance per unit length and a parallel resistance per unit length 

added to the transmission line capacitance per unit length. 

 

Table 2 - Circuit elements used in EIS modelling. 

Circuit 

Element 
Symbol and Equation  Nyquist plot 

Resistor (R) 

Represents the 

transfer of electrons 

across an interface 

 

𝑍 = 𝑅 
 

Inductor (L) 

Represents 

magnetic inductance 

 

𝑍(𝑓) = 𝐿𝑗2𝜋𝑓  

Capacitor (C) 

Represents non-

faradaic charging at 

an interface 

 

𝑍(𝑓) = 1 (𝐶𝑗2𝜋𝑓)⁄  
 

Constant Phase 

Element (CPE) 

Represents a 

non-ideal capacitor 

 

𝑍(𝑓) = 1 [𝑄(𝑗2𝜋𝑓)𝑛]⁄  
 

Warburg semi-

infinite diffusion 

(W) 

Represent 

diffusion of 

ions/electrons in solid 

o liquid phases 

 

𝑍(𝑓) = √2𝜎 √𝑗2𝜋𝑓⁄  
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Warburg 

convective diffusion 

(Wd) 

Represents 

diffusion on a rotating 

disk electrode in a 

finite length 

 

𝑍(𝑓) = 𝑅𝑑1 tanh(√𝜏𝑑1𝑗2𝜋𝑓) √𝜏𝑑1𝑗2𝜋𝑓⁄  
 

Gerischer 

element (G) 

Represents an 

electrochemical 

reaction coupled with 

an irreversible 

chemical reaction, also 

coupled to diffusion. 

It has also been used 

to model a porous 

electrode 

 

𝑍(𝑓) = 𝑅𝐺1 √1 + 𝜏𝐺1𝑗2𝜋𝑓⁄  
 

Modified 

Gerischer element 

(Gα) 

Derived from the 

Gerischer diffusion 

element expression by 

adding the parameter 

α1 

 

𝑍(𝑓) = 𝑅𝐺1 √1 + (𝜏1𝑗2𝜋𝑓)𝛼1⁄  
 

 

 

In the following section, common equivalent circuit models are shown. 

These models can be utilized to analyse simple EIS data. The first model is 

purely capacitive and is employed when an electrode is covered with an 

undamaged coating and therefore has a very high impedance. The model 

combines a resistor (due mostly to the electrolyte) in series with the coating 

capacitance. The corresponding Nyquist plot for such a perfectly polarized 

2.5.5 Common Equivalent Circuits 
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electrode will have a straight vertical intersecting the Re(Z) axis, with the X-

intercept representing the resistance. Due to the porosity, roughness, and 

impurity of the electrode, it is possible to observe the straight line intersecting 

the Re(Z) axis at an angle less than 90°. Consequently, CPE will replace the 

ideal capacitor in the equivalent circuit [96]. The second example is the 

simplified Randles circuit, which is one of the most used cell models. This 

model includes a double-layer capacitor with solution resistance and charge-

transfer or polarization resistance. The polarization resistor is connected in 

parallel with the surface deposited double layer capacitor and in series with the 

solution resistor. The Nyquist plot of a simplified Randle cell is always a 

semicircle. The solution's resistance can be calculated by reading the real axis 

value at the high frequency intercept. At the opposite (low frequency) intercept, 

the real axis value is the sum of the polarization resistance and the solution 

resistance. In cases where semi-infinite linear diffusion influences the kinetic 

and diffusion control of an electrochemical system, the Warburg impedance is 

utilized in the equivalent circuit model and the Nyquist plot results in a 

semicircle with one extended arm at low frequency. Similarly, more 

sophisticated models can be built based on the physical characterization of the 

electrode, such as a partially blocked electrode, an electrode covered with an 

inert porous layer, a totally porous electrode, an electrode coated with 

numerous layers of inert porous layers, etc., as described in detail in previous 

reviews on EIS measurements [97], [98]. 

The state of the art described up to now, regarding the detection techniques 

for heavy metals and the different types of sensors, has served to better 

contextualize the work described in this thesis. 
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3 

 

In this chapter, the general principles behind the experimental equipment and techniques used 

for this research are outlined. The first paragraph describes the electrospinning technique, all 

the parameters that influence it, and the characterization techniques used.  

 

 

Electrospinning is a straightforward process that has the potential to be the 

most successful and advanced electrohydrodynamic method for producing 

continuous fibres with diameters as small as few nanometres. It possesses 

characteristics similar to those of two standard methods, namely conventional 

dry or melt spinning and electrospraying. Applying high voltage to induce the 

production of a liquid jet, which is quickly solidified by evaporating the solvent 

or freezing the melt, enables the manufacture of nanofibers. This versatile 

technique is applicable to both natural and manufactured polymers, polymer 

alloys, ceramics and metals [99]. Various fiber structures, such as hollow fibers, 

helical fibers, core-shell fibers, porous fibers, etc., can be generated utilizing the 

electrospinning technique and specialized equipment. In addition, the method 

is capable of manufacturing a variety of single-fiber structures consisting of 

organized fiber configurations. Depending on their physical, biological, or 

chemical properties, electrospun fibers are very attractive for a variety of 

applications, such as sensors, biomedicine, filtration, etc. [100]. Since the late 

1990s, not only the electrospinning process has been carefully revaluated in 

laboratories to assure its acceptability at the mega scale, but it has also been 

widely implemented in industry [101], [102]. 

 

 

Methods for production and characterization 
of active layers for sensor device 

3.1 Electrospinning technique 
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A standard electrospinning setup consists mainly of a high-voltage power 

source, a needle spinneret and a grounded conductive collector, as shown in 

Figure 6. There are no special laboratory requirements, and the area needed to 

put up lab-scale electrospinning devices is on the order of one square meter. 

Considering these, it has not been unexpected the implementation of 

electrospinning apparatus in a large number of laboratories around the world 

during the past few decades. However, it is essential to recognize that 

electrospinning is not a simple technology, easy to comprehend in its nature 

and to control in its performance. It is, in fact, a tremendously sophisticated 

approach at its core, both in terms of theoretical comprehension and 

experimental manipulation. In addition, electrospinning has advanced 

significantly in basic research and applications over the past few decades, 

making it increasingly challenging to develop innovative methodologies, 

concepts, and applications, as well as building more advanced electrospinning 

setups able to give precise control over a wide range of electrospinning 

parameters.  

 

Figure 6 – Electrospinning setup. 

Typically, the spinning solution, located inside the syringe, is moved by a 

pump that discharges a specified volume per unit time. The high voltage is 

applied to the metal needle, that generally acts as one of the electrodes, and the 

counter electrode, which is usually represented by a grounded conductive 

collector. Under these conditions the electrospinning process takes place. The 

strong electrostatic force has been recognized to be the driving power behind 

3.2 Electrospinning setup, procedure and parameters 
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the electrospinning process. Indeed, under the influence of a strong 

electrostatic field, the charged solution jet at the tip of the spinneret adjusts its 

size to maintain force equilibrium and, as the strength of the electrostatic field 

increases, the surface induction charges reject one another and generate shear 

stresses. These repulsive forces work in the opposite direction of the surface 

tension, causing the solution drop to extend into a Taylor cone and 

contributing to the initiation of the surface. When the electrostatic field reaches 

the critical voltage Vc, the equilibrium of repulsive forces is disturbed, resulting 

in the ejection of a charged jet from the tip of the conical drop. Based on 

Taylor's calculation [103], the critical voltage Vc for electrospinning is 

(Equation 7): 

𝑉𝑐
2 = 4

𝐻2

ℎ2
[𝑙𝑛 (

2ℎ

𝑅
) − 1.5] (1.3𝜋𝑅𝛾)(0.09) (7) 

where H represents the distance from the spinneret tip to the collector, h is 

the length of the liquid column, R represents the inner radius of the spinneret, 

and g is the surface tension of the spinning solution (H, h, and R are measured 

in cm whereas g is measured in dyn/cm). To predict the voltage, the value 0.09 

is inserted. After fiber elongation and solvent evaporation, solid ultrathin fibers 

are eventually deposited onto the collector. In the end, a thin, fibrous 

nonwoven film is made by constantly collect fibers onto the collector. 

Multiple parameters can influence the electrospinning technique and are 

generally categorized into three groups: solution parameters, process 

parameters, and ambient conditions, such as temperature and humidity. 

Solution parameters include molecular weight, conductivity, viscosity, and 

surface tension. Process parameters include applied electric field, distance from 

tip to collector, and feeding or flow rate. Each of these parameters has a 

substantial effect on the fiber morphology resulting from electrospinning, and 

by manipulating them appropriately, it is possible to produce nanofibers with 

the desired morphologies and diameters. 

 

 



Methods for production and characterization                                                             

of active layers for sensor device 

 

46 
 

 

 

In the electrospinning process, the applied voltage is a very important 

parameter. After reaching the threshold voltage, that induces the required 

charge in the solution along with the electric field, fiber creation occurs. By 

increasing the applied voltage and fixing the flow rate of the solution, the Taylor 

cone that forms at the end of the needle becomes smaller, less stable [104], and 

may eventually recede within the needle [105]. There are different opinions 

about the effects of applied voltage on the morphology of nanofibers. 

Researchers have shown that higher voltages result in a higher polymer 

ejection, which facilitates the creation of fibers with a larger diameter [106], 

[107]. Other authors have observed that an increase in the applied voltage 

increases the electrostatic repulsive force on the fluid jet, which eventually 

favors the reduction in fibers diameter. In the case of a low-viscosity solution, 

for instance, a higher voltage induces greater stretching of the solution due to 

the increased columbic forces in the jet and a stronger electric field; these 

effects result in a reduction of fibers diameter and quicker evaporation of 

solvent from fibers. However, there have been reports of an exception to this 

theory, and it is hypothesized that at a lower voltage close to the critical voltage, 

the flight time is increased, giving the solution more time to be stretched prior 

to the deposition [108]. According to a study by Wu et al. [109], fibers diameters 

decreased with increasing voltage to a minimum before the trend reversed with 

further voltage increases. Other investigations have demonstrated that the 

diameter of the fiber may initially increase with an increase in voltage, but above 

a certain voltage, the diameter begins to decrease [110]. While higher voltage 

may increase the stretching of the solution droplet, it may also accelerate the 

droplet toward the collector due to the increased potential difference, resulting 

in a less flight time for the jet to stretch prior to the deposition. This leads to 

an increase in fibers diameter. In addition, increasing the applied voltage, there 

is a greater probability of beads formation [111], [112]. 

 

3.2.1 Applied Voltage 
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The rate at which the polymer is ejected from the syringe is an essential 

process parameter because it influences the velocity of the jet and the transport 

of the material. The morphology of electrospun nanofibers (NFs) is controlled 

by the polymer solution that flows through the metallic needle's tip. By 

determining the optimal critical flow rate for a polymer solution, uniform 

beadless electrospun NFs can be produced. The threshold value for each 

polymer system varies. A lower flow rate is preferred since the solvent will have 

sufficient time to evaporate [113] and more time will be available for 

polymerization, producing smooth fibers with a small diameter. In the case of 

polystyrene fibers, it has been found that the fiber diameter and pore diameter 

increase as the polymer flow rate increases, and that the morphological 

structure can be altered slightly by varying the flow rate. Systematically, 

Megelski et al. [111] and Zong et al. [104] investigated the effect of solution 

flow rate on fibers shape and size. When the solution flow rate is excessively 

high, periodic solution dripping and beaded fibers are observed. Several studies 

have reported the production of ribbon [114] fibers as the flow rate increases, 

and further increases may lead to the formation of droplets and wet fibers. This 

is a result of the increased volume and initial radius of the electrospinning jet, 

which reduces bending instability and thus causes fibers diameter to increase. 

However, when the flow rate is insufficient to satisfy the fiber drawing rate, the 

spinning process is interrupted and the formation and disappearance of the 

Taylor cone within the nozzle leads to a greater divergence in fibers diameter 

[115]. 

 

 

The various types of collectors have a considerable effect on the nanofibers 

production and arrangement, as well as the structure of the collected film [116]. 

The collector can affect fibers productivity by affecting the ability of charges 

on deposited fibers to be carried to ground, hence affecting the number of 

3.2.2 Flow Rate 

3.2.3 Collectors 
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fibers collected on the substrate. A collector serves as a conductive substrate 

for collecting nanofibers. It has been demonstrated that even slight alterations 

in the electric field profile on the collector surface can affect fibers deposition 

[117]. Despite variations in the effect of charge retention due to collector 

material, its impact on the diameter of electrospun fibers appears to be minor. 

Aluminium foil is frequently utilized as a collector. Adomaviciute and Stanys 

[118] investigated the effects of different support materials (polypropylene, 

polyethylene, polyethylene terephthalate, aluminium, acetate fiber, and paper) 

and grounding electrodes (cylindrical, wire, or support material 40 mm from 

the wire electrode) located behind the support material on the collection of 

polyvinyl alcohol via free surface electrospinning. It was discovered that the 

type of grounding electrode influences the quantity of fibers gathered, more 

than the support material, with the cylindrical electrode collecting most fibers. 

This is likely owing to the greater potential difference between the solution 

surface and the larger surface area of the cylindrical grounding electrode. The 

electrospinning technique typically produces a layer of nanofibers on any 

collector, and the nanofiber collection is typically a nonwoven mesh on a flat 

plate. Controlled fiber structures have many applications in different fields. For 

instance, it has been shown that cells cultured on aligned nanofiber scaffolds 

proliferate in the direction of the fiber orientation [119]. In order to produce 

these kinds of fibers, other collectors, such as conductive cloth, conductive 

paper, wire mesh [120], pin [121], parallel or gridded bar [122], rotating rod, 

rotating wheel [119] and liquid non-solvent [123], among others, are commonly 

employed. 

 

 

Due to its dependence on deposition time, evaporation rate, and whipping 

or instability interval, the nanofiber morphology can be easily altered by the 

distance between the metallic needle tip and the collector [124]. Therefore, a 

certain distance must be maintained to produce homogeneous and smooth 

electrospun nanofibers, and any deviations of the critical distance will affect the 

3.2.4 Distance Needle Tip to Collector 
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nanofibers' morphology [102]. Several researchers have examined the effect of 

the distance between the needle tip and the collector concluding that defective 

nanofibers with a large diameter are produced when this distance is kept small, 

whereas the nanofiber diameter and electrical density decrease as it is increased 

[125]. A large distance may not be suitable for solvents with fast evaporation, 

but a minimum distance is required for the formation of fibers. There are 

examples in which a change in the distance between the metallic needle and the 

collector has no influence on the nanofibers' morphology [106]. 

 

 

The solvent selection represents one of the most important aspects in the 

development of smooth and bead-free electrospun nanofibers. Typically, two 

considerations must be made before choosing the solvent. First, the preferred 

solvents for the electrospinning process must completely solubilized polymers. 

Second, the boiling point of the solvent, that indicates its volatility, should be 

from low to medium. In general, volatile solvents are preferred because their 

high evaporation rates facilitate the evaporation of the solvent from the 

nanofibers as they flight from the needle tip to the collector. However, highly 

volatile solvents are typically avoided due to their low boiling temperatures and 

fast evaporation rates, which result in jet drying at the needle tip with its 

consequent obstruction. Additionally, fewer volatile solvents are avoided 

because their high boiling temperatures prevent them from drying throughout 

the flight of the nanofiber jet. On the collector, the deposition of solvent-

containing nanofibers will result in the development of beaded nanofibers 

[126], [127]. In addition, the solvent is crucial to the manufacturing of highly 

porous nanofibers. When a polymer is dissolved in two solvents, one of them 

may behave as a non-solvent. The different evaporation rates of the solvent 

and non-solvent will cause phase separation, resulting in the production of 

extremely porous electrospun nanofibers. By changing the ratio of 

tetrahydrofuran (THF) to dimethylformamide (DMF), Megelski et al. [111] 

produced nanofibers with a porous structure. In addition to the solvent's 

volatile character, its conductivity and dipole moment are also crucial. 

3.2.5 Solvent type  
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Jarusuwannapoom et al. [128] tested 18 solvents to see how they affected 

conductivity and dipole-moment. They found that only ethyl acetate, DMF, 

THF, methyl ethyl ketone, and 1,2-dichloroethane could be used for the 

electrospinning of polystyrene polymeric solutions, because these solvents had 

better conductivity and dipole-moment values. In Table 3  the main properties 

of most common solvent are reported. 

Table 3 - Properties of several solvents used in the electrospinning process [102]. 

Solvents 
Surface tension 

(mN/m) 

Dielectric 

constant 

Boiling 

point (°C) 

Density 

(g/mL) 

Chloroform 26.5 4.8 61.6 1.498 

Dimethyl formamide 37.1 38.3 153.0 0.994 

Hexafluoro 

isopropanol 
16.1 16.7 58.2 1.596 

Tetrahydrofuran 26.4 7.5 66.0 0.866 

Trifluoro ethanol 21.1 27.0 78.0 1.393 

Acetone 25.20 21.0 56.1 0.786 

Water 72.8 80.0 100 1.000 

Methanol 22.3 33.0 64.5 0.791 

Acetic acid 26.9 6.2 118.1 1.049 

Formic acid 37.0 58.0 100.0 1.21 

Dichloro methane 27.2 9.1 40.0 1.326 

Ethanol 21.9 24.0 78.3 0.789 

Tri fluoro acetic acid 13.5 8.4 72.4 1.525 

 

 

During the spinning of polymeric fibers, the viscosity of the solution plays 

a critical role in determining fibers size and morphology. The viscosity of 

polymers, their concentration and molecular weights are all correlated. The 

relationship between electrospun fibers and polymer viscosity and 

3.2.6 Polymer concentration and solution viscosity 
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concentration has been studied in a variety of cases, including polyethylene 

oxide [129], polyvinyl alcohol [130], polymethyl methacrylate [131] and 

polystyrene [128]. Considering that the electrospinning process depends on the 

uniaxial stretching of a charged jet, the concentration of the polymeric solution 

has a substantial effect on this. Low polymer concentration results in 

electrospraying rather than electrospinning because the solution's low viscosity 

and high surface tension cause the entangled polymer chains to fragment before 

reaching the collector [132]. At a slightly higher concentration, both beads and 

fibers are found to develop. In general, fibers with a smooth surface are 

produced by electrospinning at a suitably high concentration. Eventually, fibers 

diameter will increase as the solution concentration increases. In addition, 

increasing the concentration beyond a critical value (the concentration at which 

beadless uniform nanofibers are formed) impedes the flow of the solution 

through the needle tip (the polymer solution dries at the tip of the metallic 

needle and obstructs it), resulting in nanofibers with defects or beads. 

Therefore, in order to produce nanofibers without beads, it is also necessary to 

determine the critical ratio between concentration and viscosity. 

 

 

Molecular weight is another crucial solution parameter that influences the 

structure of electrospun fibers. The molecular weight of a polymer represents 

the number of entangled polymer chains in a solution and, consequently, the 

viscosity of the solution. Polymer solutions with a high molecular weight are 

usually used for electrospinning because they have the right viscosity to make 

fibers. Filip et al. [133] have studied the relationship between the diameter of 

electrospun polyvinyl butyral (PVB) fibres and their molecular weight and 

polymer concentration. This study demonstrated that the solution containing 

PVB with the highest molecular weight and a fixed polymer concentration 

produced fibers with a major mean diameter. Lee et al. [134] have demonstrated 

how the molecular weight of atactic polyinyl alcohol (A-PVA) impacts the 

structure of nanofibers produced by electrospinning. The average diameter of 

A-PVA nanofibers decreased slightly as the molecular weight increased. In 

3.2.7 Molecular weight 
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terms of crystalline characteristics, thermal stability, and mechanical qualities, 

an A-PVA nanofabric with a larger molecular weight outperformed one with a 

lower one. 

 

 

The conductivity of a solution is primarily determined by the type of 

polymer, the solvent, and the salt. The conductivity of the solution influences 

the formation of the Taylor cone and contributes to the regulation of the 

nanofiber diameter. Angammana et al. [135] analyzed the role of solution 

conductivity in polyethylene oxide fiber synthesis. The results of this study 

demonstrate that the average jet current initially increases as the conductivity 

of the solution increases and then decreases modestly. In contrast, the average 

fibers diameter decreases as the conductivity of the solution increases. These 

phenomena can be completely explained by the distribution of the surface 

charge around the electrospun jet and the variation of the tangential electric 

field along the fluid's surface. Very low-conductivity polymer solutions cannot 

be electrospun because there is no surface charge at the fluid droplet's surface 

to form a Taylor cone. Likewise, solutions with extremely high conductivity 

will not form a Taylor cone due to the depleted tangential electric field along 

the fluid droplet's surface. When the conductivity of the polymer solution is 

increased, additional phenomena can be observed, including the generation of 

multi-jets at fluid droplets and fibers protrusions. 

 

 

Surface tension, which is more likely a result of the solvent compositions of 

the solution, plays an important role in the electrospinning process, and fibers 

can be produced without beads by decreasing the surface tension of the 

solution. Solvents may affect surface tension differently. In general, the high 

surface tension of a solution limits the electrospinning process due to the jet 

instability and the formation of sprayed droplets [136]. The creation of 

3.2.8 Solution Conductivity 

3.2.9 Surface tension 
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droplets, beads and fibers is dependent on the solution's surface tension and a 

lower surface tension of the spinning solution facilitates electrospinning with a 

lower electric field [137]. However, a solvent with a lower surface tension is not 

necessarily more suitable for electrospinning. If all other parameters remain 

constant [106], [138], surface tension determines the upper and lower 

boundaries of the electrospinning window. 

 

The diameter and morphology of nanofibers are influenced by 

environmental variables such as relative humidity and temperature. Both a 

higher and lower relative humidity results in increased fibers diameter. For high 

humidity [139], this is due to the rapid precipitation of the polymer when water 

condenses on the surface of the electrospinning jet, preventing further 

elongation of the polymer and resulting in thicker fibers. For low humidity, the 

fast solvent vaporization, with the resulting increase in solidification rate, 

increases fibers diameter. Sometimes the rate of evaporation is faster than the 

speed at which the solvent is removed from the needle's tip, and this would be 

a problem for electrospinning. Therefore, electrospinning can only be 

performed for few minutes before the needle tip becomes clogged [140]. 

Casper et al. [141] have investigated the effect of humidity variation when 

polystyrene solutions are spun. They discovered that when humidity increases, 

little circular pores appear on the surface of the fibers, and as humidity increases 

more, these pores merge. When the temperature increases, the rate of solvent 

evaporation increases and the viscosity of the solution decreases. This causes 

the average fibers diameter to decrease [142]. 

 

 

Several techniques are frequently applied to characterize materials. The most 

common are scanning electron microscopy (SEM), X-ray diffraction (XRD), 

micro-Raman spectroscopy (MRS) and thermogravimetry (TGA), that allows 

the extrapolation of diverse and complementary information regarding sample 

morphology, crystalline structure, and thermal stability. 

3.2.10 Relative Humidity and Temperature 

3.3 Characterization of active layer 
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The scanning electron microscope provides information regarding the 

topography, morphology, composition, and crystallography of samples. 

Numerous applications are associated with this technology for micro and 

nanostructured investigation. A scanning electron microscope consists of an 

electron optical column in which an electron beam is generated by a suitable 

source, often a tungsten filament, and accelerated by a high voltage between 20 

and 60 kV. Using appropriate lenses, the electron beam is concentrated onto a 

spot on the surface of the sample. This beam is raster-scanned over the 

specimen, and the intensities of various signals formed by interactions between 

the beam electrons and the specimen are detected and represented as variations 

in brightness on the image display. These signals, which include backscattered 

electrons, secondary electrons, X-rays, and Auger electrons, are illustrated in 

Figure 7. The penetration of electrons to varying depths produces distinct 

signals, and consequently, each interaction can reveal information regarding the 

material's composition, surface topography, and morphology [143]. 

Conventionally, SEM operates under high vacuum conditions using conductive 

samples. Eventually, non-conductive samples are coated with a thin layer of 

heavy metal or carbon to prevent the accumulation of electron charges on the 

specimen surface, that in turn causes distortion. In low voltage SEM, LV-SEM, 

residual gas in the specimen chamber is ionized to form a cloud of positive 

charge around the sample, which dissipates the electron beam energy without 

the need to coat the sample physically. Image formation in the LV-SEM is 

typically the result of backscattered electrons, which are generated more 

strongly from high atomic number material. As a result, areas of the sample 

with a high atomic number appear brighter than areas with a lower atomic 

number. Energy-dispersive X-ray spectroscopy (EDX), an analytical technique 

used for elemental analysis or chemical characterisation of a sample, is typically 

coupled with scanning electron microscopy (SEM). It depends on the 

observation of the interaction between X-rays and the specimen. The 

fundamental principle that each element has a unique atomic structure, hence 

Scanning Electron Microscopy (SEM) 
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permitting a unique collection of peaks in its X-ray spectrum, is largely 

responsible for its characterisation capabilities. 

 

Figure 7 - Schematic diagram of the interaction of radiation-matter: Auger 

electrons, secondary electrons, backscattered electrons, and X-rays. 

The incident beam may excite an electron in an inner shell, causing it to be 

ejected from the shell while simultaneously producing an electron hole. The 

hole is subsequently filled by an electron from a higher-energy outer shell, and 

the energy difference between the higher-energy shell and the lower-energy 

shell may be emitted as characteristic X emission. An energy-dispersive 

spectrometer can measure both the number and energy of the X-rays emitted 

by a specimen. Since the X-ray energy depends on the energy difference 

between the two shells and the atomic structure of the emitting element, it is 

feasible to determine the elemental composition of the sample. 

A Phenom Pro-X scanning electron microscope equipped with an energy-

dispersive X-ray spectrometer was utilized for the preliminary characterization 

of electrospun materials. A detailed investigation was performed through a 

high-resolution scanning electron microscope, Jeol JSM-7900F, specialized in 

low accelerating voltages studies and low vacuum measurements. The system 

was coupled with a chemical microanalysis system using X-ray spectrometry 

(BRUKER Esprit). 
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X-ray diffraction is an analytical technique that is mostly employed to collect 

data on crystalline substances [144]. Variations in crystal structure, phase 

quantification and identification, shape and size of crystallite, distortion of 

lattice and its size are examples of this type of data. It is based on the interaction 

between X-rays and matter, as described by Bragg's Law: 

2𝑑 sin 𝜃 = 𝑛𝜆   (8) 

where d is the distance between crystal plane layers, q represents the incident 

angle, n is an integer (the diffraction order), and λ represents the incident 

wavelength (Figure 8). When the path difference equals any integer multiple of 

the wavelength, constructive interference will occur. Common X-ray sources 

are tubes in which a tungsten filament is brought to a negative potential of 30-

60 kV and produces electrons, that are directed by the electric field to a target 

of pure metal (Cu, Cr, Fe, Co, etc.). Copper is the most encountered target 

material, with K(Cu) = 1.5418 Å.  

 

Figure 8- Instrumental sketch and geometry for interference of a wave scattered 

from two planes separated by d spacing. 

By scanning the sample through a range of 2θ angles, it is possible to acquire 

all potential diffraction directions of the lattice. The result is displayed as a 

X-ray diffraction (XRD) 
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diffractogram in which the diffraction intensity is plotted against the 2θ angle. 

Peaks can be allocated unambiguously, enabling material identification. 

To this purpose a Bruker D2 Phaser with CuKα radiation at 30 kV and 20 

mA was used. Peaks attribution was made according with COD 

(Crystallographic Open Database). The diffraction angles 2θ were varied 

between 10° and 80° in steps of 0.02° and a count time of 5 s per step. 

 

 

Thermogravimetry (TGA) and coupled differential scanning calorimetry 

(DSC) are two characterization techniques that can be used to examine the 

changes that occur in a sample when the temperature varies. Specifically, 

thermogravimetry is a technique that allows one to study the change in weight 

of a given sample when it is heated by a controlled temperature rise. During 

the thermogravimetric analysis of samples, heating triggers chemical reactions 

that typically result in the creation of volatile compounds by the splitting of 

bonds. Consequently, TGA is mostly utilized to comprehend thermal processes 

such as absorption, adsorption, desorption, vaporization, sublimation, 

breakdown, oxidation, and reduction [145]. In addition, the capacity to 

anticipate the thermal stability of samples permits the investigation of the 

kinetics of chemical reactions under varying conditions. In fact, TGA is used 

to measure a substance's thermal stability based on its ability to retain its 

properties essentially unaltered despite exposure to heat. Upon increasing the 

temperature of a sample, the sample will certainly lose weight. The information 

concerning weight loss is necessary to establish the composition of a sample in 

order to comprehend the reaction stages involved in the decomposition 

procedure. Through the weight loss profile, it is also feasible to identify the 

unknown compound contained in the sample or to determine the amount or 

percentage of a specific compound present in the sample's mixture of various 

compounds. The result of this analysis is represented by a thermal 

decomposition curve, which indicates the temperature or time on the abscissa 

and the absolute value or percentage change in mass on the ordinate. 

Thermogravimetry (TGA) 
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Differential scanning calorimetry is an analysis that offers quantitative 

information on the energy exchanges occurring within a sample, specifically the 

difference in thermal flux between the examined sample and a standard sample. 

The heat flux between the sample and the reference sample is proportional to 

the temperature difference between them, which is caused by processes 

occurring within the sample. 

Instrumentation consists mostly of a microbalance put inside a furnace with 

precise temperature control (Figure 9). The system as a whole is operated by a 

computer that regulates the weight and heating or cooling of the sample at the 

same time, logging the sample's mass and temperature measurements over 

time. A gas system device also permits the regulation of the surrounding 

atmosphere's pressure and composition. 

Thermogravimetric TGA/DSC analysis was performed with a Netzsch 

instrument. The temperature-programmed experiments were carried out in the 

range 25-1000°C, under a total air flow rate of 100 cc/min with a heating rate 

of 5°C min−1. 

 

Figure 9 - Schematic representation of TGA-DSC instrument. 
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Micro-Raman Spectroscopy is an analytical technique that can provide 

information regarding the sample's molecular composition, bonds, chemical 

environment, phase, and crystalline structure. In a Raman scattering 

experiment, the sample is investigated by a laser-emitted monochromatic 

electromagnetic radiation. The interaction between the electromagnetic 

radiation and the electrons of molecules produces an oscillating electric dipole. 

This dipole is responsible for the dispersion of the incident radiation. The 

diffuse radiation consists of energy-variable components. The Rayleigh 

component, which accounts for most of the dispersed radiation, is produced 

by an elastic diffusion process that does not require energy exchange with the 

system and has the same energy as the incident radiation. Inelastic diffusion 

processes generate the Stokes components with lower energies and the anti-

Stokes components with greater energies than the incident radiation. Figure 10 

depicts a schematic of the diffuse radiation's constituents. 

 

Figure 10 - Energy levels of a molecule and Raman effect. 

The information that a Raman spectrum may provide is nearly entirely 

dependent on the Stokes lines. Rayleigh radiation provides little information 

because it is identical in every sample, and anti-Stokes lines are typically too 

weak to be discerned. Since the Stokes lines are related to the functional groups 

and vibrational modes of the molecules in the sample, they are utilized for the 

qualitative identification of compounds present in the sample. In the Raman 

spectrum, the ordinate represents the intensity of light emission, while the 

 Micro-Raman Spectroscopy 



Methods for production and characterization                                                             

of active layers for sensor device 

 

60 
 

abscissa reports the absolute frequency in cm-1 or, more often, the Raman shift, 

which is the difference between the wave numbers of the measured radiation 

and the incident radiation.
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4 

 

The first paragraph of this chapter describes in detail production and characterization of active 

layers. The second section of this chapter is dedicated to the innovative production technique of 

the single fiber sensor. 

 

Poly(methyl methacrylate)(PMMA) (average Mw = 996,000), poly(vinyl 

acetate) (PVAc) (average Mw = 500,000), poly(styrene) (PS) (average Mw = 

192,000), ethanol (96% purity), ethylenediaminetetraacetic acid disodium salt 

dihydrate (Na2EDTA), dimethylformamide (DMF), trimethoxy(propyl)silane 

(97%) were used for the production of fibers. 

 

 

In order to produce the optimal active layer for heavy metal detection, 

several sensing materials were produced, using three different polymers, 

PMMA, PVAc and PS, with or without the addition of Na2EDTA, in numerous 

experimental conditions. These three polymers were chosen for their 

hydrophobicity and cost-effectiveness. Typically, the polymer is dissolved in its 

solvent to produce the electrospinning solution, whereas, in the preparation of 

polymeric solutions with the addition of the disodium salt of EDTA 

(Na2EDTA), a further step is required. First, the additive is dispersed in the 

solvent using an ultrasonic bath, the mixture is stirred for few minutes and 

finally the polymer is added. All the prepared solutions were stirred at room 

temperature, at different speed rate, depending on the solution type. Several 

tests, as detailed in Table 4, were carried out in order to optimize the parameters 

Design and characterization of active layers 
for sensor device 

4.1 Production of active layers by electrospinning 

Materials 

Fibers fabrication 
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related to the preparation of solutions to produce the active layer made of 

fibers.  

Table 4 – List of realized solution, solvents and their parameters preparation. 

Sample name Solvent 
Weight Ratio 

Polymer/Solvent 

Weight Ratio 

Additive/Polymer 

Speed and 

time 

stirring 

PVAc EtOH 

(96%) 

12.3/87.7 - 500 rpm- 3h 

PMMA DMF 7.5/92.5 - 600 rpm - 4h 

PS DMF 21.9/78.1 - 600 rpm - 4h 

PVAc-

Na2EDTA 

(1:0.1) 

EtOH 

(96%) 

12.3/87.7 9.1/90.9 500 rpm- 3h 

PMMA-

Na2EDTA 

(1:0.1) 

DMF 7.5/92.5 9.1/90.9 600 rpm - 4h 

PMMA-

Na2EDTA 

(1:0.25) 

DMF 7.5/92.5 20.0/80.0 600 rpm - 4h 

PMMA-

Na2EDTA 

(1:1) 

DMF 7.5/92.5 50.0/50.0 600 rpm - 4h 

PS-Na2EDTA 

(1:0.1) 

DMF 21.9/78.1 9.1/90.9 600 rpm - 4h 

PS-Na2EDTA 

(1:0.25) 

DMF 21.9/78.1 

 

20.0/80.0 

 

600 rpm - 4h 

PS-Na2EDTA 

(1:1) 

DMF 21.9/78.1 

 

50.0/50.0 

 

600 rpm - 4h 

 

For the electrospinning process, polymeric solutions were loaded into a 10 

mL glass syringe connected to a 0.7 mm metal needle. A pump (KDS 100 

Legacy) was used to control the flow rate, while different applied voltage and 
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needle-to-collector distance (NCD) were tested. The electrospinning process 

was performed at 25 °C with a relative humidity of 30%. The Table 5 provides 

a summary of the electrospinning parameters used for each sample.  

Table 5 – Electrospinning parameters. 

Code 
Voltage 

(kV) 

Flow rate 

(mL/h) 

NCD 

(cm) 

PtIDE-PVAc 13.0 0.800 13.0 

PtIDE-PMMA 12.5 0.600 13.0 

PtIDE-PS 12.5 0.900 15.0 

PtIDE-PVAc-Na2EDTA 11.5 0.800 13.0 

PtIDE-PMMA-Na2EDTA (1:0.1) 11.5 0.600 13.0 

PtIDE-PMMA-Na2EDTA (1:0.25) 11.5 0.600 13.0 

PtIDE-PMMA-Na2EDTA (1:1) 11.0 0.600 13.0 

PtIDE-PS-Na2EDTA (1:0.1) 11.5 0.900 15.0 

PtIDE-PS-Na2EDTA (1:0.25) 11.0 0.900 15.0 

PtIDE-PS-Na2EDTA (1:1) 10.5 0.900 15.0 

 

Fibers were directly collected over the sensing substrate, fixed on aluminium 

foils and connected to the ground. In detail, two interdigitates (Pt-IDEs), the 

working electrode (WE) and the counter electrode (CE), made of platinum on 

a glass substrate from Metrohm DropSens (Herisau, Switzerland), were used 

for the realization of the sensing device, as shown in Figure 11.  The dimensions 

of the glass substrate are 22.8 mm in length, 7.6 mm in width, and 0.7 mm in 

thickness. Each of the interdigitated electrodes has 125 digits with a 

bands/gaps equal to 5 microns, and each one is 6760 microns long. In order to 

increase the adhesion with the fibers, Pt-IDEs’s surface was coated with a silane 

solution obtained by hydrolysing 2.33 g of trimethoxy(propyl)silane with 36.0 

g of EtOH and 2.50 g of distilled water. The solution was stirred for 24 hours 

and finally spin-coated over supports. The thickness of the deposited layer is 

200±20 microns. 
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Figure 11 – Schematic representation of active layers electrospun over supports. 

 

 

In this paragraph, the results of the characterization of the fibers produced 

will be illustrated. 

 

Scanning Electron Microscopy (SEM) 

SEM images for the electrospun PVAc fibers are reported in Figure 12. The 

morphology results in ribbon/flat fibers, probably due to the use of a high 

volatile solvent, ethanol. The rapid vaporization of the solvent within the 

electrospinning jet leads to the formation of a skin layer, that collaps to form 

ribbons. However, the solvent volatility is not the only cause for the formation 

of ribbon-like fibers. Indeed, it is not just dependent on the polymer and 

solvent combination but also on the concentration of the solution. Koski et al 

[130] reported flat ribbon fibers when the concentration of polyvinyl alcohol 

(PVA) was high or eventually when higher molecular weights of PVA were 

used. On the contrary, both lower concentration and molecular weights 

produced circular cross-section fibers. As shown in the detailed picture, some 

beads are also detected, probably formed on a jet with skin, so that the skin 

covers both the jet and the beads. According to Koombhongse et al [146], when 

the solvent escapes from the interior and, as a consequence the jet collapses, 

the skin on the beads collapses too, forming a toroid with a membrane that 

covers the hole.  

4.2 Results of Characterizations 



Design and characterization of active layers for sensor device 

65 
 

 

Figure 12 – SEM images of PVAc sample. 

 

 

Figure 13 - SEM image of PVAc- Na2EDTA (1:0,1) sample. 

The addition of Na2EDTA in the electrospun solution empathizes the 

formation of the flat ribbons morphology (Figure 13), and moreover, it 

promotes the enlargement of fibers, from around 0,8±0,2 µm to 2±0,2 µm. 
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The increase of the salt content further evidences the flat morphology, resulting 

in a poor encapsulation of Na2EDTA particles. Therefore, high salt 

concentrations were not considered. 

The morphology of electrospun polystyrene systems results in rounded type 

fibres with median dimension of 1,2 ±0,2 µm, as shown in Figure 14. The 

addition, and further increase of Na2EDTA content, promotes the change of 

morphology from rounded to flat. The formation of ribbon cross-section fibers 

is due to the higher solution viscosity of systems added with salt. Furthermore, 

the increasing of Na2EDTA amount in the electrospun solution causes a slight 

increase of fibers dimension, achieving, for the higher concentration of the salt, 

a value of 1,6±0,2 µm. In addition, for all the tested concentrations, Na2EDTA 

particles resulted well encapsulated in the structure of fibers. 



Design and characterization of active layers for sensor device 

67 
 

  

   

 

Figure 14 – SEM images of PS, PS- Na2EDTA(1:0,1), PS- Na2EDTA(1:0,25) and 

PS- Na2EDTA(1:1) samples. 

The morphology of electrospun PMMA systems results in rounded type 

fibres with median dimension of 0,9 ±0,2 µm, as shown in Figure 15. The 

addition of Na2EDTA salt seems not to significantly affect the morphology 
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and the dimension of fibers. In this case the addition of the salt does not modify 

the viscosity of the electrospun solution. Na2EDTA particles resulted 

intercalated between fibers segments but not completely encapsulated. 

     

      

 

Figure 15 – SEM images of PMMA, PMMA-Na2EDTA(1:0,1), PMMA-

Na2EDTA(1:0,25) and PMMA-Na2EDTA(1:1) samples. 
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Moreover, it is interesting to highlight that PS-EDTA fibers are 

characterized by a porous structure with respect to PVAc-EDTA and PMMA-

EDTA fibers, that indeed tended to swell in the first case and to be completely 

compact in the other case.  

 

 

All recorder micro-Raman spectra showed the overlapping of the pristine 

polymers with the Na2EDTA salt. Each spectrum is reported together with a 

schematic map where the salt dispersed over the single polymeric fiber is 

shown. 

The Raman spectrum of polystyrene is much more complex because the 

molecule is less symmetric and has hydrogen atoms in addition to carbon 

atoms. There are also different bond types connecting the atoms. The masses 

of the atoms involved, and the strength of their bonds, affect the vibration's 

frequency. Low Raman shifts are found in heavy atoms and weak links. Strong 

bonds and light atoms have instead high Raman shifts. 

The polystyrene spectrum exhibits high frequency carbon-hydrogen (C-H) 

vibrations at a wavelength of roughly 3000 cm-1. Around 800 cm-1 is where the 

low frequency carbon-carbon (C-C) vibrations occur. Because hydrogen is 

lighter than carbon, the C-H vibrations have a greater frequency than the C-C 

vibrations. At about 1600 cm-1, the vibration of two carbon atoms bound 

together by powerful double bonds (C=C) is observed. Compared to the two 

carbon atoms connected by a weaker single bond, this occurs more frequently 

(C-C, 800 cm-1). Bond vibration rates are also influenced by the strength of the 

bond. As shown in the Figure 16, the C-H vibration of polystyrene can be seen 

in two bands at about 2900 and 3050 cm-1. The carbons in the former case are 

part of a carbon chains (referred to as "aliphatic"), whilst in the latter case are 

part of a carbon ring (referred to as "aromatic"). 

 Micro-Raman 
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Figure 16 – Raman spectra of PS and PS-Na2EDTA samples.  

A complex molecule's vibration can be thought as being made up of 

numerous simple diatomic vibrations. However, it is only by taking into 

account the vibration of bigger groups of atoms that the entire complexity of 

the Raman spectrum can be fully appreciated (such as the aromatic carbon 

ring's expanding/constricting "breathing mode" that can be seen at 1000 cm-1 

in polystyrene). 

Raman spectrum of PMMA (Figure 17) showed the characteristic band of 

PMMA at 2952 cm-1. This band indicates C–H stretching and is the most 

prominent in the PMMA structure. The bands at 1645 cm-1 can be attributed 

to the combination band arising from (C-C) and (C–COO). The other 

Raman bands, such as those appearing at 604, 833, 995, 1264, 1470,1739, and 

3001 cm-1, were in conformity with literature data [147].  
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Figure 17 - Raman spectra of PMMA and PMMA-Na2EDTA samples. 

For the PVAc system the bands at 646, 921, 1428, 2112 and 2913 cm−1 were 

seen with large-intensity changes for each irradiation and they correspond to 

the modes of wagging of OH group (γw(OH)), stretching of C–C (ν(C–C)), 

bending of CH2 and OH (δ(CH2), δ(OH)), no assignment, stretching of CH of 

CH2 group (ν(CH)), respectively (Figure 18). 

 

Figure 18 - Raman spectra of PVAc and PVAc-Na2EDTA samples. 

 

Disodium ethylenediaminetetraacetate (Na2EDTA) is a chelating agent 

containing carboxyl and amino groups, with a wide range of coordination 

properties. Through the Raman spectrum several infrared coherent bands can 
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be distinguished. In the region from 2884 to 3021 cm-1, the ν(C–H) stretches 

of the aliphatic CH2 groups are detected. The small band at 3389 cm-1 

corresponds to the deformation ν(O–H) of the waters of hydration and 

another, at 1608 cm-1, is caused by the angular deformation δ(H–O–H). It is 

worth mentioning that the bands of water are always of very low intensity, since 

this solvent is an extremely weak Raman spreader. 

 

 

 

The thermal behaviour of disodium salt of EDTA was studied by means of 

thermogravimetric and differential scanning calorimetry analyses. The data 

collected, as shown in Figure 19, indicate that the first mass loss, around 4.5%, 

relates to the dehydration of the salt at 164 °C, whereas the melting point is at 

266 °C. At 1000 °C, the residual mass is equal to 24.4%.  Thermogravimetric 

curves of neat polystyrene fibers are displayed in Figure 19, thermal 

decomposition of the sample takes place in a programmed temperature range 

of 380-420°C. The onset temperature of polystyrene is 354° C, with 99.69% of 

final weight loss. 

 

Figure 19 – TGA-DTG curves of PS, Na2EDTA and PS-Na2EDTA samples. 

Thermogravimetry Analysis 
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The addition of Na2EDTA does not improve the thermal stability of 

polystyrene since the weight loss starts earlier with respect to the fibres without 

salt. Likely, this is due to the presence of the salt that is not chemically bonded 

to the polystyrene fibres but encapsulated inside the polystyrene fibers. The 

final residual mass, around 12% of the initial mass of the system 

polystyrene/Na2EDTA, corresponds to the proportions of the salt used for the 

preparation of the polymeric solution. Thermogravimetric curves of neat 

PMMA are given in Figure 20. Two stages in the PMMA decomposition are 

evident. The first is near 200°C and the second is extended from 200°C to 

400°C. The addition of Na2EDTA affects the thermal profile of neat PMMA. 

As visible in Figure 20, there are three main stages of PMMA/Na2EDTA 

degradation. 

 

 

Figure 20 - TGA-DTG curves of PMMA, Na2EDTA and PMMA-Na2EDTA 

samples. 

These stages are not completely separated (the first and the second stages 

partially overlap). The complexity of these stages may be a result of the 

overlapping decomposition of PMMA and Na2EDTA salt. The third stage is 

attributable to decomposition of the amount of salt that resulted not totally 

entrapped into the fibres. 
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X-ray diffraction studies can reveal much information about solid materials 

and is the most common method to determine the crystallinity of a polymer. 

However, polymers used in this study are totally amorphous, showing no long-

range inter-molecular order and exhibiting a continuous pattern without 

diffraction peaks. The addition of Na2EDTA allows the recording of 

diffraction peaks due to the crystallinity of the salt. The recorded XRD spectra 

for PS and PMMA based samples are reported in Figure 21. 

 

 

Figure 21 – XRD spectra of polymers, Na2EDTA and composite samples, PS-

Na2EDTA and PMMA-Na2EDTA. 

X-Ray Diffraction 
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Owing to the featuring structure, as well as to the optimized configuration, 

PS-EDTA(1:1) sample, characterized by the highest content of Na2EDTA salt, 

was finally used as the active layer for the implementation of the sensing device.  

 

 

Alongside the production and optimization of fibrous mats, the experimental 

activity over a sensor device based on a single fiber was also carried out. To 

this purpose, it was necessary to produce aligned and well-spaced fibers so to 

create electrodes directly on the fibers. In order to create good electrical 

contacts between the single fiber and the electrodes, the photolithography 

technique was used. 

Photolithography is one of the most used microfabrication processes to 

produce specific features on a photosensitive chemical, known as photoresist, 

spin-coated on a substrate (usually silicon or glass). The photoresist is then 

exposed to a UV light and a user-defined pattern through the photomask is 

transferred. Photolithography has numerous applications, including the 

production of Integrated Circuits (IC) in the semiconductor industry [148], 

conductive tracks in the Printed Circuit Board (PCB) sector [149], organic field 

effect transistors [150], and sensors [151], [152]. Photolithography is a 

rigorously methodical procedure that must be carried out in a cleanroom using 

a succession of carefully regulated procedures. These techniques begin with 

cleaning the substrate's surface with acetone or isopropyl alcohol and deionized 

water, followed by spin coating the substrate with photoresist. Positive 

photoresist, whose solubility in developer solution increases after exposure, or 

negative photoresist, whose solubility in developer solution decreases after 

exposure, may be used. The photoresist is then soft-baked to remove the 

solvent, followed by exposure to ultraviolet light (photo-polymerization) 

through a photomask, which is typically composed of quartz covered with an 

opaque substance such as chromium. The non-crosslinked photoresist is 

dissolved in a developer solution and the substrate is dried in order to complete 

the fabrication. 

 4.3 Single Fiber Sensor (SFS)   
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There are numerous physical vapour deposition techniques for producing 

coatings in a vacuum environment, and they can be divided into two main 

groups: those involving thermal evaporation techniques, in which material is 

heated in a vacuum until its vapour pressure exceeds the ambient pressure, 

and  those involving ionic sputtering techniques, in which high-energy ions 

strike a solid and knock off atoms from its surface [153]. Diode sputtering, ion-

beam sputtering, and magnetron sputtering are ionic sputtering techniques. 

Magnetron sputtering is a deposition technique involving the generation and 

confinement of a gaseous plasma in a space containing the material to be 

deposited: the target. The surface of the target is eroded by high-energy ions 

within the plasma, and the released atoms travel through a vacuum 

environment before depositing on a substrate to form a thin film. 

In order to obtain oriented and well-separated fibers through the 

electrospinning process, a different collector was used than the one described 

previously. The collector was designed using the Autodesk Fusion software and 

printed using an Elegoo Mars LCD-UV printer, which presents an XY 

resolution of 0.047 mm and a Z axis accuracy of 0.00125 mm. The resin used 

to realize the collector is a photopolymer resin containing methacrylate 

monomers that polymerizes at a wavelength of 405 nm due to the presence of 

photo-initiators.  

The shape of the collector has been designed according to literature 

references [154]–[157], and various tests have been conducted to determine the 

optimal dimensions, particularly in terms of the distance between A and B 

points, as shown in Figure 22. An adhesive aluminium foil connected to the 

ground was applied to one of the two faces of the collector to make it 

conductive. The polymeric solutions were prepared using the same mixtures 

described previously and the fibers produced were collected on a microscope 

slide. The Table 5 shows the electrospinning parameters used for making 
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aligned fibers, which are the same as those used for fiber mats.

 

Figure 22 - Schematic representation of the designed collector. 

Using the atomic layer deposition technique (ALD), the single fiber is coated 

with a layer of alumina with a thickness of 6.3 nm, in order to resist the various 

solvents used in the lithography process.    

The ALD processes were carried out in a Fiji 200 ALD reactor (Cambridg

e Nanotech Inc.) configured with a plasma system and operating with argon as 

the gas carrier. Al2O3 was grown from Trimethylaluminium (TMA) (from 

Strem Chemicals, 98%) and deionized water (ρ= 18.2 MΩ·cm) that were stored 

in dedicated canisters at room temperature (RT). The ALD cycle for alumina 

deposition consisted of four phases composed by successive pulses and 

alternate purges of TMA and H2O. The pulse duration was 0.06 s, while the 

purge duration was 10 s.   

 

Figure 23 - Phases of ALD cycle for alumina depositions. 
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The thickness of the deposited material was adjusted by altering the 

number of cycles, which in this case is equal to 83. The reaction chamber was 

maintained at 80°C. The deposition conditions were set according to [158], 

[159]. 

Once the fiber was coated, the photolithography procedure for the 

production of the electrodes was initiated. To remove humidity from the 

sample, the microscope slides on which the fiber was collected were heated for 

one minute at 90 °C. The positive photoresist MICROPOSIT S1813 G2 was 

subsequently deposited by utilizing a spin coater (SPS Spin 150). The 

parameters for the spin coating process were a rotation speed of 2000 RPM, an 

acceleration of 500 RPM/sec, and a rotation time of 60 seconds. The sample 

was then baked for 2 minutes at 115°C on a hot plate. The mask used for the 

realization of the electrodes was designed and built in order to have the 

dimension of the electrodes as follows: each finger with a width of 5 microns 

and a length of 100 microns, and the distance between each finger equal to 5 

microns. These fingertips are linked to 40,000 micron-square contact areas. The 

theoretical surface area of a single electrode is 56,920.56 microns squared.  

 

Figure 24 - Photo of microelectrodes realized with an optical microscope and its 

relative dimensions. 

Markers, previously drawn using a personalized shadow mask, were used to 

find and locate each individual fiber. After that, the MJB4 Mask Aligner (Süss 
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Microtec) was used to align the mask with the single fiber across the specific 

windows (Figure 24) and to expose the sample to UV light for 12 seconds. 

Using an optical microscope (Figure 24), the success of the lithography was 

checked, and then, using a profilometer (Bruker Dektak XT Profilometer), the 

average thickness of the photoresist was estimated to be 2.106 microns. This 

thickness was achieved by adjusting the spin coater's rotation speed in order to 

completely cover and not damage the fibers. The sample was then coated with 

40 nm of titanium and 20 nm of gold using sputtering deposition with a 

deposition rate of 200 Å per second. As the deposition of the material is more 

or less isotropic, sputtering was chosen over thermal evaporation to create a 

more robust electrical connection between the fiber and the electrode. Since 

thermal evaporation is a process for depositing films in a specific way (often 

vertically with respect to the source), and since the fiber is cylindrical in shape, 

the electrical contact would not have been optimal. During the lift-off process, 

the sample is immersed in an organic solvent, such as acetone, in order to 

remove any remaining photoresist. The immersion time depends on the 

thickness of the deposited material. In the case of the single fiber sensor, the 

sample was superficially wetted with acetone for two minutes. Once the 

acetone was removed, a large part of the metallic coating was lifted using 

adhesive tape. The sample was then immersed in acetone for one minute to 

eliminate any residual material. It was then placed in a 0.1 M NaOH solution 

and sonicated for a few seconds to remove any remaining metal coatings and 

the Al2O3 layer that had been deposited on the fibers using the ALD technique, 

in order to protect them from the action of various organic solvents. 

Micrographs obtained by SEM analyses, performed to verify the success of 

the single-fiber sensor production process, are shown in Figure 25. 
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Figure 25 - SEM images of the single fiber sensor. 

Four micro-manipulators, coupled with a ModuLab XM ECS (Solartron), were 

used to carry out a preliminary test of electrical conductivity, but the results 

showed that the external interference exceeded the signal read, even though the 

entire measurement setup was electrically shielded with a faraday cage. Photos 

of the test rig are shown in Figure 26. 

  

Figure 26 – Singe fiber sensor operating configuration. 

In conclusion, preliminary tests on the single-fiber sensor have shown 

promising prospects. However, the singularity and complexity of the 

manufacturing process of the single fiber and of its relative implementation as 

a sensor, influence the cost-effectiveness, simplicity, and rapidity of this 

approach, making it impractical to apply in the context of environmental 

monitoring, where other solutions are preferable. But niche applications, like 

those that have to do with human health, have a lot of possibilities for 

improvement and optimization. 
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5 

 

 

In this chapter the results of the test sensing of the active layers produced are illustrated and 

commented. Furthermore, the comparison between sensing mechanisms of PtIDE-PS and 

PtIDE-PSNa2EDTA sensors are shown and discussed. 

 

Electrochemical impedance spectroscopy (EIS) is a widely applied 

technique to analyse system and material properties using alternate electrical 

signals of different frequencies and evaluating the electrical output signals. It is 

a sensitive and robust technique for the investigation of the electrical resistance 

of a system, the sensitivity towards the changes in bulk, and the interfacial 

properties at the electrode surface [43]. 

EIS measurements were carried out using AMEL 7050 

galvanostat/potentiostat coupled with AMEL 7200 frequency response 

analyser with a three-electrode configuration. As described in the previous 

chapter, platinum interdigitates electrodes (PtIDEs) covered with microfibrous 

sensing layers were used as working and counter electrodes. As the third 

electrode, the reference electrode, a platinum wire with a diameter of 0.5 mm 

and a length of 100 mm was used. As a buffer solution, 0.012 M stock was 

prepared using concentrated acetic acid (CH3COOH) and sodium acetate 

(CH3COONa). This 4.5 pH solution was obtained using equimolar mixtures of 

acetic acid and sodium acetate. Baldrianova et al. [160] investigated the effect 

due to the variation of sodium acetate concentration in the buffer solution 

during the voltammetric detection of Pb (II) and Cd (II) ions, using in situ 

bismuth-plated carbon microelectrodes. This study demonstrates that with 

concentrations below 0.1 M, the signal of the peaks relative to the investigated 

metal ions increases. 

Lead nitrate (Pb(NO3)2) and thallium nitrate (TlNO3) were used as reagents 

for the preparation of the electrolytic solutions used during the sensing tests. 

Impedance measurement of sensor 
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The solutions were prepared at different concentrations, using the buffer 

solution as a base. The concentrations are respectively 10 µg/L, 100 µg/L, 1 

mg/L and 100 mg/L for each contaminant examined. The volume of solution 

used for each measurement is 3 mL and the electrochemical cell was shielded 

with a Faraday cage, from exposure to external electric fields generated by 

external devices (such as motors, neon lights, etc.). The EIS measurements 

were performed with a half-wave amplitude of 10 mVpK and a frequency range 

of 0.1 Hz to 100.000 Hz. No potential bias was applied. Ten measurement 

cycles were performed for each concentration, with a 45-second interval 

between each. This was done to determine the stability and repeatability of each 

measurement. All measurement cycles for each concentration of the single 

contaminant were conducted using the same electrodes. 

As described in Chapter 2, the first measured frequencies and the last 

measured frequencies were cut-off in order to improve the quality of the fitting 

during the analysis of the results and to eliminate possible corrupted values due 

to the transient phase that occurs at the beginning of each measurement cycle. 

The EC-Lab-demo software (BioLogic, France) was used to fit the EIS 

response based on the various possible equivalent electrical circuit models for 

such systems. On the basis of the accuracy of the fitting procedure, the most 

relevant equivalent electrical circuits model was selected for each system, and 

different elements were quantified. The result of an EIS measurement is an 

electrochemical impedance spectrum that can be represented as a combination 

of electrical (resistance, capacitance or inductance) and electrochemical 

(faradaic) impedances. Moreover, thin films on an electrode surface, such as in 

this case, behave like dielectrics, as does the double layer that forms 

spontaneously on an electrified interface. Collected data were interpreted using 

the Nyquist plot, in which impedance is plotted as a complex number (j = −1) 

with ZIm (Z″) along the y-axis and ZRe (Z′) along the x-axis.  

EIS curves are reported for both PS and PS-EDTA sensors, using the 

Nyquist plot (Figure 27). Each point on the Nyquist plot is an impedance value 

at a frequency point. In the X-axis, impedance at the right side of the plot is 
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registered at low frequency, while, at higher frequencies, the generated 

impedances are read on the left. 

 

Figure 27 – Impedance curves registered for PS and PS-Na2EDTA samples at 

increasing Pb(II) concentration.  

As evidenced by the obtained results, impedance values in doped sample, 

PS-EDTA, was lower than in the case of pure PS for all the tested 

concentrations of Pb, hindering that Na2EDTA had a great influence on the 

conductivity of the sample. Indeed, it has been reported in literature that 

Na2EDTA dissolved in aqueous solution can work as an electron donor, 

promoting the accumulation of electrons in the conduction band [161]. 

It should be also considered that the electrochemical reactions that occur at 

the metal/film and film/solution interfaces of the barrier layer contribute to 

the impedance of a system. Since the total impedance of the system comprises 

all the contribution of the interfacial phenomena, including those at the 

metal/film/solution interphase and the resistance of the solution, electrical 

circuits are often used to analyse experimental results [162].  
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Indeed, more precise consideration can be obtained by impedance curve 

modelling. In particular, it is well known that in the Nyquist diagram an arc 

represents a process, whose electrical nature is simultaneously resistive (charge 

conduction mechanism) and capacitive (polarization or charges separation 

mechanism), with an associated time constant (t = RC). To this purpose a 

simplified Randles circuit was used for PS-EDTA sample whereas a CPE 

(Constant Phase Elements) model was adopted for the pure PS sample, 

characterized by a straight line in the Nyquist plot.  

From the equivalent electrical model Figure 28, the values of the electrical 

components are obtained using least-squares minimisation fitting of the 

electrochemical impedance spectroscopy spectrum. The variables that are 

involved in this technique are the resistance solution (Rs), the charge transfer 

resistance (Rct), and double layer capacitance (CPE) [163]. 

       

Figure 28 -a) Resistance solution in series with CPE, b) Simplified Randles 

circuit. 

Main extrapolated parameters are reported in the following tables (Table 

6)(Table 7): 

Table 6 - Values relative of PtIDE-PS 

Solution Rs 
(Ohm) 

Q 
(F*s^(n-1)) 

n 

Blank 100.1 1.86e-6 0.898 

10 µg/L Pb 96.52 1.69e-6 0.930 

100 µg/L Pb 97.06 1.64e-6 0.931 

1 mg/L Pb 93.75 1.25e-6 0.924 

100 mg/L Pb 91.44 1.25e-6 0.930 
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Table 7 - Values relative of PtIDE-PSNa2EDTA 

Solution Rs 
(Ohm) 

Rct 
(Ohm) 

Q 
(F*s^(n-1)) 

n 

Blank 44.3 0.285e6 4.90e-6 0.878 

10 µg/L Pb 44.3 0.366e6 4.70e-6 0.882 

100 µg/L Pb 44.9 0.376e6 4.67e-6 0.880 

1 mg/L Pb 45.09 0.479e6 4.68e-6 0.881 

100 mg/L Pb 45.15 1.056e6 4.75e-6 0.880 

 

PS curves were approximated to straight lines over a frequency range of 

2500 Hz–1 MHz. The fitted Rct was very large in this case, and the 

corresponding circuit was simplified by a CPE [164]. In this case the ion 

transport was hard to occur since due to the absence of the chelating agent, the 

coverage of Pb on the film surface was not continuous. Indeed, only a bare 

adsorption of Pb ions, proportional to its concentration in the solution, could 

be observed as proved by the slight increase of the impedance values. A 

schematic representation of the detected phenomenon is reported in Figure 29. 

The characteristic semicircle arc, arisen indeed from the parallel 

combination of a resistor and capacitor in the case of PS-EDTA sample, 

suggested the presence of ionic charge carriers due to the presence of the 

chelating agent. Moreover, the significant deformation of the impedance 

semicircles, flattened with respect to the ideal case, is caused by the higher Rct 

values, whose trends increased by increasing the concentration of Pb. Indeed, 

Rct is associated with electron transfer reactions such as electron-hole 

recombination. As resulted by the complementary characterizations, since the 

chelating agent Na2EDTA was well dispersed and encapsulated in the structure 

of porous PS fibres, an equilibrium in the salt dissociation (EDTA-2/Na+2) was 

reached when PS-Na2EDTA sensor was conditioned in the buffer solutions. In 

this condition a distribution of negative charges on the surface of the active 

layer/solution barrier is formed and EDTA-2 is able to bind Pb+2 ions. The 
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complex obtained is stable and proportional to the content of lead ions. Indeed, 

increasing the contaminant concentration, the Rct increased hindering the 

decrease of EDTA negative charges and the consequent formation of stable 

PS-PbEDTA complexes on the surface of the active layer, as depicted in the 

scheme of Figure 29.  

 

Figure 29 – Schematic representation of the interaction between the surface of 

the active layer and Pb ions. 

The variation of Rct values of PS-EDTA sample, normalized with respect 

to the Rct0 value registered in the blank solution, is reported towards the 

increasing lead concentration in the solution, Figure 30. As evident, the 

normalized Rct value exponentially increases by increasing Pb concentration. 

The limit of detections (LODs) for Pb(II) ions was calculated using the 

following formula [165]: 

𝐿𝑂𝐷 = 3.3 ∗
𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑖𝑛𝑒 (𝜎)

𝑆𝑙𝑜𝑝𝑒 (𝑆)
    (9) 

The calculated value of the limit of detection for Pb(II) was 0.31 µg/L. 

It is important to highlight that the reported measurements were recorded 

at a fixed pH value of the buffer solution, equal to 4.5 and suitable to favour 

the interaction mechanism between EDTA-2 and Pb+2. Indeed, it is well known 

that both the adsorbent as well as the pH of the working condition influence 

the Pb adsorption process, including cation exchange, complexation, and 

precipitation [166]. 
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Figure 30 - Normalized Rct values detected in the case of increasing Pb 

concentrations. 

Specifically, in the case of lead in aqueous system, it should be considered 

that the initial pH influences significantly the adsorption processes, regarding 

both the states of the functional groups on the surface of the adsorbent and 

the existing form of the metal ions in solution. In aqueous solution with pH 

ranging between 2.0 and 8.0, it is known that lead species can exist in three 

forms: Pb2+, Pb(OH)+ and Pb(OH)2 [23]. For a pH value lower than 6.0, the 

dominant species is Pb2+, then at pH 3.7 the hydrolysis of Pb2+ to form 

Pb(OH)+ starts and proceeds to form Pb(OH)2 at a pH of 6.8. Finally, over pH 

> 7.5, the dominant species becomes Pb(OH)+, Figure 31.  

The strong pH dependent adsorption suggested that the adsorption of Pb 

(II) was dominated by ion exchange and surface complexation. Under acidic 

conditions, the functional groups of dissociated EDTA were negatively 

charged, showing an electrostatic attraction to Pb2+ and finding it easy to donate 

their electron pairs to coordinate with Pb2+. This in order provides first the Pb 

adsorption and then Pb-EDTA complexation, enhancing Pb immobilization 

onto the EDTA.  
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Figure 31 - The distribution of Pb (II) species as a function of pH based on the 

equilibrium constants (total concentration 100 mg L−1, 25 °C). Adapted from [23]. 

Finally, considering that EDTA shows a high selectivity to numerous heavy 

metal ions by regulating the pH of the solution [22], it was evaluated the 

formation of EDTA complexes with other heavy metal species as a function 

of pH. Based on the equilibrium constants, thallium (Tl+) was chosen as an 

interfering species, Figure 32.  

 

Figure 32 – Equilibrium constants of main heavy metals versus pH values. 
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Thallium is an extremely toxic heavy metal even if at low concentration, 

posing substantial risks to ecosystem and human health. As well as lead it is 

widely discharged from industries in wastewaters [167]. 

Therefore, the performance of the PS-EDTA sensor was tested through 

EIS measurements in the same operational conditions as described in the case 

of lead, at a pH value of 4.5 but using Tl+ as a new contaminant. By increasing 

the thallium concentration, registered impedance values showed similar trends 

with very slight differences. As shown by normalized Rct values, the sensor did 

not show a significant response hindering its high selectivity to a specific heavy 

metal when the pH value is precisely regulated. 

 

Figure 33 – Normalized Rct values detected in the case of increasing Tl 

concentrations. 
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6 

 

The topic of data analysis and the training of classification and regression models are discussed 

in this chapter. The first section describes the two supervised learning techniques and their 

respective algorithms. Subsequently, all the analysis of the dataset and its engineering is 

illustrated. Finally, the training of the various algorithms and the discussion on their 

performance are discussed. 

 

Machine learning (ML) is a type of artificial intelligence (AI) that enables 

software applications to make more accurate predictions of future occurrences 

without being explicitly programmed to do so. Inputs for machine learning 

algorithms consist of historical data used to predict future output values. There 

are multiple approaches to train machine learning algorithms, each with its own 

advantages and disadvantages. To understand the benefits and drawbacks of 

each sort of machine learning, we must first examine the types of data they use. 

There are two types of data in machine learning: labelled data and unlabelled 

data. The input and output parameters of labelled data are totally machine-

readable, but labelling the data involves a substantial amount of human labour. 

One or none of the parameters are in a machine-readable format for unlabelled 

data. This eliminates the requirement for human labour but necessitates more 

complicated solutions. Different types of machine learning occur: supervised, 

unsupervised, semi-supervised, reinforcement, transduction and learning to 

learn [168].  

Using supervised learning, the machine is trained using a labelled dataset, and 

based on this training, the machine predicts the output. Here, the labelled data 

indicates that some inputs have been mapped to the output. Specifically, we 

first train the machine with the input and output, and then ask it to predict the 

outcome using the test dataset [169].  

Classification and regression learner of 
experimental data 
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In unsupervised machine learning [170], the algorithm is trained using an 

unlabelled data set, and the output is predicted without supervision. The 

models are trained with unclassified and unlabelled data, and the models behave 

autonomously based on this data. The primary objective of the unsupervised 

learning algorithm is to group or classify the unsorted dataset based on 

similarities, patterns, and differences. Instructing machines to discover hidden 

patterns inside an input dataset.  

Semi-supervised learning is an algorithm for machine learning that falls 

between unsupervised and supervised machine learning [171]. It represents the 

middle ground between supervised (with labelled training data) and 

unsupervised (no labelled training data) learning methods and combines 

labelled and unlabelled training datasets. Although semi-supervised learning is 

the middle ground between supervised and unsupervised learning and operates 

on data with a few labels, the majority of the data in semi-supervised learning 

is unlabelled. As labels are pricey, they may have few labels for business 

objectives. In contrast to supervised and unsupervised learning, which are 

based on the presence or absence of labels, unsupervised learning is not 

dependent on labels. The notion of semi-supervised learning was introduced to 

solve the shortcomings of supervised and unsupervised learning algorithms. 

The primary objective of semi-supervised learning is to utilize all accessible 

data, as opposed to only labelled data as in supervised learning. Initially, similar 

data is clustered with the aid of an unsupervised learning algorithm, and then 

the algorithm assists in labelling unlabelled data as labelled data. This is because 

it costs more money to get labelled data than it does to get unlabelled data.  

Reinforcement learning is a feedback-based approach in which an artificial 

intelligence agent automatically explores its environment by hitting and trailing, 

taking action, learning from experience, and enhancing its performance [172]. 

The agent is rewarded for every positive action and penalized for every negative 

action. Therefore, the reinforcement learning agent's objective is to maximize 

rewards. In reinforcement learning, unlike supervised learning, there are no 

labelled data and agents simply learn from their experiences.  
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Transduction is similar to supervised learning, except it does not explicitly 

build a function [173]. Instead, it tries to predict new outputs based on training 

inputs, training outputs, and new inputs. In the process of learning to learn, an 

algorithm develops its own inductive bias based on what it has learned in the 

past.  

 

 

Training and testing are the two main phases that make up the learning 

process in a model of machine learning that is very straightforward. 

Throughout the training phase, features are learned by the learning algorithm 

or learner, and the learning model is constructed using those learned features. 

Samples of the training data are taken as input during the training process. 

During the process of testing, the learning model consults the execution engine 

in order to formulate an estimate for either the test data or the production data. 

The output of a learning model is tagged data, which can either be the final 

prediction or the data that has been categorised (Figure 34). 

As aforementioned, supervised machine learning is one of the most popular 

and effective methods of machine learning. Several well-known supervised 

learning algorithms will be explained in this paragraph, along with a more 

thorough description of supervised learning [168]. When attempting to 

anticipate a particular output from a given input and having examples of 

input/output pairings, supervised learning is utilized. These input/output 

pairings, which constitute our training set, are used to develop a machine 

learning model. Based on new, never-before-seen data, our aim is to create 

precise forecasts. Building the training set is frequently labor-intensive, but 

once it is done, supervised learning automates and frequently accelerates a time-

consuming or impossible operation. One of the common issues of supervised 

learning algorithms are the collection and pre-processing of data. The initial 

phase is data collection. 

6.1 Supervised Learning 
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Figure 34 -Supervised Learning Model. Adapted from[168]. 

If the necessary expert is present, s/he could recommend the most 

informative fields (attributes, characteristics). If not, the simplest way is brute 

force, which means measuring all accessible features with the goal of isolating 

the appropriate (informative, relevant) ones. Nonetheless, a dataset acquired by 

the brute-force technique is not immediately suited for induction. It typically 

consists of noise and missing feature data, necessitating extensive pre-

processing. There are three aspects necessary for data preparation: real-world 

data is skewed, high-performance mining algorithms require high-quality data, 

and high-quality data produces high-quality patterns [174]. 

• Incomplete, noisy, and inconsistent real-world data might mask useful 

patterns. This is because: 

a. Incomplete data: missing attribute values, missing particular 

attributes of interest, or just providing aggregated data; 

b. Noisy data contains errors or outliers; 

c. Inconsistent data comprises code or name conflicts. 

• Data preparation reduces the size of the original dataset, which can 

considerably enhance the efficacy of data mining. The process of 

selecting relevant data can involve attribute selection (using filtering 

and wrapping approaches), the removal of anomalies, or the deletion 

of duplicate entries. Sampling and instance selection are two 

approaches to data reduction. 



Classification and regression learner of experimental data 

95 
 

• The preparation of data results in the generation of quality data, which 

in turn results in the generation of quality patterns. For instance, it is 

possible:  

a) Recover data that is incomplete by either filling in the values that 

were left out or by minimizing ambiguity;  

b) Clean up the data by eliminating any anomalies or mistakes and 

deleting any outliers (unusual or exceptional values); 

c) Find a solution to the data conflicts by using your knowledge of the 

subject area or the judgment of an expert. 

As may be deduced from the aforementioned three considerations, the 

processes of data pre-processing, cleaning, and preparation are not simple 

undertakings. Consequently, the development of new techniques and 

approaches for the processing of data is a task that is not only challenging but 

also essential. Classification and regression are the two primary supervised 

learning types. Both are examined in depth in the sections that follow. 

 

 

In classification, a model predicts unknown values (outputs) based on a set 

of known values (inputs) (a set of inputs). When the output of an issue is in a 

categorical format, it is referred to as a classification problem. In classification, 

instances of a dataset are typically categorised according to different classes 

[175]. Both structured and unstructured datasets are applicable for 

classification. Classification terms include classification model, classification 

method, and feature. A classification algorithm, also known as a classifier, 

learns from the training dataset and assigns a class to each new data point. In 

contrast, a classification model predicts the class label for test data using a 

mapping function determined by the model from the training dataset. Finally, 

a feature is added to the dataset to aid in the development of a more precise 

prediction model. There are two classification types unique to one another: 

binary and multi-label. A binary classification is employed when the outcome 

has two classes or is binary. In an ambiguity detection procedure, for instance, 

6.1.1 Classification 
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the model predicts whether or not phrases are ambiguous, resulting in only two 

possible outcomes/classes; this is known as binary classification. Nonetheless, 

multi-label classification consists of an assortment of classes. 

 

 

Regression is a supervised learning method that enables the identification of 

correlations between variables and the prediction of continuous values based 

on these variables [176]. When the output is continuous, the problem is referred 

to as a regression problem; for example, predicting a person's weight, age, or 

salary, predicting the weather, or predicting property prices. X (input variables) 

is transferred to Y in regression (continuous output). Classification is the 

process of predicting discrete input labels. In contrast, regression is concerned 

with the forecasting of continuous data. Simple Linear and Multiple 

Regressions are the two primary types of regression. In simple linear regression, 

the relationship between two variables is depicted by a straight line (X and Y). 

Multiple regression, on the other hand, uses more than one variable and can be 

further broken down into linear and nonlinear types.  

 

 

Since the turn of the century, numerous techniques and algorithms for 

supervised learning have been suggested. It is possible to categorize supervised 

learning as logic-based, statistics-based, instance-based, support vector 

machines, etc [177]. 

Logically Learning Algorithm 

Logic-based algorithms respond to the problem through the sequential 

streaming of data with logic at each stage. The decision tree is seen as a classic 

example of a logic-based algorithm. It is utilized in regression and classification 

and is a statistical approach. A decision tree is an example of a conceptually 

learning supervised algorithm that is mostly used for classification. It provides 

a collection of decision sequences that, if followed, will lead to predicting the 

6.1.2 Regression 

6.2 Supervised learning algorithms 
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label of an unlabelled dataset given a dataset of features and their right labels 

[177]. A logical tree-based decision-support tool has a variety of conditions and 

conclusions as nodes, and branches connect the circumstances and 

conclusions. At each level of the process, the decision tree makes decisions and 

analyses different courses of action, ultimately selecting the most pertinent 

possibilities. A decision tree is a mathematical model utilized for decision-

making. It employs estimations and probabilities to assess potential outcomes 

and aids in determining if a decision's net gain is worthwhile. The input to the 

method is an object specified by a set of features. The output for the associated 

input is a decision. Each internal node in the tree structure evaluates an attribute 

and is awarded a classification. This method builds a sequential decision stream-

based model from the actual values of the dataset's features. The division of 

decisions into tree-like structures, where at each node of this tree, a judgment 

is made unless a prediction is produced for a certain input data item. Decision 

trees are trained on data for classification problems. Frequently, this method 

demonstrates satisfactory levels of speed and accuracy. It is a popular and 

widely used technique in machine learning, and it also performs well on 

relatively smaller datasets. This algorithm divides the set of data into two or 

more similar sets based on the most important attribute so that as many 

different groups as possible can be made. A decision tree has the advantages of 

being simple to understand and interpret, quick, requiring minimal data pre-

processing, and able to handle both categorical and numerical data. The 

problem with this method is that it can lead to a complicated tree structure that 

isn't generalized enough, and the model itself is very unstable.  

Support Vector Machine (SVM) 

Support vector machine is an elaborate supervised method that can handle 

both regression and classification tasks, albeit it is more suitable for 

classification. It can manage many instances of both continuous and categorical 

data. It represents the dataset items or records, each with a "n" number of 

features represented as points in an n-dimensional space, separated into classes 

by the hyperplane's largest margin (Figure 35). In the same n-dimensional 

space, data points are mapped to predict the category to which they belong 
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based on which side of the hyperplane they fall. These data points' coordinates 

are referred to as "support vectors". If a linear hyperplane exists between these 

classes, the problem becomes quite straightforward [178]. The manual insertion 

of these properties to have a hyperplane, however, raises the question of 

whether or not it is actually required. This method utilizes a technique known 

as "kerneltrick", so the correct response is "not really". Kernels are just a 

collection of functions that transform a low-dimensional input space into a 

higher-dimensional one. Some conversions and non-separable problems 

become separable by making data changes that are complex in nature but 

appear to be simple. It then determines how to split the dataset based on the 

labels you provided. This algorithm's advantages include a notable performance 

boost when the "n" of the n-dimensional space is bigger than the overall size 

of the sample set. Therefore, it is prudent to employ this approach while 

working with high-dimensional data. If the hyperplane is well constructed, it 

will exhibit great performance. Using a subset of training points in the decision 

function helps the memory economy. However, this algorithm's training period 

is rather long in comparison to others, so if the dataset is particularly huge, the 

prediction task will be visibly sluggish. When target classes overlap, i.e., when 

the dataset has more noise, the performance of the algorithm likewise falls. In 

the case of probability estimation calculations, an n-fold cross-validation is 

utilized, which is once again computationally intensive. 

 

Figure 35 – Illustration of SVM classification with hyperplane. 
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Statistics-Based Algorithm 

Algorithms based on statistics generalize problems using distributive 

statistics and examine the distribution structure to continue the prediction 

process. Naïve Bayes is an example of a statistics-based algorithm (Figure 36). 

Naïve Bayes is a basic yet unexpectedly potent predictive modelling technique. 

It is a collection of approaches for classifying data based on the Bayesian theory 

of probability. The classifier calculates probabilities for each case. Then, it 

predicts the outcome with the highest probability. A naive assumption is made 

that the features are independent and that each pair of features may be classified 

independently. These classifiers are able to handle an arbitrary number of 

independent categorical and continuous variables in a manner that is both 

effective and efficient. Considering a set of variables, X = x1, x2, ..., xt, it is 

necessary to determine the posterior probability for the event Cj using the 

sample space set C = c1, c2, ..., ct. The predictor is just X, and C is the collection 

of categorical levels present in the dependent variable. Using Bayes' rule: 

𝑃(𝐶𝑗|𝑥1, 𝑥2, … , 𝑥𝑡) ∗ 𝑃(𝑥1, 𝑥2, … , 𝑥𝑡|𝐶𝑗)𝑃(𝐶𝑗)   (10) 

P(Cj |x1, x2,..., xt) is the posterior probability, which indicates the likelihood 

that the event X belongs to the class Cj. In Naïve Bayes, the conditional 

probabilities of the independent variables are assumed to be statistically 

independent. A new case X is assigned the class level Cj with the highest 

posterior probability using Bayes' rule. Despite, the basic assumption that 

predictor variables are independent of one another is not always accurate. This 

assumption simplifies the classification process by allowing the class 

conditional densities P(xd |Cj) to be calculated independently for each variable, 

reducing a multidimensional task to several one-dimensional tasks. Specifically, 

it transforms a multidimensional density estimation task into a one-dimensional 

kernel density estimation. This assumption does not significantly alter the 

posterior probabilities, especially in regions near to the decision borders, so the 

classification task is unaffected. The assumptions made regarding the 

distribution of P(xi|Cj) distinguish the various naive Bayes classifiers. The 

Naïve Bayes algorithm has the advantage that it does not require a very large 

dataset in order to estimate the necessary parameters. In this case, a training 
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dataset with a limited amount of data is sufficient. In addition to this, it carries 

out detailed probability estimates for hypotheses. This approach also offers a 

helpful opportunity to have an understanding of a variety of learning 

algorithms.  

 

Figure 36 - Classification model of Naïve Bayes. 

This classifier is also incredibly quick, especially when compared to other 

more subtle approaches. It is able to provide effective solutions to diagnostic 

issues. The results of this procedure are notoriously inaccurate, so it should be 

avoided. 

Lazy Learning Algorithm 

Instance-based or lazy learning delays generalization until after the 

classification process has been completed. It is referred to as "lazy learning" 

since it slows down the process, and its computational time during the training 

phase is quite low. In contrast, the classification process is relatively 

computationally intensive. K-Nearest Neighbor (KNN) is a common instance-

based technique for classification and regression applications. KNN is an 

algorithm that is simple. It is used when there is limited information on the 

distribution of the data. K-Nearest Neighbor maintains all available records and 

estimates the class of a new instance based on similarity measures from the 

most likely nearest neighbours. This technique is considered a lazy learning 

method because the data members are stored simply in efficient data structures 

such as hash tables, thereby reducing the computation cost to check and apply 

the appropriate distance function between the new observation and all K 

different data points stored, and then to draw any conclusion about the label 

of the new data point without constructing a mapping function or internal 
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model, as is the case with other classification techniques. The outcome is 

determined by a simple majority vote of the KNN of each new data point. The 

"K" in the KNN algorithm refers to the number of neighbours whose vote is 

taken for a new record around which those neighbours are visualized just as 

big as to enclose only the four nearest neighbour data points on the map. This 

number is determined by the number of neighbours whose votes are taken for 

a new record. In this case K = 4.  

 

Figure 37 - KNN algorithm approach. 

Then a circle with the new data item as the centre will be planned, and the 

label of the new record will be determined by the virtue of the distance between 

the record and each of the neighbours. It is possible to construct the borders 

of each class based on a particular K-value. By utilizing these boundaries, it is 

possible to effectively separate one class from another. When the value of K is 

increased, it can be seen that the boundary takes on a smoother appearance. If 

the value of K is increased to an extremely high number and then continues to 

approach infinity, it all becomes one class, or the one with the total majority.  

The validation error rate and the training error rate are two factors that must 

be obtained and evaluated using various K-values (Figure 37). Here, a new 

member is represented as a dotted circle, and its class must be anticipated based 

on its proximity to its four closest neighbours. Due to the fact that we are 

considering four nearest neighbours, the value of k is 4, and so a circle with the 

new member at its centre and just four previous members has been drawn. 

Based on the shortest distance, it is now evident that the next member will be 



Classification and regression learner of experimental data 

102 
 

red. Consequently, we may forecast the label of an unclassified record based on 

its proximity to the closer the member, the greater the impact of its label on 

the new record. 

Discriminant Analysis 

The discriminant analysis (DA) classifier is among elementary and 

straightforward classifiers. There are two types of discriminant analysis (DA) 

classifiers: linear discriminant analysis (LDA) and quadratic discriminant 

analysis (QDA). The decision surface of the LDA classifier is linear, whereas 

the decision boundary of the QDA is nonlinear. Despite being one of the most 

well-known classifiers, the DA classifier suffers from a singularity problem. In 

the singularity problem, DA is unable to calculate the discriminant functions if 

the dimensions are significantly greater than the number of samples in each 

class. The covariance matrix is therefore unique and cannot be inverted. 

Various solutions to this problem have been presented. Regularised linear 

discriminant analysis is the first technique (RLDA). The identity matrix was 

multiplied by a regularisation parameter and added to the covariance matrix in 

this manner. The singularity problem was also solved with the subspace method 

by reducing the number of high-dimensional data points. A pattern or sample 

is represented by a vector or set of m features, each of which represents a point 

in an m-dimensional space (Rm) known as pattern space. The objective of the 

pattern classification procedure is to train a model to assign a class label to an 

unknown pattern using the labelled patterns. The class labels indicate the 

classes or categories of the labelled patterns used to generate the discriminant 

functions for each class. The decision boundary and regions for each class are 

then set using the discriminant functions [179], [180]. 
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Figure 38 – The structure of a classifier building. 

As depicted in Figure 38 the classifier is represented by c decisions or 

discriminant functions ({f1, f2, ..., fc}), where c represents the number of 

classes. The decision functions are utilized to define the decision borders 

between classes as well as the region or area for each class. Consequently, the 

discriminant functions are used to determine the class label of the unknown 

pattern (x) by comparing c various discriminant functions and assigning the 

class label with the highest score to the unknown sample, as demonstrated by 

equation (11). Consequently, inside the region ωi the ith discriminant function 

(fi) will have the greatest value relative to all other discriminant functions 

[181].If the values of any two discriminant functions are equal (fi(x) = fj(x)), 

then the unknown pattern (x) lies on the class border.  

𝑓𝑖(𝑥) > 𝑓𝑗(𝑥), 𝑖, 𝑗 = 1,2, … , 𝑐 𝑖 ≠ 𝑗   (11) 

Discriminant functions are utilized to construct the decision boundaries that 

separate distinct classes into distinct regions (ωi, i = 1, 2,..., c). Consequently, 

the input space is partitioned into a number of regions, each of which is defined 

by a number of decision boundaries. In other words, each decision boundary 

(Sij) consists of two discriminant functions, fi and fj, and separates two distinct 

areas, i.e., two classes ωi and ωj [181], [182]. Assuming there are two classes (ωi 

and ωj), there are two distinct discriminant functions (f1 and f2), and the 

decision boundary is determined as S12 = f1 - f2. Calculating the decision area 

or class label of an unknown pattern x is as follows[183]. 
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𝑠𝑔𝑛(𝑆12(𝑥)) = 𝑠𝑔𝑛(𝑓1(𝑥) − 𝑓2(𝑥)) = {

𝐶𝑙𝑎𝑠𝑠 1:  𝑓𝑜𝑟 𝑆12(𝑥) ≥ 0

𝑈𝑛𝑑𝑒𝑓𝑖𝑛𝑒𝑑:  𝑓𝑜𝑟 𝑆12(𝑥) = 0 

𝐶𝑙𝑎𝑠𝑠 2:  𝑓𝑜𝑟 𝑆12(𝑥) < 0
  (12) 

Linear Regression 

The objective of linear regression is to model the relationship between two 

variables by fitting a linear equation to observed data. One variable is regarded 

as an explanatory variable, while the other is regarded as a dependent variable. 

Before attempting to fit a linear model to observed data, a modeler must first 

assess whether or not the variables of interest are related. This does not 

necessary indicate that one variable causes the other, but there is a strong 

correlation between the variables. A scatterplot can be used to determine the 

strength of the association between two variables. If there appears to be no 

relationship between the suggested explanatory and dependent variables (i.e., 

the scatterplot does not indicate a rising or decreasing trend), then fitting a 

linear regression model to the data will likely not result in a usable model. The 

correlation coefficient is a useful numerical measure of the relationship 

between two variables, with a value between -1 and 1 showing the degree of 

the association between the observed data for the two variables. The equation 

for a linear regression line is Y = a + bX, where X is the explanatory variable 

and Y is the dependent variable. The least-squares method is the most 

frequently used technique for fitting a regression line. This method determines 

the line that best fits the observed data by minimizing the sum of the squares 

of the vertical deviations between each data point and the line (if a point lies 

on the fitted line exactly, then its vertical deviation is 0).  

Gaussian process regression 

Gaussian processes, often known as GP, are a form of supervised learning 

method that can be utilized to address problems involving regression as well as 

probabilistic classification. A Gaussian processes regression (GPR) model is 

capable of making predictions that use prior knowledge (kernels) and providing 

uncertainty estimates for those predictions. In regression, given a set of 

observed data points, we wish to fit a function to these data points, then use 

this function to generate predictions for fresh data points [184]. There are an 
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endless number of functions that can be used to fit a given set of observed data 

points. Gaussian processes define a distribution over an unlimited number of 

functions to do regression in GPR. 

In regression, we are attempting to predict an unknown function f using 

observable data points D (training dataset) from the unknown function f. 

Traditional nonlinear regression methods often produce a single function that 

is deemed to best match the dataset. However, it is possible that multiple 

functions match the observed data points equally well. A model of Gaussian 

processes describes a probability distribution over all conceivable functions 

that fit a given set of points. Because we have the probability distribution over 

all conceivable functions, we can calculate the mean as the function and the 

variances as measures of prediction confidence. (1) The function (posteriors) 

updates with new observations; (2) a Gaussian process model is a probability 

distribution over possible functions; and any finite samples of functions are 

jointly Gaussian distributed; and (3) the mean function calculated by the 

posterior distribution of possible functions is the function used for regression 

predictions [185]. 

The following is a list of the advantages of using Gaussian processes:  

• The measurements are used to interpolate the prediction (at least for 

regular kernels). 

• Because the prediction is probabilistic (Gaussian), one can generate 

empirical confidence intervals and determine based on those whether 

or not to retrofit the forecast in some region of interest using online 

fitting or adaptive fitting. 

• Because the prediction is probabilistic (Gaussian), one can generate 

empirical confidence intervals and determine based on those whether 

or not to retrofit the forecast in some region of interest using online 

fitting or adaptive fitting. It is flexible in that it allows for the 

specification of a variety of kernels. Standard kernels are supplied, but 

users can also opt to define their own kernels. 

The following are some of the disadvantages of using Gaussian processes: 
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• They do not use sparse representations, meaning that the information 

from all of the samples and features is used to make predictions. 

• When working in high-dimensional areas, namely when the number of 

features reaches a few hundred, they become less efficient. 

Ensemble learning 

Ensemble learning methods use numerous machine learning algorithms to 

give weakly predictive results based on characteristics extracted from a variety 

of data projections, and then combine these results with various voting 

mechanisms to achieve higher performance than any single algorithm alone 

(Figure 39). A common ensemble classification model consists of two steps: (1) 

obtaining classification results with numerous weak classifiers, and (2) 

integrating multiple results into a consistency function to obtain the final result 

with voting methods[186]. Bagging, stacking, and boosting are the three 

primary classes of ensemble learning methods. Bagging is the process of fitting 

multiple decision trees to distinct samples of the same dataset and averaging 

the resulting predictions, stacking includes fitting multiple model types to the 

same data and utilizing a second model to determine the optimal way to 

combine the predictions and boosting is the sequential addition of ensemble 

members that correct the predictions provided by previous models and output 

a weighted average of those predictions. 

 

Figure 39 – The framework of ensemble classification. 
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In the field of supervised learning, there are two different purposes for which 

the training is performed: classification and regression. Assuming, as 

mentioned above, that in supervised learning the output of the model is known 

a priori, it will be possible to make a prediction on new data for which only the 

input is known. Based on the type of variable being predicted, it is possible to 

choose whether to train the model as a classification problem or a regression 

problem. Classification is used when the variable to be predicted is qualitative 

or categorical (also known as discrete). Instead, when the target variable is 

quantitative or continuous, regression models are used. In this study, the aim is 

to examine the data about environmental monitoring, specifically the detection 

of heavy metals, which is usually placed in the field of regression, also using a 

qualitative approach. 

 

 

The dataset was created with the purpose of training various regression and 

classification models, and the basis for its realization were the results acquired 

from the impedance measurements of PtIDE-PS-Na2EDTA sensor, tested 

with different concentration of lead, as well described in Chapter 4. 

Considering that the percentage difference between the results of the 

measurements is less than 2%, the original dataset was synthetically increased 

in size (number of observations) using the following equation (13): 

𝑉𝑚 = 𝑟𝑎𝑛𝑑𝑜𝑚[−1,1] ∗ 0.02 ∗ 𝑉𝑜 + 𝑉𝑜  (13) 

where Vo represents the experimental data and Vm the synthetic data. The 

measurements for each lead concentration have been synthetically expanded in 

equal numbers in order to maintain the same proportions as the original dataset, 

but with a larger number of observations. Consequently, the employed dataset 

has the shape depicted in the Table 8. 

The frequency spectrum analysed ranges from 0.18 Hz to 50,000 Hz, for a 

total of 110 frequency points. For each frequency, the values relating to the real 

part and the imaginary part of the impedance were recorded. So, ultimately, the 

6.3 Experimental results 

6.3.1 Dataset assembling  



Classification and regression learner of experimental data 

108 
 

dataset is composed of 330 features and 930 observations, 186 for each 

concentration analysed. 

 

Table 8 – Structure of the dataset. 
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In order to analyse the influence of the various features and to work toward 

the objective of lowering the number of employed features while still 

maintaining the accuracy of the various models and reducing the amount of 

time needed for training, sixteen distinct scenarios were investigated. The 

different scenarios are labelled with the letters a to r, and each one will be 

described below. For scenario a, the brute force method was used, using all the 

features in order to demonstrate that some features present in the dataset are 

not relevant in terms of better accuracy. In contrast, they generate noise that 

could compromise the quality of the results.  

The other scenarios represent a partition of scenario a. In fact, in scenario 

b, only the characteristics relating to the real and imaginary parts of the 

impedance were chosen for each frequency value, for a total of 220 

characteristics. Instead, the scenarios i and o consider only the real and 

imaginary parts, and then reduce the number of features to 110 for each 

scenario. Additionally, various scenarios were created using Principal 

Component Analysis (PCA). PCA is utilized in exploratory data analysis and 

predictive model development. It is frequently used to reduce the 

dimensionality of datasets with many features by projecting each data point 

onto the first few principal components to produce lower-dimensional data 

while preserving as much of the data's variation as feasible. The first principal 

component can be defined as a direction that maximizes the projected data's 

variance. The i-th principal component is orthogonal to the first i - 1 principal 

components and optimizes the variance of projected data. According to this 

point of view, the scenarios c, d, e, l, m, n, p, q, and r represent 95%, 97%, and 

99% of the variance in the scenarios b, l, and o, respectively. The remaining 

scenarios, f, g, and h, represent the partition of scenario b as a function of the 

frequency range. In fact, scenario f, with 32 features, includes the values of the 

real and imaginary parts of the frequency in the range between 0.18 and 1 Hz, 

scenario g, with 80 features, in the range between 1.2 and 100 Hz, while scenario 

h, with 108 features, represents the impedance values in the range between 120 

and 50,000 Hz. This split was made to see if it is possible to lower the frequency 

6.3.2 Scenarios 
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range of measurements, which would use fewer resources and speed up the 

process of gathering data. The Table 9 summarizes all the scenarios previously 

described. 

Table 9 – Summary of scenarios used. 

Scenario 
Number 

of features 
Description 

a 330 All features considered 

b 220 Only Re and Im parts of Impedance considered 

c 2 PCA of scenario b: 95% of the variance 

d 5 PCA of scenario b: 97% of the variance 

e 10 PCA of scenario b: 99% of the variance 

f 32 Re and Im parts of Impedance in the range 0.18-1 Hz  

g 80 Re and Im parts of Impedance in the range 1.2-100 Hz  

h 108 Re and Im parts of Impedance in the range 0.12-50 kHz  

i 110 Only Re part of Impedance considered 

l 1 PCA of scenario i: 95% of the variance 

m 2 PCA of scenario i: 97% of the variance 

n 5 PCA of scenario i: 99% of the variance 

o 110 Only Im part of Impedance considered 

p 2 PCA of scenario o: 95% of the variance 

q 4 PCA of scenario o: 97% of the variance 

r 9 PCA of scenario o: 99% of the variance 

 

 

The Classifications Learner App contained in the Statistics and Machine 

Learning Toolbox for MATLAB R2021 was utilized in order to train and 

choose the best multi-class supervised classification model (Figure 40). After 

6.3.3 Classification Learner 
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training different models, their validation errors were compared side-by-side 

and the model with the lowest error was selected.  

 

Figure 40 - Workflow for training classification models. 

Choosing a validation method to evaluate the predicted accuracy of the 

fitted models is the initial step. Validation measures model performance on new 

data relative to training data and assists in selecting the optimal model. 

Validation assists in preventing overfitting.  

Then, prior to train any models, a validation method was selected so that all 

models in the session could be compared using the same validation method. 

Specifically, the cross-validation method was selected. Five-fold cross-

validations were selected in order to make the partition of data into five disjoint 

folds. A model was trained for each fold using the out-of-fold observations and 

the performance of the model was assessed using in-fold data. Finally, it was 

calculated as the average test error over all folds. The Table 10 shows the 

various types of classifiers used. For each scenario, 24 classifiers are used, for a 

total of 384 trained models. 

Table 10 - Classifier used for the training. 

Classifier Classifier type 

Decision trees 

Fine Tree 

Medium Tree 

Coarse Tree 

Discriminant analysis 

Linear Discriminant 

Quadratic Discriminant 

Naive Bayes 

Gaussian Naive Bayes 

Kernel Naive Bayes 

Support vector machine 

Linear SVM 

Quadratic SVM 
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Cubic SVM 

Fine Gaussian SVM 

Medium Gaussian SVM 

Coarse Gaussian SVM 

Nearest neighbors 

Fine KNN 

Medium KNN 

Coarse KNN 

Cosine KNN 

Cubic KNN 

Weighted KNN 

Ensemble 

Boosted Trees 

Bagged Trees 

Subspace Discriminant 

Subspace KNN 

RUS Boosted Trees 

 

Table 11 - Selection of models trained. 

Scenario Classifier type 
Accuracy 

(%) 

Prediction speed 

(Object/s) 

Training time 

(s) 

f Medium Tree 97.1 38000 0.459 

f Quadratic 

Discriminant 

100.0 30000 0.518 

f Medium KNN 100.0 13000 0.503 

f Cosine KNN 99.9 19000 0.330 

f Weighted KNN 100.0 19000 0.318 

g Medium KNN 100.0 11000 0.544 

g Cosine KNN 98.7 12000 0.495 

g Weighted KNN 100.0 12000 0.457 

h Weighted KNN 99.5 10000 0.548 
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o Linear 

Discriminant 

100.0 21000 0.392 

o Quadratic 

Discriminant 

100.0 21000 0.437 

o Weighted KNN 100.0 10000 0.514 

 

Considering a training time less than 0.55 seconds and an accuracy more 

than 97%, twelve models finally remained. (Table 11). The three models that 

present the best qualities, in terms of accuracy, training time, and number of 

features, are all related to scenario f, the one that includes the impedance values 

in the frequency range between 0.18 and 1 Hz. The three best-performing 

models were shown to be Weighted KNN, Cosine KNN, and Quadratic 

Discriminant. Comparing the results of the three models for each scenario in 

terms of accuracy, it emerged that, in addition to scenario f, equal or greater 

accuracy was also obtained for other scenarios. In particular, in the case of the 

Cosine KNN model, scenarios a, b, and o have an accuracy of 100% (blue bar 

in the Figure 41). In the Weighted KNN model, there are even five scenarios 

(a, b, g, i, o), in addition to scenario f, that have an accuracy of 100%, while for 

the Quadratic discriminant model, there are four scenarios with an accuracy of 

100% (f, g, i, o). As noted previously, scenario f was selected due to its reduced 

number of characteristics and the low frequency range used for measurements. 
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Figure 41 - Comparison of the results of the three best classifiers. 
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Figure 42 - Confusion matrix relative to model Cosine KNN trained with 

scenario f dataset. 

 The Figure 42 shows an example of a confusion matrix (the one for the 

Cosine KNN scenario f model) that is a specific table layout that allows 

visualization of the performance of an algorithm. Each row of the matrix 

represents the instances in an actual class, while each column represents the 

instances in a predicted class. 

 

 

The Regression Learner App was contained in the Statistics and Machine 

Learning Toolbox for MATLAB R2021. It chooses, among various algorithms, 

to train and validate regression models, Figure 43. After training different 

models, their validation errors were compared side-by-side and the model with 

the lowest error was selected, with the same procedure explained in the 

previous paragraph dedicated to the classification learner. 

 

Figure 43 - Workflow for training regression models. 

6.3.4 Regression Learner 
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Prior to training any models, as well as for the classification learner, a 

validation method was selected so that all models in the session can be 

compared using the same validation method. Specifically, the cross-validation 

method was selected. Five-fold cross-validations were selected in order to make 

the partition of data into five disjoint folds. Following the validation phase, the 

training regression models (Table 12) were selected. 

Table 12- Regression models used for the training. 

Regression Regression type 

Linear Regression Linear 

Interactions Linear 

Robust Linear 

Tree Fine Tree 

Medium Tree 

Coarse Tree 

Support Vector Machine Linear SVM 

Quadratic SVM 

Cubic SVM 

Fine Gaussian SVM 

Medium Gaussian SVM 

Coarse Gaussian SVM 

Ensemble Boosted Tree 

Bagged Tree 

Gaussian Process Regression Matern 5/2 GPR 
 

Exponential GPR 

Rational Quadratic GPR 

 

For each scenario, 17 regression models are used, for a total of 272 trained 

models. 
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Table 13 - Selection of models trained. 

Scenario  RMSE R2 
Prediction Speed 

(Object/s) 

Training time 

(s) 

a Medium 

Gaussian SVM 

0.3833 0.99 10000 0.844 

a Bagged Tree 0.3790 0.99 8200 4.241 

a Matern 5/2 GPR 0.3373 0.99 8100 17.205 

a Exponential 

GPR 

0.3545 0.99 7300 21.924 

a Rational 

Quadratic GPR 

0.3377 0.99 7700 35.228 

b Cubic SVM 0.3981 0.99 13000 0.720 

b Bagged Tree 0.3853 0.99 8600 4.418 

b Matern 5/2 GPR 0.3384 0.99 10000 14.224 

b Exponential 

GPR 

0.3527 0.99 11000 22.103 

b Rational 

Quadratic GPR 

0.3390 0.99 9700 32.844 

f Matern 5/2 GPR 0.2796 1.00 17000 11.368 

f Exponential 

GPR 

0.3237 0.99 16000 19.791 

f Rational 

Quadratic GPR 

0.2785 1.00 18000 21.462 

 

Thirteen models remain, considering a root mean square error (RMSE) less 

than 0.40 and an r-square (R2) more than 0.99. (Table 13). The three models 

that present the best qualities, in terms of RMSE, R2 and number of features, 

are all related to scenario f. The three best-performing models were shown to 

be Rational Quadratic GPR, Exponential GPR, and Matern 5/2 GPR. 
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Figure 44 - Comparison of the results of the three best regression models, in 

term of RMSE. 
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Comparing the results of the three models for each scenario in terms of 

RSME, it emerged that, for each of the three models, the best results were 

attributed to scenario f (Figure 44). 

 

 

Figure 45 - Response plot and residual plots of the three best regression models 

trained with the scenario f dataset. 

The response plot shows the number of observations in the abscissa and 

the responses in the ordinate, in terms of the logarithm of the various lead 

concentrations analysed. The vertical red lines between the prediction and the 

true value indicate the prediction error committed by the model. Another way 
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of representing the performance of trained regression models is the residuals 

plot. This plot displays the difference between the predicted and true responses. 

The analysis of these plots shows that the error value is higher for the response 

at 2.30259 than at 6.90776, i.e., for concentrations of 10 µg/L and 1 mg/L of 

lead. Furthermore, among the three regression models chosen, Matern 5/2 

GPR is the best-performing one (Figure 45). 

 

 

The approach to machine learning, carried out in this study, is divided into 

two parts: i) training and choice of the most performing model, created on the 

desktop using the dataset described above, ii) performing runtime inference on 

a dedicated board, as shown in Figure 46. In this study, we focused on the 

training of different types of algorithms, both by following a qualitative and a 

quantitative approach. Obviously, this is a preliminary study for the feasibility 

of the technique using this type of data. In fact, in the future, the training will 

be carried out with the data acquired directly from a dedicated board and by 

increasing the number of observations for the creation of the dataset. 

 

Figure 46 - Block diagram of machine learning approach. 

All the measurements reported in this work were made by connecting the 

sensor (realized as described in Chapter 3) with a potentiostat/galvanostat 

coupled with a frequency response analyser (FRA), all controlled by a desktop 

PC. However, the same measurements can be carried out in runtime through a 

dedicated board on which there is a low-power AFE (analog front end), such 

6.4 Future Goals: Edge Computing 
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as the AD5941 (Analog Devices), and an ADuCM3029 (Analog Devices) 

microcontroller where the trained machine learning model can be 

implemented, as schematized in the Figure 47. In this way, it will be possible to 

predict the result of the measurements, which will be carried out directly in situ, 

by analysing the inputs collected at runtime. 

 

Figure 47 - Block diagram that represents the two ways of carrying out the 

measurement: using the laboratory instrument and using a dedicated board. 

The choice of the various scenarios was focused, above all, on reducing the 

number of features. This was obtained by partitioning the results according to 

the different frequency ranges, taking into account only the real or imaginary 

part of the impedance, or by carrying out a PCA analysis of the different 

scenarios (b, i, o). Among all these, scenario f, which represents the impedance 

values acquired at low frequency (0.18 Hz–1 Hz), is composed of only 32 

features, compared to the initial 330 (scenario a), and above all allows to reduce 

the duration of the acquisition phase as well as the data storage space, and 

therefore is more suitable for implementation on a resource-constrained device, 

such as a microcontroller. Furthermore, a model with fewer parameters and 

shorter inference times was obtained. Moreover, the analysis of the results, 

examined in Chapter 4, clearly shows that the greatest difference in impedance, 

at the different concentrations of lead tested, mainly occurs in the low 

frequency range, as confirmed by the results obtained from training the various 

models using scenario f as a dataset. 

Considering also that the time to carry out the measurement in the complete 

frequency range (0.18–50,000 Hz) is about twenty minutes, using the scenario 

f (0.18–1 Hz) to train the classification and regression models, that, as 
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highlighted several times, maintains the same performance even by reducing 

the number of features, the data acquisition time drops to around five minutes. 

This leads to a reduction in the energy required to power the system, a 

fundamental aspect of the implementation of an IoT system. In addition, 

machine learning models have been chosen so that can be easily implemented 

in microcontrollers, able to deduce the correct prediction in an inference time 

in the order of ten milliseconds [187]. Ultimately, the data analysis carried out 

in this study was focused on a future implementation of an IoT system, ultra-

low power, based on a microcontroller, powered by batteries, and equipped 

with a radio transmission system. Also, putting the trained model directly on 

the microcontroller will make it possible for the algorithm to keep learning. 
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This thesis work focused on the design and the development of a sensor device 

for the environmental monitoring, for the detection of heavy metals in aqueous 

solution. 

The first step was to design and build the active layer of the sensor. This layer 

was obtained through the electrospinning technique, using three different 

polymers to produce microfibers both pure, containing only the polymer, and 

composite, added with the disodium salt of EDTA, known to be a chelating 

substance for heavy metals. 

Two different ways to make the sensor were addressed: the single fiber sensor 

(SFS) and the fibers mat directly collected on interdigitate electrodes. The first 

approach showed promising results, but the singularity and complexity of the 

single fiber manufacturing process, as well as its implementation as a sensor 

device, resulted not feasible for its application in the environmental monitoring, 

where simpler and cheaper solutions are required, such as that adopted in the 

second approach.  

The production of electrospun materials was optimized by controlling 

numerous parameters and finally, among the tested polymers, polystyrene was 

chosen for its good capability to maintain entrapped Na2EDTA grains, the 

surface porosity, and the good resistance in the solution conditions. Then, the 

optimized active layer, in terms of Na2EDTA concentration (additive/polymer 

weight ratio= 50.0/50.0) and stability, was implemented in the impedimetric 

PtIDE-PS-Na2EDTA sensor. 

The sensing tests of the active layer were carried out using the electrochemical 

impedance spectroscopy technique at different concentrations of lead and 

thallium, used as contaminants. The frequency range used for the 

measurements was set between 0.1 and 100000 Hz, with an amplitude of 10 

mVpK. 

Conclusions 
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The results of the sensing tests showed that PtIDE-PS-Na2EDTA sensor was 

able to detect different Pb concentrations and to be selective, compared to 

other heavy metals, in particular thallium, according to the pH value of the 

solution.  

In addition, using the obtained sensing data, this work also aimed at training a 

machine learning model, that can be implemented on a portable device using a 

low-power microcontroller. In order to analyse the influence of the various 

features and, at the same time, to lower the number of employed features while 

still maintaining the accuracy of the various models and reducing the amount 

of time needed for training, sixteen distinct scenarios were investigated. The 

choice of the various scenarios focused above all on reducing the number of 

features, which was obtained by partitioning the results according to the 

different frequency ranges, considering only the real or imaginary part of the 

impedance, or by carrying out a PCA analysis of the different scenarios (b, i, 

o).  

The results of the training of classification and regression models, over the 

experimental data, highlighted that the scenario f, which represents the 

impedance values acquired at low frequency (0.18 Hz–1 Hz), and composed 

only by 32 features, compared to the initial 330 (scenario a), allowed to reduce 

the duration of the acquisition phase as well as the data storage space, and 

therefore resulted more suitable for the implementation on a resource-

constrained device, such as a microcontroller. 

In conclusion, the results of this work highlighted the feasibility to implement 

a sensing device able to discriminate lead in low concentration, among other 

contaminants. Moreover, the extensive analysis of sensing data, lay the basis 

for the real-life application of the device in the industrial field. 
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