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Abstract—The purpose of the next Internet of Things (IoT) is
that of making available myriad of services to people by high
sensing intelligent devices capable of reasoning and real time
acting. The convergence of IoT and Multi-Agent Systems provides
the opportunity to benefit from the social attitude of agents
in order to perform Machine-to-Machine cooperation among
smart entities. However, the selection of reliable partners for
cooperation represents a hard task in a mobile and federated con-
text, especially because the trustworthiness of devices is largely
unreferenced. The issues discussed above can be synthesized
by recalling the well known concept of social resilience in IoT
systems, i.e. the capability of an IoT network to resist to possible
attacks by malicious agent that potentially could infect large
areas of the network, spamming unreliable information and/or
assuming unfair behaviors. In this sense, social resilience is
devoted to face malicious activities of software agents in their
social interactions, and do not deal with the correct working of
the sensors and other information devices. In this setting, the
use of a reputation model can be a practicable and effective
solution to form local communities of agents on the basis of
their social capabilities. In this paper, we propose a framework
for agents operating in an IoT environment, called ResloT,
where the formation of communities for collaborative purposes is
performed on the basis of agent reputation. In order to validate
our approach, we performed an experimental campaign by means
of a simulated framework, which allowed us to verify that, by
our approach, devices have not any economic convenience to
performs misleading behaviors. Moreover, further experimental
results have shown that our approach is able detect the nature
of the active agents in the systems (i.e., honest and malicious),
with an accuracy of not less than 11% compared to the best
competitor tested and highlighting a high resilience with respect
to some malicious activities.

Index Terms—Group Formation, IoT, Multi-agent System,
Reputation

I. INTRODUCTION

In the “Internet of Things” (IoT) [1] the main actors are
physical or virtual “smart” entities provided with embedded
computational, sensing and communication capabilities [2].
Such characteristics allow to realize smart environments where
potentially useful and attractive services can be made available
to other IoT devices and/or humans in an every time and
everywhere fashion [3], [4]. To this aim, a recent trend is
represented by adaptive forms of cooperation among smart
objects [S] to compose more and more sophisticated and
complex services [6], [7].

IoT social abilities enable various different services in a
scalable and pervasive way in smart IoT-based environments.

To this purpose, an attractive and disruptive opportunity is
provided by the convergence of IoT and Multi-Agent Systems
(MAS) technologies. Indeed, by associating smart [oT objects
with software agents working on their behalf [8], [9], it is
possible to exploit the social attitude of software agents to
interact and cooperate [10].

Such a possibility is quite interesting in presence of a great
number of federated IoT environments [11], [12] and IoT
devices that migrate through them [8], [13]. In particular,
the possibility for an IoT object to move across several
administrative domains is very appealing but, on the other
hand, the number of potentially partners could be really huge.
To profitably cooperate with other IoT smart objects (i.e., the
associated agents) suitable information about potential partners
are needed for selecting the most “effective” and “reliable”
among them [14].

We may take into account, for instance, a smart urban mo-
bility scenario characterized by vehicle-to vehicle (V2V) inter-
actions, for instance exchanging traffic information [15]. This
scenario is characterized by a large population of federated
smart devices, where each environment can host agents coming
from other environments (e.g., another city). Therefore, any
agent associated with a vehicle may ask for information for
some potential partners, and it is highly probable that its own
provider can be unreferenced with respect its reliability and
there exists the risk of obtaining an unsatisfactory service.

The choice of a partner will impact on the quality of the
interactions having place among cooperating objects, and the
resulting “satisfaction” that each object perceives [16] will
change accordingly. This aspect is particularly important in
presence of complex tasks and/or economic interests (e.g.,
when the cooperation or a service is provided for pay) [17].

A common approach adopted in human contexts — in order
to select a reliable partner — consists of asking to some reliable
agents for information. However, this approach is difficult to
be adopted because the probability for an agent to interact with
partners having an unreferenced reliability is not neglecting
and the agent should rely on the global reputation the whole
community has in the other agents [18].

However, similarly to human communities, a possible ap-
proach to tackle the problem of selecting the most suitably
partners consists in exploiting some type of local social struc-
ture among the agents on the basis of one or more criteria [19],
[20]. The formation of such social structures, as agent teams,
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denotes the existence of a reasonable mutual expectancy
among team members for positive social relationships.

Furthermore, considering the mobile nature and the high
heterogeneity of the involved IoT objects, the common strategy
of forming teams based on structural and/or semantic similar-
ities among the team members (e.g. similar interests, tastes
and/or preferences) is not easily exploitable [21]. Therefore,
different criteria should be considered.

In the scenario above described this context, it becomes
important to consider the dynamics of the processes designed
to drive the formation and the evolution of social groups [22],
[23]. To this end, a suitable approach is represented by
a team formation process where their members have high
levels of mutual trustworthiness [24], [4] for allowing the
selection of reliable partners also by considering possible
cheating activities perpetrated by malicious agents. The issues
discussed above can be synthesized by recalling the well
known concept of social resilience in IoT systems. Social
resilience is a desirable property of distributed, large-scale IoT
systems [25], [26], that can be defined as the capability of an
IoT network to resist to possible attacks by malicious agents
able to infect large areas of the network, spamming unreliable
information and/or assuming unfair behaviors. According to
this definition, an IoT system is resilient to malicious attacks if
it implements suitable strategies devoted to individuate suspect
agents, isolate them and discourage their unfair activities.
In this sense, social resilience is devoted to face malicious
activities of software agents in their social interactions, and
do not deal with the correct working of the sensors and other
information devices. Note that from hereafter we will use the
short term resilience to indicate this notion of social resilience.

A. Our proposal: An IoT social framework resilient to mali-
cious activities

In this paper we present a new reputation based framework
for IoT agents, called Resilient IoT (ResloT), having the
social capability to form agent local communities. ResIoT has
been specifically designed to be resilient to a certain kind of
malicious attacks. ResIoT has been conceived for all those IoT
scenarios formed by federated environments in which hetero-
geneous devices, provided of limited computational, storage
and power resources, are free to move between domains and
where cooperation exploits the formation of social structures
based on the widespread reputation in the network.

The main contributions provided in this paper as the fol-
lowing:

o The first contribution provided by our framework consists
of proposing the use of a new agent reputation measure,
called reputation value (RV') obtained by considering the
feedback released by the agents during their activities and
implementing some suitable countermeasures to avoid
collusive and misleading activities [27]. Such reputation
scores are used for supporting the formation of local
communities of agents in which agents are grouped as
teams on the basis of their RVs by means of an apposite
community formation algorithm (see Section V-A).

o A second contribution provided by our proposal is that
of the capability of filtering some of the interactions

for building the RV of an agent. In other words, by
our model, we are able to consider only the interactions
satisfying certain requirements, named “Characterizing
Interactions” that will be described in detail in Section IV.
Such a peculiarity allows to the reputation model of
ResloT to identify the nature (e.g., honest or malicious)
of the agents more quickly (i.e., in very narrow number
of interactions) than other reputation systems (see Sec-
tion VI-A).

o A further third contribution of our work is represented
by the introduction of a competitive mechanism capable
of increasing the overall reputation value of each agent
community by promoting improvements in agent mem-
bers reputation and making not profitable for the agents
to cheat.

It is important to note that our approach introduce a necessary
level of complexity in the IoT system, motivated from the ex-
igency of accurately modeling the relations of trustworthiness
among the agents, on one hand, and that of implementing
an effective strategy to form teams of agents, on the other
hand. These two necessities need to be addressed as apposite
conceived, not trivial approaches.

Note as in the following, we will refer exclusively to mobile
IoT devices without this means a loss of generality. Moreover,
reasonably we assume that each agent requiring a service
will interact only inside the federated environment where it
is currently joined with. In such a scenario, an IoT object can
receive a services for free exclusively from its “friend” agents
(i.e., the IoT smart objects joined with the same agent team),
otherwise it has to pay for the service.

B. Structure of the paper

Section II reviews the relevant related work found in the
literature. Section III introduces the proposed IoT framework.
Section IV describes our reputation model. Section V discusses
how we planned the experiments, while section VI presents
and discusses the experimental results. Finally, Section VII
discusses the main results and our conclusions.

II. RELATED WORK

The literature on trust and reputation systems is rather wide:
trust-based approaches have been adopted in a large number
of different scenarios [28], [29].

The context represented by the distributed Internet of
Things, where there is not a central entity acting as service hub
as well as indexing [25] — although the Cloud still represent
a viable solution for computation intensive tasks [30] — is
particularly interesting for its distributed nature. Trust and
reputations systems, as well as group (i.e., teams) formation
can play a crucial role in this scenario: indeed the distributed
Internet of Things is naturally exposed to a large number of
potential risks due to cheating and/or inappropriate behaviors
with respect to centralized environments [25]. While ciphering
techniques are designed for authentication and privacy is-
sues [31], trust and reputation systems are designed to provide
an effective support in estimating potential counterparts with
respect to their trustworthiness. Indeed, any potential partner



or service customer would know how much the community
(or a subset of it) trusts a certain peer [32]. In particular,
trust is generally obtained by exploiting past direct agents
experiences (reliability) and/ or opinions provided by others
(reputation). Reliability and reputation are often arranged in a
unique measure (for instance [33], [34], [35]).

A. Trust and reputation models.

Several proposals concerning trustworthiness measures have
been presented in the past. Probably the most known in
the commercial environment is that of eBay [36]. The eBay
reputation system allows members (customers and sellers)
leave feedback about interactions with each other. The system
is transaction based, so that in order to leave feedback for
each other, two members must have completed a transaction.
Once the auction is complete, the buyer and the seller can rate
each other’s performance with either a positive, a neutral or a
negative feedback. Members’ reputation scores are computed
as the count of distinct users who gave positive feedback
minus the count of those who gave negative feedback. Another
well known example of reputation system is SPORAS [37],
that was introduced to improve online reputation models,
and it is meant for a loosely connected environment, in
which users share the same interest. The reputation value is
calculated by aggregating users’ opinions, and the two most
recent users are considered for gathering the rating values.
The system measures the reliability of each interaction based
on the standard deviation of reputation. It is a model which
considered reliability in its rating method.

A few recent works, as [38] focus on achieving reliable
broadcast under various kind of failures by using the notion
of trust to improve the performance of reliable broadcast.
An example of a recent reputation system, we can cite that
presented in [39], appositely conceived for IoT scenarios. This
is a novel trust assessment framework for the security and
reputation of cloud services, that enables the trust evaluation
of cloud services in order to ensure the security of the cloud-
based IoT context via integrating security-and reputation-based
trust assessment methods. The security-based trust assessment
is realized using cloud-specific security metrics to evaluate
the security of a cloud service. Moreover, a mechanism of
feedback ratings on the quality of cloud service is used
in the reputation-based trust assessment method in order to
evaluate the reputation of a cloud service. Trust Computation
Model (TCM) is based on a set of required prior knowledge
to making a trust decision [40]. Such knowledge includes
information about other agents’ knowledge base, and the
performed interactions during the current task. A key feature
of TCM is that it considers how much knowledge one should
have about the trustee agents in order to make a trust decision.
TCM model introduces a direct trust measure based on three
concepts: familiarity, similarity and past experience, whereas
indirect trust is defined based on recommendations.

ReGret [41] is a decentralized environment in which social
relations among agents assumes a key role. ReGreT manages
reputation considering three different dimensions: individual,
social and ontological. Moreover, its reputation mechanism

includes three specialized reputation types, differentiated by
the information sources: witness, neighborhood, and system
reputations. After every interaction, each user rates its partner’s
performance, and the ratings are saved in a local database. An
agent applies the information of the stored ratings to evaluate
another agent’s trust by querying its local database. Recently,
the Trust and Reputation Interaction Model (TRIM) has been
proposed [42], to model an interacting agent environment with
malicious agents along with an underlying TRS. TRIM, whose
runtime behavior can be specified as an infinite state homo-
geneous Markov Decision Process (MDP) tree, has expressive
power to cover a wide range of TRSs and is able to define
advanced complicated attacks.

B. IoT, trust and social networking.

With the growth of the IoT world in terms of number of
devices and novel applications, the recent literature reports
some efforts to design trust and reputation models for IoT [43],
[44], [45].

The model proposed in [46] provides a dynamic trust
management protocol which is integrated in the IoT scenario
with a trust-based service composition. This work highlights
the “social nature” of relationships occurring between IoT
devices.

One more step towards social (IoT) networking is repre-
sented by the work described in [47], which represents a trust
system designed to follow the evolution of social relationships
for adapting itself to the trust variations.

BETaaS [48] describes a trust model aimed at monitoring
things and behaviors for evaluating their reliability. Its trust
model considers different aspects among which security, QoS,
scalability, availability and gateways reputation. A further
work is described in [49] where a particular attention is given
to the heterogeneous skills of devices in different cooperative
tasks in a distributed IoT system. First, second-hand informa-
tion and observations are exploited by peers in order to collect
trustworthiness information, matching demand and offer for
services, learn from past experiences and provide recommen-
dations about the trustworthiness of the other devices active
within the community.

C. IoT, trust and team formation.

Smart devices can form teams of like-minded peers by
means of their social interactions and mutual trust evalua-
tion [50]. Nevertheless, a few, very important aspects, such
as scalability (e.g., billions of devices) and countermeasures
against bad-mouthing attacks, have to be considered when
forming trust-based groups in IoT environments. To this re-
gards, [51] proposes an approach for scalable trust-based IoT
clustering as well as an intelligent method for countering bad-
mouthing attacks on trust systems. The authors also take into
account trust computation and trust-based migration of IoT
nodes from one cluster to another. The convergence among
IoT, software agents and cloud computing to form groups of
agents (each one associated with an IoT device and living
on the cloud) has been recently studied in [4], where an
algorithm to form agent groups on the basis of information



about reliability and reputation collected by the agents is
presented.

D. Trust-based resilience in loT networks.

Resilience is a desirable property of distributed, large-scale
IoT systems [25]. In [52] the authors focus on the concept of
resilience for IoT systems with particular emphasis to attacks
that potentially could destroy large areas of the network in the
context of smart cities. Since one of the most peculiar aspect
of smart cities is represented by the large heterogeneity of
coexisting protocols and mechanisms [53], the authors propose
to adopt the concept of islands of resilience with respect to all
the critical services (e.g. DNS, caching, CDNs) such that they
can continue to operate even in presence of severe attacks.

The work described in [54] discusses a class of distributed
constrained optimization problems in power systems, where
the goal is to optimize the sum of all agents’ local convex
objective functions over a general unbalanced directed com-
munication network. The author propose a novel distributed
primal-dual augmented (sub) gradient algorithm which utilizes
a row-stochastic matrix and employs uncoordinated step-sizes,
and yet exactly converges to the optimal solution over a gen-
eral unbalanced directed communication network. The authors
also present an explicit analysis for the convergence rate of the
proposed algorithm, as well as three case studies to solve two
practical problems in power systems.

The resilience requirement in IoT networks is also discussed
in [26]. This study investigated about the classic observe-
analyze-adapt loop by addressing problems involving devices,
networks, and applications, and discusses the problem by
illustrating two different projects described by the authors.
Finally, a middleware framework for improving resilient com-
munications between devices and services is proposed, with a
focus on a scalable resilient multi-protocol data exchange and
distributed applications.

The work in [55] is an attempt to provide an in depth
analysis about the IoT platforms from the communication
architecture viewpoint in order to evaluate the effects of
communication anomalies. The authors also propose to adopt
hybrid network infrastructures composed of Software Defined
Networking (SDN) and redundant non-SDN segments to im-
prove the network resilience.

Resilience for Cloud-based IoT applications has been ad-
dressed in [56]. The authors took into account the wide range
of applications (warfare, agriculture and delivery) related to
Aerial Vehicles (drones). In this scenario vulnerabilities may
cause heavy losses. The authors proposed a distributed solution
by adopting blockchain technology [57], [58] to securing drone
data collection and communication in combination with a
public blockchain for provisioning data integrity and cloud
auditing. The authors have shown that the proposed system
provides a good resilience with acceptable overhead and
scalability for a large number of drones.

A few works addressed the problem of resilience in IoT
networks by means of trust-based approaches. In [59] the
authors considered a local-area networks with a number of IoT
devices having limited processing capabilities and face energy

constraints, which have to provide the needed security mecha-
nisms. They propose a trust-based routing solution formed by
a trust-based approach for managing the reputation of every
node of the IoT network which is based on the emerging
Routing Protocol for Low power and Lossy networks (RPL).
The approach was simulated by the authors in order to measure
the level of resilience in presence of specific attacks.

An interesting work is that described in [60], that deals
with a general class of distributed constrained optimization
problems over a multiagent network, where the global objec-
tive function is represented by the sum of all local objective
functions. In particular, each agent in the network is aware of
its own local objective function. Moreover, it is is restricted to
a global nonempty closed convex set. The authors consider a
scenario on which the communication of the whole multiagent
network is represented as a sequence of time-varying general
unbalanced directed graphs. They propose a new distributed
projection sub-gradient algorithm which can be adopted to
solve the problem on the time-varying general unbalanced
directed graphs. Moreover, it does not need each agent to
know its in-neighbors out-degree. Simulation results prove
the substantiate feasibility of the proposed algorithm and
correctness of the theoretical findings. In spite of the problem
considered in these work are currently behind the focus of our
work, we will consider them in a future work.

A recent work of Liu et Al. [61] addresses the problem of
resilience in large IoT systems. The role of reputation systems
is discussed to obtain effective countermeasures for securing
Machine-to-Machine (M2M) communications against various
types of attacks. They proposed a system named M2MTrust
where two novel trust-metrics are introduced: pairwise sim-
ilarity based feedback and credibility as well as threshold-
controlled trust propagation. The former is used to compute
the direct trust coming from M2M relationships, while the
latter is used to block the trust propagation from good nodes to
malicious ones. The authors proved that the designed system is
resilient with respect to attacks of different nature and it shows
good performance also in the presence of dishonest feedback.

III. THE PROPOSED FRAMEWORK

The considered IoT framework (depicted in Figure 1) in-
cludes a large number of heterogeneous IoT devices having
limited resources. Agents can mutually cooperate to reach their
respective targets at the best. To promote such cooperating
activities, we assume that each device is assisted by a hosted
software agent in order to exploit its “social” skills by working
on the behalf of its device. Each agent can interact with each
other for performing several social activities. For example, an
agent can require an information to another one, in the context
of an activity of e-commerce, e-learning, e-government, e-
health etc.

We denote by DS the set of devices and by AS the set of
software agents. We also assume that the IoT devices belong
to a Network N which, in turn, is composed of n different
Federated Networks (F;), where each federated network is
managed by a dedicated device supported by an administrator
agent (AA;) which also locally manages the reputation system
of the agents temporary running on its administrated domain.



We represent the relationships among the agents of N by
a graph G = (V, E) where V and E, in turn, respectively
represent i) the set of vertices belonging to G (each vertex of
V' is associated with a single agent belonging to N) and ii) the
set of oriented edges belonging to G (each edge is associated
with a relationship existing between two agents, as graphically
depicted in Figure 1).

Within each federated network F;, each agent can join with
some agent sub-structures, called teams, built on the basis of
the reputation values of the agents.

Example of teams are agents that want to cooperate for
reaching a common goal as, for instance, grouping some
people interested to participate to a guided visit to a museum.

We denote as g} the j-th team ¢ formed inside to the
federated network F;. We highlight that agents are free to
change their affiliation with a federated network by moving
from one to another one and, similarly, are free of joining
with a team active on their current federated network. We
also assume that each agent administrator is able to manage
the teams active on its federated network: it can try to join
with a team those agents having reputation values adequate
for that team or, symmetrically, removing from a team agents
having inadequate reputation values.

The honesty of an agent will be witnessed by its reputation
value, which is represented by a real number obtained by
observing the interactions of the agent with the other agents
belonging to N when they perform Characterizing Interactions,
i.e. those interactions that might characterize correct and
incorrect behaviors, as we will describe in details below.

Fig. 1. The IoT Framework (N) with the federated networks (F) and the
relationships graph (G)

IV. THE REPUTATION MODEL

The Reputation of an agent is modeled as a real positive
number RV € [0,1] where a value close to 1 represents a
good reputation.

Each newcomer agent receives an initial reputation that is
not particularly penalizing for the newcomer, but it is adequate
to discourage whitewashing strategies, which are taken by

fraudulent agents that try to come back into the system to
obtain a new immaculate positive reputation [62].

In particular, after any consumer agent y benefits from a
service s, having a cost ¢, provided by an agent z, then both
x and y will leave a feedback feed (a real value belonging
to the domain [0, 1]) to their counterpart. Then, the Relevance
(p) of the required service s is defined as:

ife<C
p= (1)
1 otherwise

Qls

where C' is a cost threshold for an interaction (fixed by taking
into account the context) after which the relevance of s is
considered as saturated.

To hinder the advantages deriving to the agents carrying
out systemic alternate behaviors, which consist of gaining
reputation on interactions having a low relevance for spending
it by cheating with those interactions having a high relevance,
we assumed that not all the agent interactions can contribute
in forming the reputation score of an agent. In other words
we consider only those interactions, named Characterizing
Interactions (CI), that mainly characterize and qualify the be-
havior of an agent, while we exclude those interactions giving
to malicious agents the possibility of taking advantage from
alternate behaviors to increase their reputation. We highlight
that the introduction of ClIs is devoted to quickly identifying
the malicious agents.

More in detail, Cls are defined on the basis of their relevance
and the received feedback. The ratio underlying a CI is that
of considering: i) all the interactions receiving a low feedback
independently from their relevance, i.e. the value of p and ii)
all the interactions receiving a feedback having a value equal
or greater than 0.5 but only if the value of this feedback feed
is lower then the relevance p of the service. In other words, the
interactions that are excluded are all those receiving a positive
feedback and for which benefits (i.e., feedback) are greater
than costs (i.e., relevance). More formally, an interaction is
characterizing when p and feed assume the following values:

feed < 0.5, p €[0,1]
2
feed > 0.5 N p > feed

In Figure 2, in terms of p and feed, Cls are graphically
described. More precisely, in this figure the white area is the
region of the space p-feed in which an interaction is assumed
to be characterizing.

In our model, the reputation value of an agent k is updated
by considering the latest occurred CIs. More formally, the
reputation (RV) of the agent a; is updated by considering
the feedback given by the later i agents carried out Cls as
follows:

h 1
RV; = ai-vji-p;, - feed;,
i=1
where :

o « (Age) weights CIs so that the more recent an interaction
is, more it contributes to the reputation value.
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Fig. 2. Graphical representation of Characterizing Interactions. The white
area is the region of the space p- feed in which an interaction is assumed to
be characterizing.

o 7 (Reliability) limits the effects of those agents behav-
iors aimed to gain undue advantages by giving negative
feedback in a systematic way. We denote the number of
negative feedback of an agent and the overall number of
the interactions carried out by NEG and T'OT, respec-
tively. Then ~ is simply computed as the complement of
the ratio 1 — XS if JXEC > 0.5, while it is set to 1

TOT> TOT

if % < 0.5. Note that the choice of the threshold 0.5
is devoted to define the maximum percentage of negative

feedback to consider the reliability as saturated to 1.

V. EXPERIMENTAL DESIGN

To test the effectiveness of the proposed framework, we
carried out an experimental campaign on a simulated scenario:
section V-A describes the details of the team formation simula-
tion, section V-B presents the reputation models we compared
with our proposal, section V-C reports the simulation settings
and, finally, results are exposed in section VI.

A. Simulation of Team Formation

We designed a team formation algorithm which is capable to
drive team formation of IoT devices (i.e., agents) on the basis
of their reputation scores (RV). To highlight as our framework,
along with the team formation algorithm can lead to the growth
of individual and global reputation within a federated network
F, in the following we suppose that agents hold identical
interests and preferences (see Section II). Moreover, we will
assume that each consumer will pay a fee to the provider for
a service only when they belong to different teams.

The team formation algorithm used to perform our exper-
imental campaign is represented by the pseudocode listed in
Algorithm 1. For each federated network F; its administrator
AA; establish the maximum number of teams allowed in its
managed domain and, for each of them, it sets also a suitable
threshold Gamma which is the minimum reputation value
that is required to an agent for joining with that specific team.
Consequently, within the federated network F', each agent
will be affiliated with the team which “best fits” its RV.
Periodically, the AA verifies whether the RV values of the

agents of its administrated network are compliant with their
team affiliations (i.e., the threshold I' of their teams).
Therefore, agents could be migrated from one team to
another one as a consequence of such reputation checks carried
out by their AA. Furthermore, it may happen that an agent, at
a certain time, is removed from every team because its current
RV value is lower than all the team affiliation thresholds. The
reader may refer to Table I for the symbols used in this work.

TABLE 1
TABLE OF THE MAIN SYMBOLS

Symbol | Description
F a Federated Network
AA the Agent Administrator of a federated network
FA set of agents affiliated with a federated network
FG set of groups active on a federated network
AT time threshold set by a federated network administrator
g a group of agents
RV reputation value for a given agent
r RV threshold for joining a given team
TRV timestamp of the last computation of RV
ko timestamp of last computation of the threshold for belonging
to a team g
t current timestamp

Algorithm 1 consists of two parts. In the former, the AA
will check, for each team active in its administrated federated
network, whether the reputation values of the agents holds a
fresh value with respect to the last update of the threshold of
the teams (lines 1-5). In the second part of the Algorithm 1
(lines 6-14), the AA checks whether, for each team having a
fresh threshold value, one or more agents do not satisfy the
requirement for joining with that team. In this case, through
a call to the function join(), i) the agent is removed from the
team and ii) the agent is affiliated with the team best fitting
with its RV.

B. Reputation Models Comparison

To test the performance of our reputation model, with re-
spect to the ability in recognizing malicious agents, three com-
petitors have been selected: i) eBay [36]; ii) the well known
SPORAS [37]; iii) the recent reputation system presented

Algorithm 1 The procedure executed by each AA.
FAm, FGpm,Tr, Trv;

Input:

: for all a; € F},, do
ifTRV 2 sl then
retrieve and store the updated value of RV
end if
end for
: for all g, € F,,, do
if (t — 75 > AT) then
for all a; € gi do

A ol

9: if (RV; < ) then

10: Join (a;, kK, FAn,, FGp)
11: end if

12: end for

13: end if

14: end for




Algorithm 2 The function Join (a;, k, FA,,, FG).

1: if RV; < I';, then
2: Remove a; from group g
3: end if
4: for all g; € F),, do

5: if (RCZ > FJ) then
6 assign a; to the group g;
7 end if
8: end for

in [39], appositely conceived for IoT scenarios. These competi-
tors have been chosen on the basis of i) their compatibility with
our framework and have been implemented according to their
descriptions, except not relevant changes necessary to make
homogeneous the comparison and ii) because they represent
different, possible approaches to the problem.

More in detail, eBay is a well known centralized, feedback-
based reputation system. The mechanism underlying eBay is
very basic [63] and the reputation is the simple percentage
of the only positive feedback with respect to their overall
number received in a large time. Multiple feedback coming
from the same counterpart are admitted only if they are not
closed in time, while neutral feedback are not included in the
calculation. To contrast multiple identities eBay, as SPORAS,
assumes that when the system starts the agents (or newcoming
agents) have assigned a null reputation. The eBay system
has been extensively investigated and if, on the one hand, its
simplicity has favored its adoption, on the other hand, it is
exposed to malicious, and in particular collusive, behaviors.

Notwithstanding its age, SPORAS is still used for compar-
isons given its effectiveness [64]. The reputation of SPORAS
ranges in [0,3000] € R, as described in [37]. The ratio of
SPORAS is to penalize low reputed agents by saving (usually)
agents having a high reputation. The reputation updating is
computed as:

1
Ri=Ria+5- O(R;_1)R™em(W; — )
1

C(Rit) =1 T —m oy

E;=R;_1/D

where R; and R;_; are respectively the new and the current
reputation, R?*"°" is the reputation of who released the feed-
back W;, 6 is the number of ratings exploited in updating R;,
while o is a parameter empirically set to 0.11.

The reputation model described in [39] has been designed
to estimate the trustworthiness of Cloud Computing (CC)
providers in an IoT context. In building the reputation, the
effects due to unfaithful feedback ratings are mitigated by
the use of the credibility and certainty weights. The first one
is effective against collusive attacks, the other one hinders
those activities based on false identities. Let Lg(Ay, ) be
a first reputation score (named Local Objective Reputation)
referred to a service S made available by a CC provider and
continuously computed on the basis of the received feedback
F within a time windows A;, and weighted by credibility (I")
and certainty (A) as:

Ls(Ay) = F(Ay) - T(Ag) - AT(Ag,)

Then a Global Objective Reputation (Gg(A:.) for z consecu-
tive time windows is computed for each CC provider by adding
all the Local Objective Reputation received in z, for a given
service S, as:

z

Gs(Ar) =Y (Ls(Ay, -vx)

k=1

where v, € [0.1] € R takes into account that older is the
knowledge lower is its relevance. The reader can refer to [39]
for a comprehensive description of how to calculate the I', A
and v weights. Finally, Gg(A;,) is normalized in [0, 1].

To make comparable the results given by this reputation
model, we substituted the time window with a number of
interactions, while with respect to the initial reputation of
agents any information is provided in [39] about it and,
therefore, we assumed to assign an initial reputation of 0.5
at all the agents likely our reputation model.

These reputation systems have been tested by adopting the
setting described in V-C. However, against collusive behaviors
any of these competitors in computing their reputation scores
consider the interaction value which, together to the team
formation, is fundamental in realizing the competitive scenario
characterizing our framework.

C. Simulation Setting

We aimed at validating the presented approach on a few
different aspects:

e a comparison between the performance of our reputation
model and those of the reputation models, presented
in V-B (Note as in this case our reputation model has
been tested without to implement the agent teams in order
to compare all systems on equal terms);

« the resilience of our framework in identifying dishonest
actors which realize different and simultaneous typologies
of attacks (see Section IV);

e how devices (i.e., agents) are distributed among the
different teams based on their reputation value RV;

e how the RV increases with the number of interactions
performed;

« the costs sustained (or, symmetrically, the gains obtained)
by devices for services.

Simulations are involved only one federated network F' €
N, where a sequence of interactions were performed by
IoT devices, each one associated with its software agent.
Furthermore, a percentage of cheater devices (i.e., agents)
performing collusive, complainer and different modalities of
alternate behaviors have been included into the simulations.

The setting adopted for the main parameters of these sim-
ulations is listed below:

« Two populations of 10% IoT devices/agents active in F,
the first one of consumer agents and the other one of



TABLE 11
EXPERIMENTAL PARAMETERS AND PARAMETERS OF THE FOR
REPUTATION SYSTEMS: A) RESIOT; B) THE REPUTATION MODEL OF [39];
C) SPORAS; D) EBAY. (THE HORIZON h IS 4, 7 OR 10).

Description Value/Range
Simulation Setting

Consumer IoT device agents 103

Producer IoT device agents 103

Percentage of malicious 5, 15, 25

Simulation epochs 102

Interation for epoch 103

Alternate behavior ratios randomly, 1 : h, 1: h/2,1:1
Collusive behavior ratios randomly, 1 : h, 1: h/2,1:1
Complainers behavior ratios randomly, 1 : h, 1: h/2,1:1

Parameter Setting of System A

Reputation range [0.0,1.0]
Initial reputation score 0.5
Service cost range 1.5 8%
Cost threshold 18
Horizon (h) 4,7, 10

Parameter Setting of System B

Reputation range [0.0,1.0]
Initial RV score 0.5
A¢ (A¢ =h) 4,7, 10
s, 1

m 0.6

zZ 4

Parameter Setting of System C

Reputation range [0.0,1.0]
Initial reputation score 0
Horizon none

Parameter Setting of System D

Reputation range [0.0, 3000.0]
Reputation range normalized [0.0,1.0]
Initial reputation score 0

o 0.11

0 (6: =h) 4,7,10

provider agents'.

o For each interaction a consumer and a provider agent
were chosen in a random way from their respective
communities. Interactions were arranged in epochs, each
one consisting of 103 interactions so that, in average, each
agent acted as consumer and provider at least one time
for epoch.

o Simulations were carried out for 100 epochs, although
only few epochs are necessary to obtain “stable” results.

o For our reputation model, an initial RV score set to 1.0
was assigned to each device (such a RV value was chosen
on the basis of different issues), while for eBay and
SPORAS the initial device reputation was set to 0 and
to 0.5 for the other two systems.

e A cost ¢, € [1,1.5] was randomly assigned to each
service s, while to define the relevance of s the cost
threshold C' was set to 1. This parameter is meaningful
only for our reputation model.

e The number of interactions (i.e., the horizon h for our
model or the time window A; for [39]) used for the
simulations varied from h =4 to h = 10 with step 3.

'Note as in the most common scenarios there are many more consumers
than producers, although other scenarios where consumers and providers have
a similar numerosity exist. However, this later scenario is the most suitable for
testing the resilience of a reputation system for the presence of more actors
and, consequently, of more cheaters active into the system.

o Three different types of malicious behaviors have been
taken into account and, depending on the different strate-
gies, characterizing the interactions, implemented by hon-
est and malicious devices, have occurred with different
rates, respectively, randomly, 1 : h, 1 : h/2 and 1 : 1
for all reputation systems with respect to the following
malicious behaviors:

— alternate - where low value interactions are correctly
performed with the aim of improving the RV score
for then spending it for cheating on high value
interactions.

— collusive - where two or more devices repetitively,
mutually interact (usually on low value interactions)
to grow their RV scores.

— complainer - where, in a systemic way, negative
feedback are given to damage the counterpart and,
indirectly, gaining an undue advantage.

o To test our framework, the number of simulated teams
was set to 3, while their affiliation RV thresholds were
respectively set to 2.5, 4.5 and 6.0.

The reader may refer to Table II for the simulation environ-
ment and the parameters of the tested reputation system.

The simulations of our framework have been carried out
on a IoT simulator based on the ACOSO methodology and
platform (able to simulate IoT networks including IoT devices
as well as to build real IoT systems) [2], [8]. This choice has
allowed to achieve greater versatility in the development phase
and greater efficiency in the execution of experiments and the
processing of results (also) in real time.

VI. EXPERIMENTAL RESULTS

Here we discuss the experimental results obtained in the
experimental campaign.

A. Reputation Models Comparison

The basic ability required to a reputation system is that of
identifying the device nature (i.e. honest or malicious) and, to
this aim, the first experiment compared the performance of our
reputation model with those of the other systems described in
section V-B.

All the reputation models have been tested for horizons
h = 4,7,10 and malicious percentages mal = 5,15,25%.
The obtained results are shown in Table III and represented in
Figure 3. In particular the labels A, B, C and D represent,
respectively, the reputation model adopted in ResloT, the
reputation model presented in [39], SPORAS and eBay. We
highlight that the ResloT reputation model has been tested
without simulating the presence of teams to make it completely
comparable with the other proposals and, therefore, it does not
perform at the best and its results are a bit worst than those
presented in section VI-B.

The results of this experiment show that the ResloT repu-
tation model performs better than its competitors.

First of all, we can observe, by Figure 3, that our reputation
system is more resilient than the other systems to the percent-
age of malicious active into the population. This result is clear
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Fig. 3. Comparison among different reputation models in identifying honest and malicious for horizon h = 4, 7,10 and malicious mal = 5,15, 25% for
reputation systems: A) ResloT; B) the reputation model of [39]; C) SPORASE D) eBay

TABLE III
COMPARISON AMONG DIFFERENT REPUTATION MODELS IN IDENTIFYING HONEST AND MALICIOUS FOR HORIZON h = 4,7,10 AND MALICIOUS
mal = 5,15,25% FOR REPUTATION SYSTEMS: A) RESIOT; B) THE REPUTATION MODEL OF [39]; C) SPORAS; D) EBAY.

horizon/malicious (%)
h/mal (%) | 4/5 | 4/15 | 4/25 | 7/5 | 7/15 | 7/25 | 10/5 | 10/15 | 10/25
epochs System A
1 67.2 | 62.3 | 59.7 | 66.0 | 65.1 60.0 | 67.3 62.3 61.9
5 929 | 919 | 90.5 | 934 | 923 | 91.5 | 93.7 92.9 90.1
10 95.3 | 954 | 94.6 | 95.2 | 95.0 | 94.7 | 95.5 95.2 94.7
15 95.5 | 953 | 95.0 | 95.1 | 95.0 | 94.6 | 95.2 94.7 94.7
20 95.0 | 95.6 | 94.5 | 955 | 95.2 | 944 | 95.1 94.6 94.0
25 95.5 | 954 | 95.1 | 95.3 | 95.1 94.5 | 95.0 94.3 93.5
epochs System B
1 249 | 27.7 | 30.2 | 334 | 285 | 30.7 | 24.7 26.9 314
5 78.1 | 75.6 | 71.7 | 80.7 | 75.8 | 72.0 | 79.5 76.3 73.3
10 95.3 | 954 | 94.6 | 95.2 | 95.0 | 94.7 | 95.5 95.2 94.7
15 88.0 | 84.1 79.2 | 88.5 | 83.7 | 79.3 | 87.7 84.0 79.3
20 87.7 | 84.4 | 79.2 | 88.5 | 83.7 | 79.3 | 88.3 84.0 79.0
25 88.0 | 83.3 | 80.1 | 88.5 | 84.0 | 79.6 | 88.0 83.3 78.5
epochs System C
1 6.4 9.1 15.1 | 154 9.0 15.8 6.0 7.5 15.3
5 63.5 | 59.6 | 53.6 | 65.8 | 59.7 | 53.4 | 65.3 60.2 56.9
10 80.0 | 72,5 | 64.0 | 80.9 | 72.1 64.2 | 79.2 72.5 64.2
15 80.7 | 72.6 | 64.0 | 80.9 | 72.1 64.2 | 79.2 71.6 64.5
20 79.6 | 72.8 | 63.1 | 80.3 | 71.8 | 65.1 80.6 73.0 64.3
25 79.6 | 71.0 | 65.2 | 80.8 | 72.6 | 64.8 | 80.2 71.9 63.6
epochs System D
1 39.5 | 39.7 | 42.1 | 39.5 | 41.0 | 42.1 36.2 41.3 43.0
5 5.7 154 | 25.2 5.8 15.1 25.2 5.5 15.7 25.3
10 5.0 15.0 | 25.0 5.0 15.0 | 25.0 5.0 15.0 25.0
15 5.0 15.0 | 25.0 5.0 15.0 | 25.0 5.0 15.0 25.0
20 5.0 15.0 | 25.0 5.0 15.0 | 25.0 5.0 15.0 25.0
25 5.0 15.0 | 25.0 5.0 15.0 | 25.0 5.0 15.0 25.0

for cases B, C and D where results are grouped based on the
considered percentage of malicious devices. In particular, we
draw the following observations and analysis:

e case B ([39]): represents the best competitor of the Re-
sloT reputation model, it shows a good resilience against
some of the attacks carried out in the tests. In particular

it gives the same relevance to all the interactions; as a
consequence, it is easier, for the malicious agents, to carry
out collusive attacks. It is a good reputation model, which
is able to work also with a limited number of behavioral
data. The related performances are, however, lower then
than 11% and, therefore the ResloT reputation model



perform better than B.

o case C (SPORAS): it is considered, in the literature, a
good reputation system. By the experimental results we
observed as this system is not able to provide any useful
differentiation, in terms of reputation score, between
honest and malicious actors. Indeed, by stressing the
system by simulating continuous attacks, SPORAS does
not allow to recognize malicious actors providing all them
with reputation scores high enough to be classified as
honest. More specifically, we can observe that, at the 25-
th epoch, less than 1% of malicious is identified and,
therefore, we consider it as not resilient and useless for
our purposes.

o case D (eBay reputation system) is the worst among the
competitors. Indeed, from a practical point of view, the
results are grouped based on the percentage of malicious
considered in the simulations (i.e., 5%, 15% and 25%).
At a first look, we can deduce that eBay is capable
of recognizing all malicious (but none honest). Actually
this system is defenseless against the most common
malicious attacks and, as a consequence, all the reputation
scores are very lower both for malicious that for honest
devices. Therefore, it is not able to distinguish honest
and malicious actors; moreover, it does not perform as
the ResloT reputation model.

In the light of the discussed results, we argue that the
tested competitors performed worst of our proposal also in
the other experiments. In particular, we remark that the ResloT
reputation model outperforms that described in [39] (case B),
which is a very recent and effective reputation model. Indeed,
the ResloT reputation model takes a significant benefit from
the adoption of different relevance among the interactions on
the basis of their value, also introducing the ClIs.

B. Malicious detection

The experimental results described here represent the ability
of our framework in recognizing the nature (i.e., honest or
malicious) of consumer and provider devices/agents, on the
basis of their RV by implementing also the agent teams,
differently from the previous experiment. In this case we
produced results for several different scenarios characterized
by different values of horizon, from h = 4 to h = 10 with
step 3 and the percentage (with respect the overall device/agent
population) of malicious agents from 5% to 25%, with step
10%.

The obtained results are shown in Table IV and represented
in Figure 4. We observe that results are better than those
presented in Section VI-A, because in the previous results the
presence of teams have been considered to make our reputation
model more comparable with its competitors.

These new results show that the nature of actors is quickly
recognized with a high precision > 95% in 6 = 10 epochs.
After the 10-th epoch all the honest actors are totally recog-
nized, while false positive for malicious varied from 2% to 9%
based on the overall percentage of malicious with respect to
consumer and provider population. Moreover, around the 45-
th epoch the maximum error is less than the 2.5%, while little

fluctuations tightly depend on the alternate, endless attacks
periodically carried out by malicious agents by adopting
different modalities.

In order to verify the sensitivity of our model in recognizing
honest and malicious when the presence of cheaters increases,
we tested our framework also with percentage of malicious
varying from 0% to 100%, with step 5% of the overall device
population for the horizons & = 4 and h = 10. The results
are reported in Figure 5 at the 50-th epoch and show as,
from a practical viewpoint, the framework performance starts
to decreases when the percentage of malicious is more than
the 25% (for both the considered horizons, i.e., h = 4 and
h = 10), which is already a not realistic threshold in real
systems. After this value the results obtained in recognizing the
actors progressively worsen for then improving, also because
the majority of devices has became malicious. Moreover,
trivially the framework is more resilient for &~ = 10 than for
h=4.

C. Team affiliation

In a third experiment we investigated on the affiliation of
devices among the teams active in F', on the basis of their
RV. Figure 6 shows the results w.r.t the horizon thresholds
h = 4,7,10 and a percentage of malicious devices equal to
the 5, 15, 25% of the whole population. In this experiment, and
for all the scenarios, we adopted the affiliation RV thresholds
reported in Section V-C.

From the result analysis we highlight that:

o almost all the scenarios correctly work except with a very
small horizon (e.g., h = 4) and a very large percentage
of malicious (e.g., 25% of the population) and almost
all of them are not joined with any team because their
RV score is too lower for a team affiliation, this result
becomes stable in less than 10 epochs;

« a low horizon does not allow the affiliation with the team
3 because it is very difficult to reach a RV score equal or
greater ot the affiliation threshold adopted for this team
(see Section VI) and maintains it over time;

o a large horizon allows to the most part of the honest
devices to gain a RV score adequate to belong all them
to the team 3;

o the adopted affiliation thresholds obviously affect the
distribution trend above discussed.

D. RV

The behavior of the RV when the percentage of cheaters
and the horizon vary has been investigated in this experiment.
Results are always referred to horizon thresholds h = 4,7, 10
and percentage of malicious devices of 5,15,25% of the
population. The results presented in Figure 7 confirmed the
relationship existing among RV and horizon and numerosity
of malicious devices, already evident in the previous experi-
ments.

E. Economic benefits

This set of experiments deals with the economic implica-
tions of our framework computed at the 25-th epoch, this
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TABLE IV
HONEST AND MALICIOUS AGENT IDENTIFICATION FOR HORIZON h = 4, 7,10 AND MALICIOUS mal = 5,15,25%.

horizon/malicious (%)
h/mal (%) 4/5 | 4/15 | 4/25 | 7/5 | 7/15 | 7/25 | 10/5 | 10/15 | 10/25
epochs Honest
1 70.5 66.8 62.4 69.4 68.5 64.0 74 66.1 65.3
5 97.2 95.9 94.3 98.1 96.6 95.1 98.0 97.2 93.3
10 100.0 | 100.0 99.7 100.0 | 100.0 | 100.0 | 100.0 | 100.0 100.0
15 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 100.0
20 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 100.0
25 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 | 100.0 100.0
epochs Malicious
1 66.0 63.3 62.8 64.0 66.7 59.2 70.0 60.0 63.2
5 98.0 98.0 96.0 92.0 96.7 98.0 100.0 97.3 97.2
10 94.0 98.7 98.4 92.0 96.7 97.6 98.0 97.3 96.4
15 98.0 98.0 98.4 90.0 96.0 96.0 92.0 94.0 96.4
20 88.1 100.0 95.6 98.0 97.3 95.2 90.0 93.3 93.6
25 98.0 98.7 98.0 94.1 96.7 95.6 88.0 91.3 91.6

means that each consumer (i.e., provider) performed 25 in-
teractions in average. In Figures 8 are shown the results in
terms of economic benefits, i.e. the saved money, which vary
from 4.74 $ to 3.67 $ depending it from both the horizon
and the percentage of malicious devices considered in the
simulations. Such results represent the evidence that there are
not economic benefits, neither on a short time, for devices
acting not correctly or, in other words, honest devices both
spent less (or, symmetrically, providers gain more) for services
than malicious one.

VII. FINAL DISCUSSION AND CONCLUSIONS

The ResloT framework has been conceived to support the
formation of social teams of IoT devices associated with
agents, provided of resilience against possible malicious ac-
tivities.

In our proposal, this purpose is pursued using an agent

reputation model taking into accounts the feedback provided
by the agents themselves during their activities. In this model,
the overall reputation value of each agent team is updated in
time implementing some suitable countermeasures to avoid
collusive and some misleading activities finalized to gain
incorrect reputation values. Moreover, in updating the reputa-
tion only the feedback related to those interactions satisfying
some requirements are considered. An apposite team formation
algorithm that exploits the reputation values of the agents has
been introduced to support the formation of a competitive
scenario. In particular, if an agent wants to join with a
group having a high average reputation, it must obtain a high
individual reputation value.

A. Advantages of the approach

The experimental results shown in Section VI highlights
that ResloT is highly resilient to malicious activities, that
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Fig. 6. Team member affiliation for horizon h = 5,7, 10 and a percentage of

are quickly detected if the number of malicious agents is
below a certain threshold. In particular, the experiments have
shown that the combined use of the reputation model and the
group formation algorithm allows the framework to effectively
and efficiently working for guaranteeing the system resilience.
Moreover, ResloT shows the relevant advantage of allowing
IoT objects to migrate across different federated administrative
environments by carrying their reputation scores and allowing,
through the presence of the teams, the possibility to select
reliable partners.

B. Forthcoming researches and current limitations

The results of the test that we carried out highlighted some
issues that involve different aspects of the proposed framework

malicious mal = 5,15,25% of the overall population.

which deserve to be investigated in our forthcoming re-
searches. In particular, the team formation process is currently
based on a few preliminary tests carried out by adopting a
trial and error modality. We observed that this way of forming
groups and setting the affiliation thresholds lacks versatility
and efficiency in following possible changes occurring into the
environment (e.g. an increase of the device/agent population
or of the percentage of malicious actors). Therefore, we are
studying an effective mechanism able to dynamically and
automatically optimize the number of teams and their repu-
tation affiliation thresholds in accord with evolving scenarios.
Moreover, the good results obtained in validating our approach
but only on the basis of some (realistic) simulations, suggest
us another priority in our ongoing researches. Therefore, in
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order to obtain a confirm about the advantages described
above, there is the need to carry out an experimental cam-
paign in a real IoT scenario, although the implementation of
teams requires the availability of a considerable number of
IoT devices. To overcome such constraint, currently we are
designing an experiment by exploiting both real and simulated
IoT devices in a vehicle-to vehicle (V2V) context aimed to
provide/consume services (i.e., traffic information). Obviously,
a real scenario will require also to solve other problems that
we have not considered in this contribution like those deriving
from overloading or unbalanced communication occurring
among the different actors (i.e., consumers and providers).
Finally, the effectiveness demonstrated by the reputation
system shows that also that different IoT, as well as non-
IoT, contexts could benefit from the adoption of the reputation
model proposed in this paper. Indeed, competitive scenarios,

where it is possible to assign a value (real or also virtual)
to the interactions represent possible opportunities to apply
our reputation model also without to implement the teams,
as witnessed by the experimental results presented into the in
Section VI-A. However, a great attention should be given in
defining a “good” CI, which appears to be context-sensitive
and represents an essential component for allowing to our
reputation model to work with a very limited number of
behavioral observations that, in our opinion, is one of its most
important peculiarity.

As future work the proposed algorithm’s parameters will be
optimized with the advanced approaches, e.g., [65], [66], [67].
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